Tpyowt UCIT PAH, mom 31, évin. 6, 2019 2. // Trudy ISP RAN/Proc. ISP RAS, vol. 31, issue 6, 2019

DOI: 10.15514/ISPRAS-2019-31(6)-11

The effect of numerical dissipation on the
predictive accuracy of wall-modelled large-eddy
simulation

T. Mukha, ORCID: 0000-0002-2195-8408 <timofey@chalmers.se>

Chalmers University of Technology, Department of Mechanics and Maritime Sciences,
Horselgdngen 4, SE-412 96 Gothenburg, Sweden

Abstract. The effect of numerical dissipation on the predictive accuracy of wall-modelled large-eddy
simulation is investigated via systematic simulations of fully-developed turbulent channel flow. A total of
16 simulations are conducted using the open-source computational fluid dynamics software OpenFOAM®.
Four densities of the computational mesh are considered, with four simulations performed on each, in turn
varying in the amount of numerical dissipation introduced by the numerical scheme used for interpolating
the convective fluxes. The results are compared to publicly-available data from direct numerical simulation
of the same flow. Computed error profiles of all the considered flow quantities are shown to vary
monotonically with the amount of dissipation introduced by the numerical schemes. As expected, increased
dissipation leads to damping of high-frequency motions, which is clearly observed in the computed energy
spectra. But it also results in increased energy of the large-scale motions, and a significant over-prediction
of the turbulent kinetic energy in the inner region of the boundary layer. On the other hand, dissipation
benefits the accuracy of the mean velocity profile, which in turn improves the prediction of the wall shear
stress given by the wall model. Thus, in the current framework, the optimal choice for the dissipation of the
numerical schemes may depend on the primary quantity of interest for the conducted simulation. With
respect to the resolution of the grid, the change in the accuracy is much less predictable, and the optimal
resolution depends on the considered quantity and the amount of dissipation introduced by the numerical
schemes.
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BnusiHue yncneHHom guccmnaumm Ha pac4eTHyr TOYHOCTb
mMeToAa MmoaenupoBaHuUA KPynHbIX Buxpeﬁ C NPUCTEHHbIM
mMopgennpoBaHuem
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Texnonozuueckuii ynusepcumem Qanmepca, paxyromem MexaHuku u MOPCKUX HAYK,
Lleeyus, I'emebope, SE-412 96, Horselgdngen 4

AHHoTanus. B naHHOl pabore cuCTeMaTH4YeCKM MCCIEAYeTCs BIMSHUE YUCIEHHOW IMCCUNALMM Ha
PacueTHYIO TOYHOCTh METO/Ia MOCIHPOBAHNS KPYIHBIX BUXPEil ¢ IPHCTCHHBIM MozenupoBanueM. C 3Toi
LeJIbI0 B cBOOOIHOM IporpaMmMHoM obecnieuennn OpenFOAM® 6bLI0 MPOBEICHO IIECTHA/IIATH PACYETOB
Pa3BHTOTO TypOyJIEHTHOrO TEUeHHs B KaHaje. PacueTsl MpOBEAEHBI HA CETKAX YETBIPEX pa3HBIX
IUIOTHOCTE, 110 YeThIpe pacyeTa Ha KaXKJOH CEeTKe, B KaXIOM U3 KOTOPBIX, B CBOIO OYEPE/ib, YCTAHOBICH
pasHbI ypOBEHb YHCICHHON MUCCHIIAIUM IOCPEACTBOM H3MEHCHHS HHTEPIOJSIMOHHOH CXeMBI IS
KOHBEKTHUBHOTO IepeHoca. IIpoBeJeHO cpaBHEHHE pe3ylIbTaTOB pPacyeTOB C JAAHHBIMH HPSIMOTO
YHCIEHHOTO MOJENHPOBAHHS, HAXOIAIMIMMHCS B OTKPBITOM JocTyne. IToka3aHo, 4To mpoduiik OmuoKu
BCEX PACCMOTPEHHBIX BEJNMYHMH HAXOMITCS B MOHOTOHHOH 3aBUCHMOCTH OT 0OO0beMa YHCICHHOU
Juccunanuy. Jluccumarnus IpeicKasyeMo NPUBOAUT K IOJABICHHIO BBICOKOYACTOTHBIX (IIyKTyaruit
ckopoct. Kpome 3T0r0, OHa TaKkKe IPUBOAUT K yBEIMUEHHIO YHEPTHU KPYITHOMACIITAOHBIX (IyKTyalHit
1 CyIIECTBEHHOH IepeoIieHKe ypOBHsS KMHETHYECKOW dHEpPruH TypOyJIeHTHOCTH BO BHYTPEHHEM CIIOE.
OnHaKo HOBBHIMICHHEIH yPOBEHb IUCCHIAIMH IIPUBOJHUT U K YIIYYIICHHIO TOYHOCTH pacdera CpeiHel
CKOPOCTH TEUSHUS, 4TO, B CBOIO OUepeib, 00eCIeunBaeT 00ee TOUHYIO OL[EHKY KacaTeJIbHOTO HAIIPSOKEHHS
Ha CTeHKe INPUCTEHHOH Mojenbio. TakuM 00pa3oM, ONTHMAIBHBIN yPOBEHb IUCCHIIAIIME MOXKET 3aBUCETh
OT OCHOBHOW wLenu pacuera. DP(PEeKT IUIOTHOCTH PAaCYETHOM CETKM Ha TOYHOCTH pacyera TPYAHO
npejckasyeM, U ONTUMAlIbHOE 3HAa4eHHE IUIOTHOCTH 3aBUCUT KaK OT PaccMaTpHBaeMOH (H3MYecKoi
BEJIMYMHBI, TAK U OT YPOBHS JUCCHUIATHBHOCTU HMHTEPIOIALMOHHBIX CXEM.

KiroueBble cj10Ba: METOJ MOJCIMPOBAHMS KPYNHBIX BHXpEil; TypOyJIEHTHOCTb; NPHCTEHHOE
MOJEIMPOBAHKE; YHCICHHAS AUCCUIIALINS; TCUEHUE B KaHAJIE

Jias nutupoBanusa: Myxa T.Jl. Biausnue yuciIeHHOH IUCCHMAIMM Ha PacueTHYIO TOYHOCTh METOJA
MO/IEJIMPOBAHUS KPYIHbIX BUXpEH ¢ npucTeHHbIM MojenuposanueM. Tpyast UCIT PAH, Tom 31, Bbim. 6,
2019 r., ctp. 187-194 (Ha anrnuiickom sizbike). DOI: 10.15514/ISPRAS-2019-31(6)-11

Baaropapnoctn. ABTOp BhIpakaeT OmarogapHocTs Camexy Pesaempasemry u3 Koponesckoro
TEXHOJIOTHYECKOro HHCTHTYTa B CTOKIOJIbME 3a IIOZ0TBOPHOE OOCYKJICHHE U TI0Ie3HbIe KOMMEHTapHH K
YEPHOBUKY CTAThbH. BBIYHCIIUTENbHBIC MOIIHOCTH MU IIPOBEIEHUS PacdeToB OBUIM IIPEOCTAaBICHBI
IlIBeicKoii HAITMOHAIBHOI BRIYMCIHTENbHOI HHPpacTpykTypoit (SNIC).

1. Introduction

In turbulent boundary layers (TBLs), two fundamental length-scales can be distinguished. One
is the thickness of the boundary layer, §, which governs the size of the largest eddies in the TBL.
The other is the viscous length-scale, §,,, defining the size of the small eddies present in the inner
region of the TBL. In standard, or wall-resolving, large-eddy simulation (LES) both scales are
resolved, leading to an accurate solution, but forcing the size of the computational mesh to scale
as Rel®> where Re, = §/8, is the friction-based Reynolds number. In wall-modelled LES
(WMLES) a model for the scales ~6, is employed, allowing to use a mesh that only resolves the
large scales ~8. This reduces the mesh size scaling with Re; to linear, making higher Re.-
number simulations affordable [1]-[3].

Several approaches to WMLES exist, the reader interested in a detailed review is referred to [4]—
[7]. Most commonly, so-called wall-stress modelling is used, in which the task of the wall-model
is to predict the wall shear stress 1, given the current solution to the LES equations, typically
sampled from a single point located at some distance h from the considered location on the wall.
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The predictive accuracy of WMLES has been assessed in numerous works, using both in-house
codes and publicly available solvers, such as OpenFOAM. Most of the studies consider a single
set of modelling choices (subgrid scale model, numerical methods, etc.) and focus on evaluating
or improving the performance of the wall model, see, for example, [8]-[15]. However, a recent
study [16] has shown that the other parameters of the simulation affect the accuracy of WMLES
at least as much as the wall modelling. In particular, the role of numerical dissipation in the
simulation was highlighted, with more dissipative schemes and subgrid scale models, somewhat
surprisingly, leading to more accurate results for certain flow quantities. The goal of this work
is to further analyze the role of numerical dissipation via a set of simulations in which the
resolution of the computational mesh and the dissipative contribution of the numerical scheme
used for interpolating convective fluxes are systematically varied. Both temporal statistics of the
quantities of interests and energy spectra are considered, contributing to a more holistic picture
of how numerical dissipation affects the solution.

2. Methods of computational fluid dynamics

The governing equations for LES are obtained by applying a spatial filter to the Navier-Stokes
equations, see [17] for details. The resulting system of PDEs must be complemented with a
model for the subgrid stresses. In this work, the WALE model [18] is used to that end.

To solve the governing equations, the open-source CFD software OpenFOAM v1806 is
employed. OpenFOAM uses the finite volume method to discretize the governing equations,
supports arbitrary convex polyhedral cells, and offers a rich selection of numerical schemes [19]—
[21]. For wall modelling, an additional publicly available library is used to enhance
OpenFOAM’s built-in capabilities [22]. A particularly important improvement (see [23]) is that
the library allows sampling the LES solution used as the input to the wall model from an arbitrary
distance from the wall, and not only from the wall-adjacent cell.

In scale-resolving simulations, it is common practice to employ at least second-order accurate
numerical schemes. Here, a fully implicit second-order accurate backward differencing scheme
is used to integrate the equations in time, and linear interpolation is used to compute the diffusive
cell-face fluxes. The choice of the scheme for interpolating the convective fluxes is used as a
controller of the amount numerical dissipation in the simulation. To that end, a linear blending
of two second-order schemes is considered: second-order upwind and linear interpolation. The
former scheme is dissipative, and its weight, expressed in percent, will from here-on be referred
to as “the amount of upwinding” for simplicity. In OpenFOAM, the scheme using 25%
upwinding is referred to as LUST (linear upwind stabilized transport). WMLES comparing
LUST and linear interpolation with no upwinding have been conducted in previous studies [16],
[22], with more favorable results for first-order statistics achieved using LUST. Here, the cases
of 15% and 5% upwinding are additionally considered to get a clearer picture of how upwinding
affects the results.

An algebraic wall model based on Spalding’s law [24] is employed.

3. Case set-up

Fully-developed turbulent channel flow at Re, = 125000 is considered, where Re, = U,d/v,
with U, =1 m/s denoting the bulk velocity, § = 1 m the channel half-height, and v the
kinematic viscosity. These values correspond to those used in the direct numerical simulation
(DNS) of Lee and Moser [25], which is used here as reference data, with respect to which the
relative errors in the simulation results are computed. The computational domain is a box of size
96 X 28 X 46 in the streamwise, wall-normal, and spanwise direction, respectively. The value
of U, is enforced at each time-step by a time-varying source term in the streamwise momentum
equation.
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The domain is discretized with cubic cells of equal size. The mesh is thus fully defined by the
number of cells discretizing the channel half-height, denoted n/8. Four meshes are considered,
with n/§ equal to 15, 20, 25, and 30. For each mesh, four simulations are performed,
corresponding to a different amount of upwinding employed in the convective flux interpolation
scheme: 25%, 15%, 5%, and 0%, respectively.

The location of the sampling point of the wall model is set to = 0.16 in each simulation. The
approximation sign is necessary because 0.16 does not coincide with a cell center for all the four
considered mesh resolutions. However, the accuracy of the law of the wall is quite robust with
respect to change in h, therefore comparing results across different mesh resolutions should still
be possible.

4. Results

An analysis of the performance of the wall model is given first. The solid lines in fig. 1 show the

relative error in the predictions of the mean friction velocity, (u;) = \/ (tw) /p- Both plots
present the same data, but with a different quantity used as the abscissa. In the left plot, a trend
towards underpredicting (u.) with decreasing amount of upwinding is clearly observed. In the
right plot, a similar trend is observed with respect to increasing the resolution of the mesh. The
dashed lines in Fig. 1 show the relative error in the mean velocity at the location of the sampling
point. The magnitude and behavior of this error are very similar to that exhibited by (u.). This
confirms the observation made in a previous study [16] that in the case of attached boundary
layers the accuracy of the wall model is chiefly determined by the accuracy of the velocity signal
that it bases its predictions on.

relative error, %

n/éd =15

n/d =20

—_— nl5=25

— s = 30
—6 T
25 15

% upwinding n/é§

Fig. 1. Relative error in the mean friction velocity (solid lines), relative error in the mean velocity at the
sampling point (dashed line). The same data are shown in both plots, with a different quantity used as the
abscissa

Attention is now turned to the analysis of the mean velocity profiles in outer scaling, (u)/U,.
The relative errors in the obtained values are shown in fig. 2. Only the values above the overlap
region are plotted, since this is the region where we expect WMLES to give accurate results. It
is observed that the amount of upwinding defines the behavior of the error. Less upwinding leads
to increasingly larger under-prediction for y < 0.5, and, consequently (due to a fixed flowrate),
an over-prediction in the region above. Arguably, the best accuracy across all four considered
mesh resolutions is obtained using 15% upwinding. Unfortunately, results generally do not
improve with increased mesh resolution apart for the case with 25% upwinding.
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Fig. 2. Relative error in the outer-scaled mean velocity profiles as a function of y /&
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Fig. 3. Relative error in the outer-scaled mean turbulent kinetic energy profiles as a function of y /8
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Fig. 3 shows the relative errors in the profiles of the outer-scaled mean turbulent kinetic energy,
(k)/UZ. Firstly, it is evident that the magnitude of the errors is significantly higher than that
observed for (u) and (u.). Near the wall, a large error peak is observed, the size of which
monotonously varies with the amount of upwinding. Above the overlap region, the values
underpredict the reference DNS data instead. It is noted that the true values of (k) exhibit a large
peak in the buffer layer, meaning that while the relative errors in the inner and outer regions are
comparable in magnitude, the absolute error in the inner region is significantly larger.
Interestingly, with increased resolution, the influence of upwinding appears to diminish in the
outer region, leading to slightly improved accuracy for the cases of 0% and 5% upwinding.
However, similar to the other analyzed flow quantities, no convergence with respect to n/§ can
be observed.
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Fig. 4. Spanwise one-dimensional energy spectrum of w at y/§ = 0.1 (the location of the sampling point)

Finally, the spanwise energy spectrum of the streamwise velocity is analyzed. In Fig. 4, the
spectra at the location of the sampling point of the wall model, y = 0.18, are presented. As
expected, increased upwinding leads to faster damping of the high-frequency modes. A more
surprising result is that it also leads to increased energy in the low-frequency motions. This effect
is amplified at lower mesh resolutions. The inertial range (where the energy is expected to follow
the k, 5/3 slope) is significantly less pronounced in the WMLES spectra compared to the DNS
data. This is in part due to the limited frequency bandwidth in the WMLES and in part due to the
damping of the high-frequency motions mentioned above.

5. Conclusions

Sixteen simulations of fully-developed turbulent channel flow have been conducted in order to
investigate the effect of numerical dissipation on the predictive accuracy of wall-modelled LES.
The amount of dissipation was varied by changing the resolution of the grid and the amount of
upwinding used in the numerical scheme for interpolating convective fluxes at the cell faces.
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Several trends in the error patterns of the considered flow quantities with respect to the amount
of dissipation were identified. One observation, already reported in previous studies, is that
results do not significantly improve with increased mesh resolution. This is unsatisfying, but it
is important to keep in mind that mesh convergence is generally not well defined for LES with
implicit filtering, and that the cell size plays the double role of defining the smallest eddies that
can be resolved and controlling the amount of numerical dissipation. As indicated by the results,
the latter affects the solution in a non-trivial way. A positive effect of higher resolution has been
observed, however: The simulations using different amounts of upwinding resulted in more
similar profiles. It is plausible that further improvements can be achieved by considering denser
meshes than those covered in the simulation matrix, and simulations on such meshes is a subject
of future works.

With respect to the dissipation coming from the linear upwind interpolation scheme, a
monotonous change in the error patterns has been observed. An expected consequence of using
more dissipative schemes is the damping of higher-frequency fluctuations, as reflected in the
plots of the energy spectra (see fig. 4). A more interesting finding is that dissipation appears to
lead to more energetic large-scale motions. These are likely connected to the observed near-wall
peaks in the error in (k) (see fig. 3). These peaks were reported for the case of 25% upwinding
before, and here it is shown that their size decreases monotonously with decreased upwinding.
The mechanism behind the production of excessive (k) and the overly energetic large-scale
motions requires further investigation and is a subject of future work. In particular, it would be
interesting to analyze the budgets of k and each of the Reynolds stress components.

The mean velocity is the quantity for which increased dissipation led to increasingly more
accurate results. It should be noted that the disparity among the error curves corresponding to
different amounts of upwinding is only = 1-2%, an order of magnitude less than what is
observed for (k). It can be argued that the simulation parameters should be adjusted based on the
more sensitive quantity. On the other hand, in practical applications the mean velocity is often
seen as the primary quantity of interest, and to a large extent it also controls the error in the
predictions of the wall shear stress made by the wall model (see fig. 1). Therefore, it is important
to further develop the computational methodology so that an accurate mean velocity profile can
be achieved without compromising second-order statistics.
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