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Abstract. The possibility of using machine learning technology to solve the problem of project analysis in 
order to support the decision to participate in the tender for the implementation of the project is substantiated 
and shown using a specific example. The approaches are described and the process of solving the problem of 
binary classification of projects using libraries of the Python language is shown. Attention is paid to the problem 
of choosing an algorithm for constructing a membership function, the problem of generating and analyzing 
input data, and evaluating the accuracy of a solution. It is shown that for the considered problem the best 
solution is provided by the logistic regression algorithm. 
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Аннотация. Обоснована и показана на конкретном примере возможность применения технологии 
машинного обучения для решения задачи анализа проектов с целью поддержки принятия решения об 
участии в тендере на выполнение проекта. Изложены подходы и показан процесс решения задачи 
бинарной классификации проектов с использованием библиотек языка Python. Уделено внимание 
проблеме выбора алгоритма построения функции принадлежности, задаче формирования и анализа 
исходных данных, оценки точности решения. Показано, что для рассматриваемой задачи наилучшее 
решение обеспечивает алгоритм логистической регрессии. 

Ключевые слова: машинное обучение; искусственный интеллект; анализ рисков проекта; управление 
проектами; тендер на выполнение проекта 

Kultin N.B., Kultin D.N., Bauer R.V. Application of machine learning technology to analyze the probability of winning a tender for a 
project. Trudy ISP RAN/Proc. ISP RAS, vol. 32, issue 2, 2020. pp. 29-36 

30 

Для цитирования: Культин Н.Б., Культин Д.Н., Бауэр P.В. Применение технологии машинного 
обучения для анализа вероятности выигрыша тендера на выполнение проекта. Труды ИСП РАН, том 
32, вып. 2, 2020 г., стр. 29-36 (на английском языке). DOI: 10.15514/ISPRAS–2020–32(2)–3 

1. Introduction 
In modern conditions, many enterprises in various industries are guided by the implementation of 
projects whose customer is the «state». In accordance with the legislation of the Russian Federation, 
the executors of such projects are selected based on the results of open tenders. Participation in the 
tender implies a significant amount of preparatory work related to the preparation of tender 
documentation, including the development of a technical and economic proposal. Since the result of 
the tender may be a loss (failure to receive an order for the project), the costs associated with 
preparing for the tender can be considered as risky. It is possible to reduce the likelihood of losses 
associated with losing a tender by «sifting» projects at the first stage of preparation for participation 
in the tender by analyzing them in detail before making the final decision to participate in the tender 
and starting work on the development of a feasibility study. It is possible to realize the «sifting» of 
projects on the basis of machine learning technology, solving the classification problem. As a result 
of solving the classification problem, the analyzed project can be classified as “prospective”, in this 
case, it is advisable to continue the preparation for bidding, or «unpromising». 
The purpose of this study is to justify the possibility of using machine learning technology to solve 
the problem of analyzing projects with the aim of deciding whether to participate in a tender for its 
implementation, to develop an algorithm for classifying projects to assess the possibility of obtaining 
a contract for a project. 
Materials and research methods. To assess the possibility of obtaining a contract for an engineering 
project, most companies use qualitative risk analysis methods. In practice, the most widely used 
method of expert assessments and the method of analogy [1]. The advantages and disadvantages of 
these methods are shown in Table 1. 
Table 1. Qualitative risk analysis methods of projects 

Method Advantages Disadvantages 

Expert assessment 
method 

Use of reliable knowledge 
Simple calculations 

Limited expert pool 
Subjective ratings 

Method of analogy 
Use of reliable knowledge 
Using knowledge inside the 
company 

Low forecast accuracy 
Lack of consideration of  
individual project features 

Conducting a quantitative risk assessment of the pre-project stage of work requires significant costs. 
In order to reduce the cost of assessing the risks of the pre-project stage of work, it is proposed to 
assess the likelihood of obtaining a contract for the implementation of the project by solving the 
binary classification problem.  
To solve the binary classification problem, machine learning methods will be used. Based on the 
existing characteristics of the projects, the algorithm will construct a separating hyperplane [2] 
between projects of the classes «prospective» (the probability of obtaining a contract is high) and 
«unpromising» (the probability of obtaining a contract is low). 
To achieve this goal, it is necessary to solve the following tasks: 
• perform statistical analysis of data on the characteristics of projects; 
• based on the results of the analysis, select an adequate family of algorithms; 
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• from the family of algorithms based on the quality criterion, select the best algorithm; 
• using training and test data samples, determine the quality indicator of the algorithm. 

2. Project attributes  
A large number of factors influence the fact of obtaining a contract for the implementation of the 
project. Information about the degree of influence of each factor is recorded in the vector of project 
attributes. Each component of the vector is a sign that describes the project, as well as the 
relationship of the customer and the contractor in the framework of this project. Thus, the vector of 
project attributes is a description of the pre-project stage of work. 
Each attribute of the project must be associated with a numerical value and put it in the 
corresponding component of the vector. However, not all project characteristics can be expressed 
numerically. There are categorical (one value from a finite set), binary (value 1 or 0) and other 
complex types (date, time, geographical location). Complex types can be represented by a set of 
simple features with a numerical representation [3]. To bring categorical features to numerical 
representation, the binarization method was used [4]. Each value from the set of values of a 
categorical attribute is associated with its own attribute. For example, the set of «Upcoming project 
work» is associated with the signs «Start-up and adjustment work», «Design and survey work», etc. 
If the type of work corresponding to the characteristic needs to be performed within the framework 
of the project, then the characteristic takes the value «1», otherwise «0». Methods for converting 
features are presented in Table 2. 
Table 2. Methods for converting of attributes 

Characteristic 
category 

Characteristic 
name 

Influence factor Representation 
type 

Numeric 
presentation 
method 

Attributes of 
the project 

Preliminary budget 
(budget) 

Preliminary 
assessment of 
income from the 
implementation of 
project 

Numerical Value of the 
budget specified 
by the customer 

Type of work (kw 
_...) 

Assessment of the 
complexity of work 
on the project 

Categorical Binarization 

Preliminary project 
implementation 
period (rz_date) 

Duration estimation Date and time The number of 
days between pre-
specified project 
start and end dates 

Place of 
implementation 
(rz_place) 

Assessment of travel 
expenses, climate, 
infrastructure 

Geographic Latitude and 
longitude (GPS 
coordinates). It is 
represented by two 
real values 

Characteristics 
of the executing 
company 

Project manager 
(app_manager) 

Evaluation of the 
impact of the 
compiled project 
description on further 
work 

Numeric Number of 
contracts for 
applications out of 
accepted by the 
manager / Number 
of all applications 
accepted by him 

Sales Manager 
(sale_manager) 

Evaluation of work 
experience 

Numeric Number of 
applications that 
the manager in the 
company 
conducted 
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Responsible 
Manager 
(res_manager) 

Assessment of 
experience and 
specialization of the 
manager 

Categorical Binarization 

Characteristics 
of the 
customer's 
company 

Client's office 
(cl_office) 

Estimation of 
expenses for business 
trips 

Numerical Distance to the 
client's office in 
kilometers 

The legal form of 
the client’s 
company (kc _...) 

Assessment of the 
complexity of 
interaction between 
companies 

Categorical Binarization 

Other 
attributes 

Collaboration 
efficiency 
(coop_eff) 

Assessment of the 
impact of past 
experience in 
collaboration 

Numeric Percentage of 
implemented joint 
projects from all 
attempts to work 
with a specified 
customer 

Application 
submission date 
(app_date) 

Estimation of the 
urgency of the 
project 

Date/time The number of 
days between the 
date of submission 
of the application 
and the 
preliminary start 
date of the project 

Target 
attribute 

Contract 
conclusion 
(is_proj) 

Whether the contract 
for the 
implementation of 
the project was 
concluded 

Binary Takes the value 
“1” if the contract 
was concluded, 
“0” if it was not 

The set of vectors corresponding to the projects is a matrix, the rows of which are the sets of values 
of the characteristics of a particular project, and the columns are the sets of values of a specific 
attribute in all projects of an engineering company [3, 4]. 

3. Statistical analysis of attributes  
In order to assess the quality of the source data and make sure that they can be used to assess the 
possibility of obtaining a contract for the implementation of the project, it is necessary to perform a 
statistical analysis of the characteristics. For convenient presentation of the matrix of traits and 
subsequent statistical studies of individual traits, the Pandas, Numpy, Seaborn libraries of the Python 
language were used [3]. 
To obtain a reliable picture, it is necessary to exclude duplication of information in the source data. 
To solve this problem, it is necessary to construct a matrix of pair correlations of attributes. If the 
value of the correlation coefficient of attributes modulo more than 0.4, it is concluded that the 
information in these signs is duplicated and one of the columns of the matrix should be deleted [5]. 
After this, it is necessary to evaluate the type of data distribution in individual features and the 
presence of anomalous values. Fig. 1 shows histograms of the distribution of features. The given 
assessment is taken into account when choosing the parameters of the algorithm for training. 
It is also necessary to normalize all numerical signs so that when using these data in training, the 
relative weights of the signs are not biased. Normalization is performed according to the 
formula	ݔ௡௢௥௠ = ௫ି௫೘೔೙௫೘ೌೣି௫೘೔೙ [4]. 
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3.1 Building a learning algorithm  
After selecting and analyzing the characteristics, we obtain a certain set X and its subset ܺ௟. This 
subset ܺ ௟ is the set of all known pairs (ݔ௜, ௜)௜ୀଵ௟ݕ , where ݔ௜- is a characteristic description of a specific 
project of the company from the set of projects X, and ݕ௜- is one of two values of the target 
characteristic from the set of possible responses Y = {0, 1}, corresponding to the response on the 
object ݔ௜ [6]. 

 
Fig. 1. Attribute value distribution charts 

There is a target function	ݕ∗: ܺ → ܻ, that must be restored from known values on the set ܺ௟. The 
task of learning the algorithm is to build a decisive function ܽ: ܺ → ܻ, that would approximate the 
objective function (ݔ)∗ݕ, and not only on objects of the set ܺ௟, but on the whole set X [6]. 
To apply machine learning algorithms, we divide the set X into three subsets: a training set, a test 
set, and objects without answers. Elements of the training set will be used to solve the learning 
problem and are elements of the subset	ܺ௟ but do not participate in the learning of the algorithm.  
They help identify the problem of retraining. Retraining refers to a situation where the quality of the 
algorithm on data that did not participate in training drops sharply. To avoid the problem of 
retraining, the subset ܺ௟ needs to be divided into training and test samples so that the ratio of the 
values of the target attribute in the objects of both samples is the same. 
When analyzing the literature on the research topic, it was revealed that the set task is well solved 
by logistic regression algorithms and support vector methods [7, 8]. The implementation of these 
algorithms was taken from the ScikitLearn library of the Python language. 
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To obtain the decisive function ܽ, we will minimize the error functional ܳ on the training set of 295 
vectors. The type of error functional for logistic regression and the support vector method are 
presented in Table 3 [3, 6, 9]. 
Table 3. Error functional of selected algorithms 

 
Logistic regression method Support vector method 

Error 
functional 

ଵଶ்ݓݓ + ܥ ∑ log	(exp ቀ−ݕ௜൫ݔ௜் ݓ + ܾ൯ቁ + 1)௡௝ୀଵ  -	ݓ	,௜- valid answerݕ ,௜- algorithm responseݔ ,
weights vector, ܾ	- distance between dividing plane 
and origin, ܥ	- penalty for total error, includes L2 
regularization 

ଵଶ்ݓݓ + 	C∑ ௜௡௜ୀଵߞ , on condition ݕ௜(்ݓ߶(ݔ௜) + ܾ) ≥ 1 − ,௜ݔ .௜ߞ ,௜ݕ ,ݓ ܾ	и	ܥ have the same 
meaning as in logistic regression, ߞ௜- error value at each object. 

Three metrics were used to evaluate the algorithms: accuracy (T), completeness (P), f-measure (F). 
Accuracy shows the proportion of class objects correctly classified by the decisive function among 
all objects that the function has assigned to this class. Completeness shows the proportion of class 
objects correctly classified by the decisive function among all objects of this class in the test sample. 
The F-measure is the harmonic mean between accuracy and completeness. The values of the quality 
metrics of the algorithms in the test set are presented in Table 4. 
Table 4. Comparison of algorithm quality metrics 

 Logistic regression method Support vector method 
(polynomial loss function) 

Number of 
vectors 

Metrics Т P F Т P F  

Value for class “1” 1.00 0.73 0.84 0.57 0.73 0.64 11

Value for class “0” 0.97 1.00 0.98 0.96 0.93 0.95 84

Average 0.97 0.97 0.97 0.92 0.91 0.91 95

3.2 Evaluation of the quality of the algorithm 
To obtain a more objective assessment of the quality of the algorithms, cross-validation was 
conducted on 7 sets of test and training samples [10]. During the cross-validation process, the entire 
data set (matrix ܺ௟) is divided into several parts - in this case, seven. Next, one part of the data 
becomes a test sample, and the algorithm is trained on the remaining six. Then, accuracy is evaluated 
on the test sample and the result is recorded. Then the next of seven pieces of data becomes a test 
sample. In such an artificial way, the algorithm is checked for adaptability to data from different sets 
[3, 4]. The cross-validation results for the algorithms are shown in Table 5. 
Table 5. Cross validation results 

Quality ratings 1 2 3 4 5 6 7 

Logistic regression method 0.95 0.93 0.95 0.95 0.90 0.86 0.88 

Support vector method 0.91 0.93 0.95 0.95 0.93 0.86 0.86 

Analysis of the data shows that the logistic regression algorithm is more suitable for a given data 
structure and better solves the problem. 
The algorithm was tested on data on 53 projects, applications for which were received by the project 
department of the enterprise and were being processed at the time when the algorithm evaluated 
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them using known parameters. After receiving information on the results of the work on these 
applications, quality metrics for evaluating the algorithm were measured. The measurement results 
are shown in Table 6. 
Table 6. The result of testing the algorithm on real data 

Metrics Т P F Number of 
vectors 

Value for class “1” 0.094 1.000 0.172 4 

Value for class “0” 1.000 0.408 0.508 49 

The test results show that the algorithm coped quite well with the solution of the problem, since all 
projects classified by the algorithm as unpromising are indeed such. At the same time, the algorithm 
correctly classified only 40% of unpromising projects. The algorithm has not missed a single truly 
promising project. 
The probabilities of belonging to classes were also analyzed, which the algorithm evaluated when 
working on test data. It was found that these estimates are very high, which indicates excessive 
«confidence» of the algorithm. 

4. Conclusions 
1. Using machine learning technology to build a binary classification algorithm for projects is 

possible, but requires a significant amount of information about the characteristics of projects 
and the results of previous tenders. 

2. The constructed classification algorithm can be adapted for use in any companies engaged in 
project activities. Using the algorithm will allow you to rank current projects, reduce the cost of 
the pre-project stage. 

3. In the future, it is possible to refine the algorithm in the direction of expanding the number of 
features, increasing the accuracy of tuning the hyperparameters of the algorithm, which will 
make it possible to obtain more accurate and reasonable estimates, reduce the degree of 
confidence of the algorithm in assessing the probability of belonging to the class, and increase 
the accuracy metric for the class of promising projects while maintaining the current 
completeness value. 
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