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Abstract. Monitoring of industrial cyber-physical systems (CPS) is an ongoing process necessary to ensure
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collection, processing, and analyzing of heterogeneous CPS data. Today, there are many methods of analysis
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general architecture and specific methods of multidimensional data aggregation.
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Arperaumsa v HopmManusauusi reTeporeHHbIX AaHHbIX B CUCTEMaX
MOHUTOpPUHra nHcpopmMmaLMOHHON 6e30NacHOCTU U OOHapYyKeHUs
BTOPXXEHMW KPYNHOMACLWTaOHbIX NPOMbIWNeHHbIX KPC
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AHHOTAanUsA. MOHUTOPUHT HMH(POPMALMOHHON OGE30MACHOCTU MPOMBIIIICHHBIX KHOSP(HH3UIECKUX CHCTEM
(K®C) sBnsercss MOCTOSIHHBIM —IPOLIECCOM, HEOOXOAMMBIM s obecriedeHusi HMX Oe30MacHOCTH.
D¢ dexTHBHOCTE MOHHTOPUHTA 3aBHCHUT OT KauecTBa H CKOPOCTH cbopa, 00pabOTKH H aHAIN3a TeTepOreHHBIX
nanHbix K®C. Cerogns cyliecTByeT MHOIO METOJOB aHaaM3a JUll pelIeHHs 3ajad  0e30MacHOCTH
PAaCIpEe/IeNICHHBIX MPOMBILIICHHBIX KHOEPMH3UYECKUX CHCTEM. Y STHX METOMOB pa3Hble TpeOOBaHUS K
XapaKTepUCTHKaM BXOJHBIX JaHHBIX, HO €CTh OOIHEe 0COOCHHOCTH, 00YyCIIOBICHHbIE IPEIMETHOH 001acThIO.
Pa6ota nocssiieHa npeaBapHTENbHOI 00paboTKe JaHHBIX IPH MOHUTOPHUHTE 6€30MaCHOCTH IPOMBIIITEHHBIX
K®C B coBpeMeHHBIX YCIOBHMAX. 3ajaya pacCMaTpUBAeTCsl OT TPeOOBAHMH K CHUCTEME IPEeIBApUTEIbHOM
00pabOTKH JaHHBIX U OCOOCHHOCTEH IpeIMeTHOH 00IacTH, O CrIenu(HYeCKUX METOJOB arperamuw,
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ocHOBaHHEIX Ha PCr — cBA3SIX MeX/y CTPYKTypaMH JaHHBIX. Pazpaborana apxutekrypa oOpabOTKH JaHHBIX
COYeTalONast METO/IbI arperaluy i HOpManu3alul HHQOPMAIUH B CHCTEME MOHUTOPUHTA.

KuoueBble cioBa: Mouutopusr OesomacHoctd; K®C; o0paGoTka JaHHBIX; arperaius JaHHbIX;
HOpMaJIM3alMs, paclpeeIeHHbIe CHCTeMbl; IOTOKOBas 00paboTka JaHHBIX; METOJbl 00eCHeUYeHUs!
0e30macHOCTH; aHAU3 TpaduKa; aHAIN3 JaHHBIX; HepapXUyecKas arperaus
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1. Introduction

The modern economy requires not only stability and efficiency of enterprises, but also a high degree
of modern information technologies application. In developed complexes, they cover all areas of
activity, from basic actions and control of physical processes to the corporate and business segments.
Intelligent computerized devices that control physical processes are commonly referred to as cyber
physical objects. A set of such devices that operate in a distributed network with shared information
management is called a cyber-physical system.

Despite the separation of corporate and industrial networks [1], attacks on the physical process
through the corporate segment and in opposite directions remain highly relevant [2]. At the same
time, the number of attacks on industrial systems and networks is constantly increasing. These are
both mass and targeted (APT — advanced persistent threat) attacks. The variety of attacks, the
attacker's tools, and their goals is increasing. Threats to the confidentiality of business and industrial
data are not only relevant for industrial networks. It is also important to maintain the correctness of
the physical process.

Protection of industrial systems is impossible without an effective solution to the monitoring
problem, in order to detect intrusions into the CPS, register anomalies of processes taking into
account possible malicious impact and distortion of recorded data, analyze threats and investigate
security incidents [3]. Monitoring of information security of industrial CPS should not only allow
solving security problems, but also do it in a timely manner [4, 5]. To do this, the data on which
decisions are made must be processed and provided to the analysis tools with sufficient completeness
and speed.

The work is devoted to preliminary data processing in industrial cyber-physical systems security
monitoring to ensure data completeness and timeliness, taking into account the main mathematical
analysis methods used in solving problems of intrusion detection and anomalies of controlled
processes.

2. Related Works

Security monitoring for industrial cyber-physical systems are based on various types of input data.
These are network traffic [6-8] and physical node data [9, 10]. Today, there are a large number of
works aimed at analyzing network traffic in monitoring systems to solve various security problems
[11-13]. Recently, this field has been dominated by works using streaming information processing
technologies [14] or (earlier) combining streaming and batch technologies [6, 15]. In the field of
data preprocessing methods, these works use traffic aggregation by parameters with the extraction
of indicators without additional approaches to improve efficiency [15]. The authors of many works,
for example [16, 17], focus on working with high-level features, adapting the processing system to
the specific analysis method they use. However, the General list of methods used in industrial CPS
information security monitoring is quite large [8, 9, 18-22]. Each method has its own advantages
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and disadvantages. Therefore, the greatest efficiency can be achieved by using a combination of
analysis methods.

Let's look at modern methods of aggregation and normalization of streaming data. Data aggregation
in the cloud based on various semantic features is considered, for example, in [23]. However,
semantic grouping does not imply a reduction in dimension, and the algorithm described by the
authors is focused on batch, rather than streaming data processing technologies. Mathematical
methods such as the principal component method [24] and the eigenvector method [25] reduce the
data dimension, but their results are not used as input parameters for most analysis methods and are
computationally complex. Specific aggregation methods applicable to security monitoring task data
include time series aggregation [26] and aggregation of network traffic statistics [27]. However, the
method from [26] creates additional calculations and is not very applicable for processing stream
data. The method in [27] is the most widely used in the problems under consideration today.

Next, the paper considers the construction of stages of aggregation and normalization of streaming
data for monitoring the safety of industrial CPS. The main approach is to systematize the
requirements for pre-processing data from analysis methods. Data normalization is given in
accordance with the approach [28] and taking into account the specifics of the cyber-physical
systems. Data aggregation is based on the approach [29] for network traffic aggregation. The work
also includes an approach to multidimensional data aggregation based on hierarchical relationships
and the requirements of multidimensional analysis.

The novelty of the work consists in creating a generalized data processing scheme, adapting existing
methods of normalization and hierarchical data aggregation, as well as developing a method of
multidimensional data aggregation for monitoring information security of cyber-physical systems.

3. Data Processing Procedure in Information Security Monitoring Systems

3.1. Data Preprocessing in the CPS

Information security monitoring includes several stages. This includes collecting or registering data,
pre-processing data (or preliminary data processing) including normalization and aggregation of
values, generating output structures for appropriate mathematical methods, applying analysis
methods, and making decisions. The general monitoring scheme is shown in fig. 1.
Preliminary data processing is an intermediate step from data collection to applying mathematical
analysis methods to it. It includes a number of subtasks and links an instance of the source system
(the security object) with generalized methods for solving security problems.
Data preprocessing depends on two factors. First, it depends on the types of data sources and the
input data itself. Second, the data consumer is responsible for the analysis tasks. Since data
preprocessing depends on the input of the monitoring system, it depends on the security object, or
at least its type. Industrial systems are differing from the point of view of information security
monitoring from corporate networks. Features of industrial FSCS are:
e heterogeneous data sources;
e resource restrictions;
e data loss during transmission.
Heterogeneous data sources in industrial CPS are represented by two main types of sources. These
types are due to the nature of cyber-physical systems. They are:
e network traffic;
e data of physical process sensors.
The combination of these data is used to detect anomalies by various methods in industrial cyber-
physical systems [8-10, 13]. The heterogeneity of the physical process sensors is an additional
challenge. The same physical indicators that are comparable from an analytical point of view can be
presented not only in different formats, but also in different scales (for example, the Celsius and
Fahrenheit scales for temperature).
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Fig. 1. Information security monitoring scheme

Generalized scheme of information security monitoring

The security goals of a cyber-physical industrial system are achieved through the use of
mathematical methods for analysis problems solving. The monitoring data consumer or analysis task
has requirements for the preprocessing process:

e correspondence of output data structures to the input parameters of the analysis module;

e the reduction in data processing time.

The first requirement is mandatory for the operation of the data monitoring and analysis system. The
second requirement is achieved by optimizing the data processing process. Anomaly detection
methods are widely used to monitor the security of industrial cyber-physical systems [3, 4, 8-11, 18,
19, 21-23]. Their peculiarity is the approach to the analysis of network traffic and industrial
processes based on time series. A feature of processes in industrial cyber-physical systems is their
self-similarity [30]. Because of this, different methods perform data analysis for the same data using
different time intervals. The difference between these intervals is significant (from seconds to
minutes and months). Thus, the data preprocessing subsystem must convert the same set of input
data into multiple time series with different aggregation periods.

Reducing data processing time is achieved due to several factors:

e excluding long operations on data;

e reducing the number of operations on data in General in the system,;

e reducing the amount of data (in the system memory).

The first factor is achieved by excluding the write operation to disk during data preprocessing. The
use of streaming data processing technologies eliminates long-term operations. This raises the
problem of stream aggregation, which is not applicable to traditional methods of batch processing
of information [31]. Reducing the number of operations is achieved by optimizing data processing
structures and algorithms. It includes optimization of the order of operations (data processing
scheme) and selection of optimal algorithms. Reducing the amount of data is achieved by storing in
RAM only data structures that are directly used by analysis tasks. Intermediate and non-aggregated
data should not take up space. This means that less data is read from memory and fewer resources
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are required for the system to work. These are important factors for monitoring system efficiency
and performance in large-scale distributed industrial systems.

3.2. Data Flow Processing Diagram

A large-scale distributed industrial system that monitors both network traffic and sensor data
generates a large number of heterogeneous data. Achieving maximum performance of the data
preprocessing subsystem requires matching the stages of normalization and aggregation of
information. For monitoring the safety of large-scale industrial CPS, this agreement defines the list
of initial analysis tasks. It consists in developing a data flow diagram. We introduce the following
notation:

S ={s1, ..., sn} — data sources set, D = {d1, ..., dm} — set of the original pieces of data received

from data sources . Mapping function Fin: D— S and its inverse define mappings between these

sets, linking data fragments to sources.

Za = {z1,...zk} — set of the data analysis tasks solved by a given monitoring system to achieve

security goals. Each i-th problem has an input data set Dzi = {dzi, 1, ..., dzi, I}, characterized by a

structure (including the degree of aggregation).

FA = {al, ..., al} —set of the data aggregation methods;

FN = {nl,...,nh}- set of the data normalization methods;

Then ftr: {D, Dzi}— Dzj —is a function for processing data and generating output sets for analysis

methods, where Ftr = {ftr,1, ..., ftr,F} = FAU FN —is a set of preprocessing functions.

The principle of a data preprocessing pipeline development is to minimize the number of data

processing operations by combining the processing and data normalization stages in the most

efficient way. There are two main stages for industrial CPS:

1. General stage of data preprocessing. It consists in primary aggregation of data from sources if
analytical functions are applied to them separately for each stream. This stage consists of
aggregation over time and does not include data normalization.

2. Local stage of data preprocessing. It consists of preparing data for joint analysis. This stage
includes normalization of incoming data and repeated co-aggregation.
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.
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Source data
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] c data source anomalies
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Fig. 2. Diagram of data flows and operations during preliminary data analysis in the monitoring system
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Thus, the generalized data preprocessing pipeline for information security monitoring
(DataFlowTransform) has the form: DataFlowTransform =
(FG:S > FA)= ({FL: {{FN, 0}=> FA} — Za}).

At the global FG stage, each data source is aggregated separately on the source itself, the
intermediate node, or the monitoring server. The local stage consists of a sequence of normalization
(if necessary) and aggregation functions. The result of each aggregation is the input data set of an
analysis task. An example is shown in fig. 2.

In some systems, the data processing time optimization problem can be formulated over the given
scheme, taking into account the specific characteristics of the processing tools.

3. Data Normalization

The main methods of cyber-physical industrial systems data pre-processing, in solving the security
monitoring problem, are methods of aggregation (time and parametric) and data normalization. Time
aggregation is also a subspecies of parametric data aggregation (the aggregation parameter is time).
Despite this, we will highlight it separately, since this type of aggregation is used at the global stage
and has its own characteristics. Data normalization consists of bringing heterogeneous data to a
single view. It includes:

e syntactic (structural) normalization;

e semantic normalization.

Syntactic or structural normalization is the data transformation to a single view in terms of the
presentation format. This is the process of matching data structures and types between incoming
data and data at the input of an aggregation (analysis) method. An example of syntactic
normalization is type casting. A special feature of syntactic normalization is that it does not require
knowledge of the subject area and additional data about the data source.

Semantic normalization consists in bringing the values of the original data fragments to a single
form, taking into account their semantics. For example, if data sources record information in
different metric systems, one need to bring measurement scales and convert values. These
transformations are also formalizable, but they require prior preparation based on knowledge of the
subject area. For example, to aggregate temperature values together, one may need to convert
indicators from the Celsius scale to the Kelvin scale, or in the opposite direction.

Stream data normalization corresponds to traditional normalization methods [28] used for industrial
systems. Aggregation of the input stream additionally requires the following requirements:

e to use streaming tools or real-time modules for normalization;
e Jlocation in the memory reference metadata.

- Computational Node \\\

."'lDataNl

£
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E
3
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Fig.3 Diagram of data normalization process (one computational node)
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In this case, an in-memory DBMS should be used to store metadata structures, or the metadata
structure should be denormalized and simply placed in memory. A generalized normalization
scheme for a single computing node is shown in fig. 3.

Dynamic load planning for data processing does not allow one to place only fragments of the
metadata system on nodes to reduce resource requirements. However, this problem is not critical,
since the share of data requiring semantic normalization in modern industrial systems is small. In
turn, format normalization is implemented through automatic conversion of the data format during
transmission to the local stage. This approach increases the load on individual nodes that do not
require format validation. However, it significantly reduces the overall verification time in each
individual case, since there is no access to metadata and calling an external conversion function. The
choice between the two approaches is determined by the total number of types of transformations in
a particular system.

The article goes on to reveal new methods of temporary data aggregation at both stages. Semantic
and algorithmic related aggregation methods are used when it comes to a monoparametric data flow
from a single source, and when a joint analysis of several data parameters is considered. When
developing these methods, the features of the subject area were taken into account: the self-similarity
of processes and data, the requirement for high reaction speed, and the requirement to reduce the
load on the computer system.

5. Aggregation of streaming data

5.1. Global Aggregation Based on Time Series Hierarchies

The global stage of data aggregation is common for all parameters that enter the monitoring system
from the CPS object. The main task of stream data aggregation at this stage is to generate time series
of individual parameters with minimizing the number of operations and data stored in memory.

input discrete
data flow

‘ﬂ sustainable

data
storage

values 5
accumulation
sustainable
data
torage

D3

CRC D
L time series

values
accumulation -]
sustainable
data storage

Fig. 4. Diagram of PCR Time series (Hierarchical aggregation)

To solve this problem, one can use the hierarchical aggregation based on time series, tested earlier
for network traffic [30]. Aggregation of physical process sensor data over time is similar (in terms
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of algorithms) to aggregation of traffic data. The approach is based on time aggregation of streaming
data into related time series.

Methods for analyzing self-similar traffic and data use time series sets with different periods and a
similar number of series members [8, 10, 13]. The algorithm sorts the time series in ascending order
of the aggregation period. The order relation and parent — child relationship are set over time series.
Time series with a common parent are located on the same level. Fig. 4 shows the flow diagram of
streaming data during hierarchical aggregation in the security monitoring system.

Let's take two time series:

W = (wy, ..., w;) where T is the time of the aggregation window for the entire row, and dt — is the
time of the aggregation window for the row element.

W' = (wyq, ...,w;) where T’ is the time of the aggregation window for the entire row, and dt’ — is
the time of the aggregation window for the row element.

A PCR (Parent-Child-Relation) relationship of the form W — W' is defined between the rows W
and W' if and only if:

o wy = F,;(W) * A, where A — the multiplier of the aggregation period, 1 € N.

o  A(A)|A; > A, A; — multiplier of the aggregation period for any other series.

That is, the ancestor of a given series is a series, all elements of which are aggregated to the value

of the «descendant» element according to a given rule (aggregation functions F,;(W) and the

multiplier 1). Also, for linked W — W' series, the rule is true: dt’ = A * T.

The boundaries of the specified series are set as a set of series parameters when selecting analysis

methods. Parameters are set for each time series of data:

o dt; € [dtf't — g,dtf*" + o], where o — permissible error of the aggregation period of a
series element, according to the analysis method,;

e Nc; € [Ncftt — §, Ncfto™ + §], where § — acceptable change in the number of series
elements, according to the analysis method, and Nc¢ — is the number of series elements and
NceN;

e N; > min.

® Normal non detailed aggregation Hierarchical aggregation
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Fig. 5. Hierarchical vs Normal aggregation

Minimizing the number of elements in a series while observing other boundary conditions is a
requirement to minimize computational operations during aggregation and processing of series
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elements. A comparison of normal effective aggregation and adopted hierarchical aggregation is
shown in fig. 5.

As a result, the number of operations with data becomes smaller. All calculations and aggregation
over a data element are performed once. Data transfer from a parent with a shorter aggregation
period to a child with a longer aggregation period is performed when the corresponding number of
elements in the parent series is displaced. The space occupied by data also becomes smaller, since
only the necessary data is stored. Storage of intermediate values is minimal.

5.2. Local Aggregation on the Basis of Related Parameters (Multidimensional
Aggregation)

When solving the problem of local aggregation, there is a problem of joint analysis of parameters.
There are two possible cases. The first is if the parameters of the monitoring object are generalized
to a single value after normalization, which is analyzed independently (or the time series of which
is analyzed independently). Then the usual hierarchical aggregation described above is used for self-
similar data of the cyber-physical system. The second is if several time series of parameters are
analyzed together. Then one need to solve two problems:

e consistency on time periods for time series aggregation;

e ensure fast data sharing.

One may use several approaches to solve these problems. First one is building a queue of trees. An
additional hierarchy is used above the original series that sets aggregation rules from individual
parameters to aggregates. Here, the hierarchy is formed in each individual element of the series.
Second one is building a tree of queues. In this case, the hierarchy is set above the original time
series trees. Third one is using the key graph. An additional graph (associated key graph - AKG)
defines relationships between aggregated parameters, regardless of their original relationships. The
graph flexibly links various parameters and queues that can be combined. The weight of the ties and
set the coefficients of the transformation function data. The key graph diagram is shown in fig. 6.

Associated key graph (AKG)

wYy w Yy Y

Diy ‘e II
time series
Fig.6. Diagram of associated key graph aggregation

The advantages of the key graph are:

e the possibility of movement on the graph and the changing composition of the aggregate
parameters in the framework of certain relations;

¢ asmall amount of additional data for each time window.
The drawback of the graph, as well as the previous methods, is the requirement to set relationships
in advance. In other words, the parameters to be aggregated must be known in advance and explicitly
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defined. Also, with increasing connectivity, the graph efficiency decreases, and the time for data
processing increases. To evaluate the effectiveness, the graph parameters were determined with the
growth of the number of related aggregation parameters (fig. 7) and the depth of aggregation of time
series (fig. 8).

Estimation
of the aggregated parameters number

Fig.7. Evaluation of the graph effectiveness (aggregated parameters number)

Estimation
of the time series aggregation depth

40
0 |:|
0
1 2 3 4 5 6 7

L

Fig. 8. Evaluation of the graph effectiveness (time series aggregation depth)

We can conclude, that this approach is most successful when the number of jointly aggregated
parameters is no more than five and when the nesting depth is no more than six. This restricts the
use of the method based on a connected graph. There is a need to further search for effective methods
for aggregating a set of related parameters at the local aggregation stage. However, for cyber-
physical systems with a small number of jointly analyzed parameters (for example, relatively
homogeneous energy networks), this method can be applied.

6. Conclusion

Data pre-processing in the security monitoring task of industrial cyber-physical systems is similar
to data pre-processing tasks in other areas. However, it has such features as semantic heterogeneity
of input data and heterogeneity of data sources, and limitations on computing resources. The detailed
flow diagram of data flows depends on the monitoring task: the number and type of parameters
collected, and the requirements of analysis methods. Using a General data flow scheme that includes
two stages of aggregation (local and global) and normalization allows one to organize data
140
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processing and decompose it across distributed computing nodes, including data sources. The
general scheme is unified for this type of system.

Semantic normalization in CPS security monitoring requires the presence of processing functions
directories or metadata on the handler nodes. Semantic normalization transformations in industrial
systems are relatively simple and not numerous (by types of transformations). In this way, metadata
can be replicated in the memory of handler nodes. However, the minimum requirements for such
nodes will be higher.

Hierarchical aggregation of streaming data (at the global stage) and multidimensional aggregation
at the local stage allow one to reduce the number of operations on data and reduce the amount of
data for online storage. The described approaches are based on the self-similarity inherent in network
traffic and industrial processes. Data analysis methods for detecting anomalies and intrusions also
use this property.

These methods can be used as a basis for developing an effective system for monitoring the security
of primitive cyber-physical systems. They contribute to the improvement of security systems and
data streaming technology. Important further areas of research are: improving the efficiency and
overcoming the disadvantages of these methods, developing methods for processing secondary data
exported from other systems, and ensuring semantic correspondence between methods for solving
security problems and the data processing subsystem.
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