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Abstract. State-of-the-art supervised word sense disambiguation models require large sense-tagged training
sets. However, many low-resource languages, including Russian, lack such a large amount of data. To cope
with the knowledge acquisition bottleneck in Russian, we first utilized the method based on the concept of
monosemous relatives to automatically generate a labelled training collection. We then introduce three weakly
supervised models trained on this synthetic data. Our work builds upon the bootstrapping approach: relying on
this seed of tagged instances, the ensemble of the classifiers is used to label samples from unannotated corpora.
Along with this method, different techniques were exploited to augment the new training examples. We show
the simple bootstrapping approach based on the ensemble of weakly supervised models can already produce an
improvement over the initial word sense disambiguation models.
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Annoranus. IlepenoBsie CHCTEMBI pa3pelleHHs HEOJHO3HAYHOCTH OCHOBAHBI Ha OOYUEHHH C YUHTENEM,
OJHAKO IUIS CO3JAaHMS TakKuX Mojeneil TpeOyloTcst Oolbline 00ObeMbl Pa3MEUCHHBIX NAHHBIX, KOTOPBIS
OTCYTCTBYIOT JUISL OOJBIIMHCTBA S3BIKOB C OrPaHMYEHHBIMH pecypcaMi. [t Toro, 4To0bl peIHTh IpodiIeMy
HEJO0CTaTKa aHHOTHPOBAHHBIX JAHHBIX B PYCCKOM S3bIKE, B JAaHHOH CTaThe MpeIIaraercsl MOIXOA JUIS
aBTOMATUYECKOH pa3METKM 3HAUeHUH MHOrO3HAYHBIX CJIOB C MCIOJIb30BAaHHEM aHcaMOls MojelneH,
6a3upyIoIMXCs Ha cIa00 KOHTPOIHpyeMoM oOydeHHu. J[JIsi mepBHYHOM pa3sMETKH JAHHBIX HCIIOIb30BaJCs
aBTOMATHYECKHII METOJ, OCHOBaHHBI Ha KOHIIENITE OJHO3HAYHBIX POJACTBEHHBIX CI0B. C MOMOIIBIO 3THX
CHHTETHYECKUX JAHHBIX ObIIM 0OydeHBI TPH MOJENU NS Pa3spelleHHs HEOAHO3HAYHOCTH, KOTOPBIE 3aTEM
NPUMEHAIINCh B aHcamOJe JUIL TIOJTy4YCHUS 3HAYEHUH KJIFOYEBBIX MHOTO3HAYHBIX CJIOB. HpOBe}leHHbIe
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OKCIIEPUMEHTHI I1I0Ka3aJIi, YTO MOAECIIH, 06y‘leHHLIe Ha NJaHHBIX, pa3MEUYCHHBIX HpellOGy‘{eHHbIMH MOJEIIAMU,
JAE€MOHCTPUPYIOT 0osiee BBICOKOE Kav4eCTBO paspeuieHusa HEOAHO3HAYHOCTH. ITomumo 9TOro, B CTaTbe
M3Yy4acTCA BIUAHUE PA3JIMYHBIX ITOAXO0A0B K ayTMEHTAIIMH TEKCTOBBIX JaHHBIX HA KAYE€CTBO npencxa3aﬂnﬁ.

KiroueBble cj10Ba: aBTOMAaTHYECKOS pa3pellCHHE HEOJIHO3HAYHOCTH; JATaceThl HAa PYCCKOM S3BIKE;
RuWordNet
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anrnumiickoM s3eike). DOI: 10.15514/ISPRAS-2021-33(6)-13

Baaropapnoctu: MccnenoBaHue  BBINOJIHEHO TNPHU  MOJAEPKKE  MEXIUCUUIUIMHAPHON — HAy4HO-
00pa3oBaTeIbHOM MIKOJIbI MOCKOBCKOTO rocy1apcTBEHHOro yHuBepcurera umenn M.B. JlomonocoBa «Mo3r,
KOTHUTHBHBIE CHCTEMbI, HCKYCCTBEHHBII HHTEIICKTY.

1. Introduction

The task of Word Sense Disambiguation (WSD) consists in identifying the correct sense of a
polysemous word in the context. As with many other NLP tasks, WSD suffers from the problem that
is called the knowledge acquisition bottleneck. The recent advances in the field of WSD can be
applied only to some languages because obtaining hand-crafted sense-labelled training collections
is very expensive in terms of time and extensive human efforts. The low-resource languages do not
have access to the large labelled collections that are necessary for training current state-of-the-art
supervised models. And that hinders the development of the different applications closely related to
the WSD task, for example, semantic text analysis, knowledge graph construction, machine
translation, question answering, etc.

In recent years to address these challenges, practitioners turn to weak supervision that implies
training models using data with imperfect labels, that can be obtained with some user-defined
heuristics, external knowledge bases, other classifiers etc. Various methods of automatic acquisition
of training samples have been invented in the field of WSD. In our research we utilize the method
to automatically generate and label training collections with the help of monosemous relatives, that
is a set of unambiguous words (or phrases) related to particular senses of a polysemous word. The
labels obtained with the help of this approach were used to train three different weakly supervised
WSD models: logistic regression with the deep representations from ELMo [1] language model as
features, fine-tuned BERT [2] model and BERT model trained on context-gloss pairs.

In this article, we propose an algorithm based on the ensemble of weakly supervised WSD models
that can be used to label raw texts and, thus, reduce human efforts to annotation. The additional data
provided by the algorithm was used to re-train original models, and the experiments showed that it
enhanced the initial models’ performance. Moreover, leveraging different augmentation techniques
we were also able to improve upon the classification results.

The paper is organized as follows. In section 2 we review the related work. Section 3 is devoted to
the data description. The fourth section describes the method applied to automatically generate and
annotate training collections. The models and augmentation techniques are presented in the fifth
section. In the sixth section, we describe an algorithm based on the weighted probabilistic ensemble
of the WSD models used to predict sense labels and in Section 7 we demonstrate the results obtained
by three different models. Concluding remarks are provided in the eighth section.

2. Related work

To overcome the limitations, that are caused by the lack of annotated data, several methods of
generating and harvesting large train sets have been developed. There exist many techniques based
on different kinds of replacements, which do not require human resources for tagging. The most
popular method is that of monosemous relatives [3]. Usually, WordNet [4] is used as a source for
such relatives. WordNet is a lexical-semantic resource for the English language that contains a
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description of nouns, verbs, adjectives, and adverbs in the form of semantic graphs. All words in
those networks are grouped into sets of synonyms that are called synsets.

Monosemous relatives are those words or collocations that are related to the target ambiguous word
through some connection in WordNet, but they have only one sense, i.e. belong only to one synset.
Usually, synonyms are selected as relatives but in some works hypernyms and hyponyms are chosen
[5]. Some researchers replace the target word with named entities [6], some researchers substitute it
with meronyms and holonyms [7]. In the work [8] distant relatives (including distant hypernyms
and hyponyms) were used; the procedure of training contexts selection was based on the distance to
a target word and the type of the relation connecting the target sense and a monosemous relative.
Multilingual resources such as parallel corpora are also a valuable source of information that can be
used to generate training collections for the WSD task [9]-[12]. Other methods of automatic
annotation of training collections for WSD exploit knowledge bases like Wikipedia and Wiktionary
[13]-[16]. In bootstrapping approach, the classifier relies on a small number of labelled seed
instances, then a set of raw samples with the highest confidence is annotated using this model and
utilized to retrain the model. The whole cycle of this procedure is repeated until the desired number
of samples is labelled or some benchmark in performance is reached [17]-[19].

It is clear, that the above-mentioned methods cannot guarantee correct labelling of the samples,
however, such imperfect data can still be used in weak supervision. This strategy is used extensively
for named entity recognition [20], relation extraction [21], [22], entity linking [23] and text
classification [24]. As weak supervision can introduce different types of noise into a model, in our
research to infer the sense label of the unannotated sample, we combined the predicted class
probabilities of the three weakly supervised models alongside uncertainty estimation.

Nowadays, the greater part of the WSD systems is based on neural networks. Recent studies have
shown the effectiveness of contextualized word representations for the WSD task [25], [26]. The
most widely used deep contextualized embeddings are ELMo [1] and BERT [2]. Let us briefly
overview some of the state-of-the-art approaches in WSD. The system based on Transformer
encoders, BERT contextualized word embeddings and sense vocabulary compression methods were
introduced in [27]. The most significant feature of the algorithm EWISE is “predicting over a
continuous sense embedding space as opposed to a discrete label space” [28]. The system EWISER
[29] builds upon EWISE. But to better predict unseen words, the information about concepts and
their relations from WordNet was added to this neural architecture. The work [30] focuses on
exploring sparse contextualized word representations as a solution to the task of fine-grained WSD.
The work [31] introduces the bi-encoder model for WSD. Context and gloss encoders are
independent of each other and are initialized with BERT, but their output representations are
combined to predict sense labels.

In the current research, we implemented a simple logistic regression model with ELMo
representations as features, also we employed BERT for fine-tuning and sentence pair classification
task between the sentence with a target polysemous word and the gloss related to one of its senses.
These models are described in more detail in Section 5. We used automatically generated training
collections to train these classifiers. Then with the help of these models, we annotated unlabeled
data with noise labels and used it to train new WSD models.

3. Data

In our research as an underlying semantic network, we exploit Russian thesaurus RuWordNet [32].
It is a semantic network for Russian that has a WordNet-like structure. In total it contains 111.5
thousand words and word combinations for the Russian language. RuWordNet was used to extract
semantic relations (e.g., synonymy, hyponymy etc.) between a target sense of a polysemous word
and all the words (or phrases) connected to it, including those linked via distant paths. The sense
inventory was also taken from this resource. RuWordNet contains 29297 synsets for nouns, 63014
monosemous and 5892 polysemous nouns. In this research, we consider only ambiguous nouns.
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We utilized two types of corpora in the research. A news corpus consists of news articles harvested
from various news sources. The texts have been cleaned from HTML elements or any markup.
Another corpus consists of the several segments of Taiga corpus [33], which are compiled from
news articles: Lenta.ru, Interfax, Komsomolskaya Pravda, Russian Magazines Hall, Fontanka.ru.
We exploit these two corpora for extracting the sentences with target polysemous words and
subsequent labelling by the ensemble of models. Moreover, the news corpus was exploited for the
training word2vec model necessary for the algorithm of automatic generation of training collections.
Table 1. Quantitative characteristics of the target polysemous words and their senses

Target word and its sense Number of validation samples | Number of glosses
aHMMATOpo “‘a cartoonist” 29 11
aHuMarop: “an entertainer” 28 4
6apomeTpo “a barometer” 24 17
6apomerp: “an indicator” 24 5
6omsukao “an illness” 21 9
Gosstukal “a wound” 21 9
rpaduro “graphite” 24 5
rpaduti “a pencil” 17 6
anaso “a fowl” 31 7
IU4b “nonsense’ 17 9
3aifynKo “‘sunbeam” 11 6
3aifynk; “a bunny” 14 5
3apopliio “an embryo” 18 6
3apozsin “beginning” 10 7
Kkaneiizockomno “in the thick of it” 12 6
kaneinockomn “kaleidoscope” 14 6
KoIbIOenBo “a crib” 16 5
xonsibens “the place of origin” 13 6
KOJIOKOJIbYHKo “a bluebell” 15 5
KOJIOKOJIbYHK] “a bell” 16 7

There are two variants of the WSD task: lexical sample and all-words. The former consists in
disambiguating a small pre-selected set of polysemous words, the latter, on the contrary, implies
predicting sense for each polysemous word in a text. In our experiments, we perform lexical sample
sense disambiguation, which is why we chose several polysemous words, for which the WSD
models of different types would be implemented, in advance. The selection criterion was as follows:
the word should occur in the corpora at least 500 times and in no less than 200 documents. To
evaluate the models, for each sense of the target polysemous words, we manually labelled small
validation datasets compiled from the news articles from Wikinews.

Glosses are widely used in the field of WSD: for example, they can be utilized directly to
disambiguate a sample [34] or can serve as a weakly supervised signal in models [31], [35]-[37].
The work [38] demonstrated that word definitions and examples of use can be used to augment
training data and even boost the performance of a WSD system. For that reason, for each sense of a
target polysemous word, we collected a small set of dictionary definitions and examples taken from
dictionary entries. This data is intended to be added to a training collection along with the texts
labelled by the ensemble of WSD models, and ultimately utilized in retraining.

The list of the selected polysemous words, the number of annotated samples and glosses for each
sense is given in Table 1.
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4. Method of automatic labelling of training collections

For the preliminary annotation of the training data, we employed the method described in [39], that
is based on the concept of monosemous relatives. This approach for collecting a training corpus is
based on the substitution: for every polysemous word we select appropriate monosemous relatives,
then in a text, the occurrences of these relatives are substituted by the target polysemous word and
these instances are labelled with a sense tag of a monosemous relative.

The findings from the research [39] showed, that the utilization of distant relatives (e.g.,
cohyponyms) along with synonyms, hyponyms and hypernyms enables a wider coverage of the
target polysemous words in a training collection. In our research, the distance between the target
sense of the polysemous word and its candidate monosemous relatives can reach up to four steps in
the semantic graph.

Not all monosemous relatives are suitable as a representation of a target word polysemous word. To
ensure, that the contexts with monosemous relatives extracted from a corpus will serve as good
training samples for the target sense, we utilized a custom word2vec embedding model trained on
the same corpus from which the contexts are retrieved. With the help of this model, we compute the
similarity between the contexts, in which the candidate monosemous relative occur, and the words
located close to the target polysemous word (within two steps from the target word).

For example, the selected monosemous relatives for the word Gonsiuka; “a wound” are "ccanuHa,
BOJIIBIPb, MO30J1b, OCIIMHA, MBI, NPBIIUK, CTpyn" (abrasion, blister, callus, pockmark, pimple,
little pimple, scab). For the word Gomnsiukay “an illness” the monosemous realtives are as follows:
"00JIe3Hb, aHTUHA, THa0eT, BOCTIaIeHHEe, OPOHXHT, 0OMOPOK, TpaBMaTH3M, acTMa, apTpo3" (disease,
sore throat, diabetes, inflammation, bronchitis, fainting, injury, asthma, arthrosis).

This approach has already been applied to the subset of words from the RUSSE’2018 [40] evaluation
dataset. The experiments showed that the models trained on the automatically generated collections
can obtain the quality of disambiguation comparable to the models trained on the manually labelled
data. In this research, we want to explore the application of the proposed method to other words with
different level of ambiguity (see Section 3 for details).

5. Models

As it has already been said, in our research we employ three diverse supervised WSD models: two
of them are based on ruBERT pretrained representations [41] released by DeepPavlov and the other
employs RusVectores [42] ELMo model trained on lemmatized Tayga corpus. The first model is a
fine-tuned BERT with a sequence classification head: a linear layer on top of the concatenated target
token representations from the last four hidden layers of the pre-trained transformer.

The second model is based upon the ideas from [36] and [43]: we utilized context-gloss pair with
weak supervision for sentence pair classification task performed by the BERT model. The first
element of a pair is a sentence with a target polysemous word; in each sentence, we put the target
word in quotation marks as a weak supervised signal. The second element of a pair is a gloss
definition of one of the senses of the ambiguous word. At the beginning of each gloss, we put the
target word as a weak supervised signal. The two parts of training samples are concatenated with
the special BERT symbol /SEP/, and are marked as positive ones only if the definition corresponds
to the correct sense. Lemmatized context-gloss pairs from the automatically generated training
collection are presented in Table 2. The experiments with Russian WSD models [25], [38]
demonstrated that lemmatized training improves the performance of the models. For that reason, in
all our models, we used lemmatized training samples, as can clearly be seen from Table 2.
Following [25], we also utilized in the experiments a simple logistic regression classifier, that uses
ELMo representations as features. Additionally, [38] showed that the optimal way to use
RusVectores ELMo embeddings for the WSD task is to extract embedding solely for a target
polysemous word, thus, for our experiments, we extracted the single vector of the target word from
the ELMo top layer.
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It should be noted, that in our research we investigate the performance of the monolingual WSD
models trained on the automatically generated training collections and on the pseudo-labelled ones,
that is why we do not explore multilingual WSD models. However, the results obtained in the
described experiments can be used as a baseline of comparison for future work.

Table 2. Automatically created and labelled context-gloss pairs

Training sample Label

KOXa MOKpacHeHHE "Gosiuka" | 0
MIPHITYXJIOCTh KPYT I71a3 BOCIIONB30BATHCS
koHcuiep [SEP] Gomnstuxa : Gone3ns

KOXa MOKpacHeHHE "Gosstuka” | 1
HPHITYXJIOCTh KPYT T7a3 BOCHOIb30BAThCS
koHcunep [SEP] Gonsuka : Gose3HEHHbIH
o0pa3oBaHHe Ha TEIO

BBIKJIIOYATENb aJPEHAIMH HeoOXoaumblii | 0
co3gaHue UMHruourop "Oossuka" Oera
6noxarop [SEP] Goxnstuka : Oone3HeHHBII
o0Opa3oBaHue Ha TEJIO

BBIKJIIOYATENb AJPEHAINH HEOOXOIUMBIH | 1
co3manue HMHruourop '"Oonsuka" Oera
6nokarop [SEP] Gosnsiuka : 60e3Hb

6. Experimental design

Automatically generated data is noisy, and it is clear that models trained on such imperfect data may
be prone to errors. In this article, we propose the solution to mitigate this problem common to weakly
supervised systems. First, we train three models described in the previous section. Second, we utilize
them to predict sense tag for each target sample in the unlabelled corpus. The core idea of our
experiment is to use the ensemble of the three types of models to predict sense labels to the raw
texts, taking into account the models’ uncertainty level. These texts would then constitute the new
training dataset. Finally, all the above-mentioned classifiers would be retrained on this pseudo-
annotated data.

Probability plot

Fig. 1. The predicted probabilities for the validation samples with the word "anumamop”: the logistic
regression model
First of all, for each classifier, we defined the range of probabilities where it is uncertain. These
thresholds help to filter poor classifiers’ predictions. A fine-tuned BERT model and a logistic
regression classifier output a single probability of a class. We, therefore, employed the validation
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dataset, and the models’ probability estimations, in particular, to identify zones where the predictions
get confused the most.

In Fig. 1, the area where the model makes most of the mistakes could be seen. Hence, in the case of
this model, we would not trust the predictions that fall into the probability range from 0.45 to 0.6.
To predict the sense label with the help of the context-gloss pair model, one needs to compare the
probabilities of all the context-gloss pairs available for this or that target word. To derive the criteria
for this type of model, for each sense of the target word we analyzed the differences between the
probabilities of the correct and incorrect class predicted for the validation samples. If this difference
is more than 0 then the model predicted the right label. Thus, in our research, the 0.25-quantile of
the positive values of difference is considered to be a threshold for the context-gloss pair model.

0o -
-06 -04 -02 oo 02 -02 1] 02 o4 os os

Fig. 2. The differences in the predicted probabilities for the validation samples with the word "zpagpum":
“graphite” and “a pencil” senses, respectively.

According to the data presented in Fig. 2, the threshold for the first class (“graphite”) amounted to
0.1, whereas for the second class, this value is 0.3. So, if the difference between the classifier
predictions is less than these values, we discard these probability values.
Thus, we have defined the threshold values for each of the WSD classifiers. The probability
estimations, that does not meet the specified conditions, are discarded. To obtain the final class label
from the probabilities, that comply with the requirements, we apply a weighting function to the
models’ output. There are various types of weighting schemes but we concentrate on the ones, where
“rather than a single weight w;, a separate weight is assigned to each class wj;. This weight is set to
be the proportion of cases correct for that class on the training data” [44]. Therefore, in our system,
each base classifier prediction is multiplied by the precision value of this or that class obtained
during the evaluation of the model on the validation set. Then all the weighted outcomes are
summed, and the index of the maximum probability is returned as the final sense label for the sample
with the target word. This weighting scheme allows us to rely on the predictions of other classifiers
when some of them are not precise enough.
To boost the performance of the ensemble, we resorted to the principle “One sense per discourse”
[45]: “if a polysemous word such as sentence appears two or more times in a well-written discourse,
it is extremely likely that they will all share the same sense”. From the news corpus and the segments
of Tayga mentioned in Section 3, we extracted all the texts with the target polysemous words, in
which they appeared more than twice. With the help of our scheme described above, for each
occurrence of the target word, we predicted the class label. The final class label for all the samples,
that constitute the text, is chosen according to the majority voting: we selected the class label that
has more than half the votes. If this condition is not met, the label is determined by the maximum
value of mean class probabilities.
Another constituent part of our experiment is augmentations. We have already described the
augmentations with dictionary definitions and examples of use in Section 3. In addition, we applied
easy data augmentation techniques from [46] to the samples labelled with the help of the ensembles.
The maximum number of examples annotated by this strategy is 804 (total for the word
"konokospurk'), which is not enough to train the models based on BERT. Consequently, we adapted
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the original implementation of augmentation techniques for the WSD task in Russian: added the
extraction of the synonyms from RuWordNet and imposed the limitation on the transformations of
the original sentence (they should not involve the target polysemous word). The number of generated
augmented sentences per original sentence was set to 6, this augmented data was used solely for
retraining of the BERT-based models.

7. Results

In this section, we present the results of our experiments. It should be specially noted, that the
evaluation on the validation dataset was performed with two different context windows: win=1
implies that the context includes one sentence before and after the sentence with the target word;
when using win=0, we took only the sentence with the target word. In Table 3 we demonstrate the
averaged fl-scores obtained with the models trained on the automatically generated training
collections and the data pseudo-labelled by the ensemble of models. Table 4 contains the F1-scores
for the models retrained on the new pseudo-annotated data with “One sense per discourse”
assumption. In these tables, by (1) we denoted ELMo LogReg model, (2) is Fine-tuned BERT and
(3) is Context-gloss pair BERT. We validated the models on the four variants of datasets: (a) is the
dataset compiled without “One sense per discourse” principle and without dictionary definitions
augmentation, (b) was composed without “One sense per discourse” principle but with dictionary
definitions augmentation, (c) was created with “One sense per discourse” principle and without
dictionary definitions augmentation, (d) was created with “One sense per discourse” principle and
with dictionary definitions augmentation.

Table 3. Averaged classification results for the WSD models (F1-score)

Dataset ELMo Fine-tuned  |Context-gloss pair BERT
LogReg BERT
0.85 0.81 0.79

Dataset automatically labelled with|
the monosemous relatives approach

@ 0.86 084 0.87
(b) 0.86 0.85 0.86
©) 0.87 0.84 0.86
(d) 0.87 0.88 0.87

Table 4. Classification results for the WSD models trained on pseudo-labelled data with “One sense per
discourse assumption” (Fl-score).

Target () (d)

word mloeoleolonlo]le
lannMarop win=1 (0.74 0.7 0.78  (0.79 0.89 [0.85
larmarop win=0 (0.8 0.7 0.77 |0.79 0.8 0.77

Gapomerp win=1 [0.96 0.93 0.88  (0.98 0.93 10.88
Gapomerp win=0 [0.94 0.91 0.87 10.92 0.94 0.9
Gomstuxa win=1  (0.73 0.69 0.61 [0.76 0.68 0.7
Gossiuka win=0  0.76 0.69 0.74 10.77 0.73  0.75
rpadut win=1 0.6 0.59 0.78  [0.65 0.79 0.74
rpadut win=0 0.65 0.59 0.72  10.63 0.74 10.74

ltnup win=1 0.97 0.97 0.96 (0.97 0.97 (0.96
ltnap win=0 0.9 0.9 0.95 0.87 0.97 (0.95
Baiiunk win=1 1 1 0.96 1 1 0.96
Baiiunk win=0 1 1 098 1 1 0.98
Baponsim win=1 [0.95 1 0.96 10.95 1 0.96

sapozeim win=0 (0.86 0.95 0.88 [0.86 0.95 10.92
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kaneiimockon  |0.85 0.74 0.79 10.85 0.74 10.79
win=1
KaJIEH TOCKOIT 0.88 0.74 0.84 10.88 0.77 10.87
win=0
KombIoens win=1(0.93 0.87 0.86 10.93 0.87 10.89
KkobIOes win=0(0.9 0.9 0.93 0.9 0.9 10.93
Komokobunuk  (0.97 0.97 0.97 10.97 0.97 1(0.97
win=1
Komokompunk  [0.94 0.93 0.97 (0.94 0.97 1(0.97
win=0
laveraged f1 0.87 0.85 0.86 10.89 0.89 [0.87
for win=1
laveraged f1 0.86 0.83 0.87 10.86 0.88 [0.88
for win=0

The results of the models retrained on the new texts labelled with the ensembles show that this
procedure improves the overall performance of the models. In some cases, the retraining greatly
increases the Fl-score of a classifier, for example, the maximum fl-score 0.75 for the word
"anumatop" (win=1) was achieved with the initial context-gloss pair BERT model, after the
retraining on the pseudo-labelled data the score rose to 0.85. Sometimes the effect is less clearly
defined, e.g. the results of the logistic regression model for the word "6apomerp" slightly change
across different data modifications. However, sometimes we can see that the quality of the models
trained on the pseudo-labelled data can be worse than the performance of the initial models: the
LogReg classifiers trained for the word "Gomsuka" on the data without using “One sense per
discourse assumption” have lower fl-score than the initial classifiers.

In most cases, the models trained on the data that was obtained employing the “One sense per
discourse” principle show higher results on the validation dataset. But there are several cases when
this was not so: for example, the BERT models’ results for the word "kaneiinockon".

As for the dictionary definitions augmentations, the data shows that this additional data either has
no effect on the performance score or, like in most of the cases, the fl-score improves. We also can
see, that the window size has a varying effect on the performance of the WSD models, and its impact
is yet to be investigated. Moreover, the data demonstrates that there is no clear trend in the type of
the model that performs best: in some cases, ELMo has the highest f1-score ("6apomerp" (win=1),
f1=0.98), sometimes it is fine-tuned BERT ("anumarop" (win=1), f1=0.89), context-gloss pair
BERT outperformed all other models for the word "konsi6ens" (win=0), f1=0.93.

The experiments also proved that all the words are different in the degree of ambiguity. Some words
have a very high f1-score, which means that they are easier to be disambiguated, for example, the
word "3aitunk", whose senses are well-differentiated. In contrast, the word "rpadur" has the
metonymic type of the polysemy, its senses are connected as "the material-the product made of it".
This word has a lower fl-score compared to the other words because its senses are hard to be
identified.

The aim of our experiment is not to find the best WSD method in general. Rather, the goal is to find
the method that improves the models trained on the data with weak labels. Our experiments proved
that gradual retraining of the WSD models on the newly labelled data, i.e. bootstrapping, can
enhance the overall performance of classification. Moreover, the proposed probabilistic ensemble
weighting strategy can be utilized as an aid to manual sense annotation, for example, in the active
learning environment.
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8. Conclusion

In this work, we introduced the probabilistic ensemble weighting scheme, which is aimed at
producing less noisy training data for the WSD classifiers. We proved that this strategy is robust in
cases with automatically generated training collections, especially because we added an uncertainty
estimation component. Moreover, additional data generated by the augmentation techniques have
been shown to aid model performance.

The experiments demonstrated that retraining the models on the new data labelled utilizing the
ensembles improved upon the initial results of the WSD models. The continuous retraining of the
models on the new sets of samples can further boost the performance of lexical ambiguity resolution.
Also, the probabilistic ensemble weighting scheme can be used to facilitate the efforts to manually
label training data.
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