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Abstract. Using Received Signal Strength Indicator (RSSI) values to detect human presence is a well-known 
Wi-Fi sensing technique. In this paper, an overview of existing algorithms solving the problem is considered. 
Two new techniques based on the discrete Kolmogorov-Wiener filter and the gated recurrent unit neural 
network are proposed. Human detection experiment results are presented along with algorithms' accuracy 
analysis. 
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Аннотация. Использование значений индикатора уровня принятого сигнала (RSSI) для обнаружения 
присутствия человека является хорошо известным методом Wi-Fi-сканирования. В данной статье 
рассматривается обзор существующих алгоритмов, решающих эту задачу. Предложены два новых 
метода, основанных на дискретном фильтре Колмогорова-Винера и нейронной сети с управляемыми 
рекуррентными нейронами. Представлены результаты эксперимента по обнаружению человека вместе 
с анализом точности алгоритмов. 
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1. Introduction 
Wi-Fi sensing is based on the use of Wi-Fi devices to recognize people’s activity by identifying 
deviations and features in various characteristics of the Wi-Fi signal. The technology is especially 
relevant on the eve of the new Wi-Fi standard, which is focused on the active development of Wi-
Fi networks for the Internet of Things. Wi-Fi sensing technologies can be used in the field of 
transport, household security, healthcare and other areas of life. 
With the development of Wi-Fi technology, in particular, with the improvement of the hardware of 
access points, it became possible to use Wi-Fi access points as locators. The simplest and most 
common method of determining the presence of a person near a Wi-Fi access point is based on a 
detection of changes in the RSSI. Various algorithms have been already proposed to solve the 
problem of detection changes in the RSSI, but not all of them work with acceptable accuracy. 
The relevance of this work is due to the active development of Wi-Fi technologies as a part of the 
movement towards the latest standard, 802.11 (Wi-Fi-7) [1]. Currently, the Wireless Broadband 
Alliance has developed a document [2] reflecting the current state and problems of Wi-Fi scanning 
technologies.  

2. Problem Statement  
The goal is to develop an algorithm for determining the presence of a person by detecting changes 
in RSSI values (an indicator of the level of the received signal) received from a Wi-Fi access point. 
There is a vector of RSSI 𝑟௧௥௔௜௡ = [𝑟ଵ, 𝑟ଶ, . . . , 𝑟௡]with values collected at regular intervals, and a 
vector of labels 𝑦௧௥௔௜௡ = [𝑦ଵ, 𝑦ଶ, . . . , 𝑦௡]. The value 1 of the label corresponds to the presence of a 
person, 0 – absence. It’s required to find an algorithm 𝐴(𝑟), which should be trained on the data 
(optionally, this data is cleaned from the noise). The algorithm, receiving new unlabeled data 𝑟௜௡௣௨  
tries to determine the presence of a person. The result is a vector  𝑦௢௨௧. It’s required to maximize the 
accuracy score, which is the percentage of samples that have all their labels classified correctly, as 
well as minimize the number of Type I and Type II errors. 

3. Related Works 
The following criteria were used for survey of the algorithms: 

 algorithm class (for example, a statistical filter or a machine learning algorithm); 

 presence of a special noise elimination method in the algorithm/combination of the considered 
algorithm; 

 accuracy of the considered algorithm; 

 software and hardware equipment required for the experiment; 

 type and dimensions of the room in which the experiment was performed. 

3.1 Common Approaches 
There are two approaches to Wi-Fi sensing. The first is based on the RSSI, and the second is based 
on information about the state of the communication channel – Channel State Information (CSI). 
Both approaches are based on a similar principle. When a person passes between Wi-Fi devices, the 
RSSI or CSI changes. The RSSI level is a physical quantity that characterizes the full power of the 
signal received by the Wi-Fi device [3]. The measurement takes place on a logarithmic scale in dBm 
(decibels relative to milliwatt). This indicator can be obtained from almost all devices that work with 
Wi-Fi. Each netcard manufacturer makes its own formula for determining RSSI. The general 
formula is usually written as follows: 
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𝑃ௗ = 𝑃଴ − 10𝑛𝑙𝑜𝑔 ቀ
ௗ

ௗబ
ቁ, 

where: 𝑑 is the distance to the signal source in meters, 𝑑଴ is the distance in meters from the signal 
source to the point where the RSSI measurement takes place, 𝑛 is the coefficient for the middle point 
in which the measurement takes place, which is a dimensionless quantity, calculated empirically, 𝑃ௗ  
is the desired RSSI indicator. 
A very significant physical factor that makes it possible to detect a person using RSSI is the 
absorption coefficient of the human body. It is close to the coefficient of water absorption (due to 
the fact that the human body is mainly composed of water) and differs from the coefficient of, for 
example, walls and furniture [3]. For reference, an approximate RSSI absorption values are 
presented in the Table 1. 

Table 1. RSSI Absorption Values for Materials 

Material Absorption, dBm 

Plasterboard 3–5 

Glass door, metal frame 6 

Metal door 6-10 

Glass window 3 

Block wall 6-15 

Concrete wall 4-6 

For comparison, the absorption value for the human body is approximately 9-30 dBm [4], which 
approximately corresponds to the absorption value for water 15-20 dBm [5]. 
The essence of the CSI-based approach is also worth mentioning. To establish a Wi-Fi connection, 
MIMO technology (Multiple Input Multiple Output) is often used. The essence of MIMO approach 
lies in increasing the bandwidth of the communication channel due to data transmission via a system 
of several antennas. In this case, one can set a matrix to describe the connection state in the case 
when the transmitting device has a composite antenna of 𝑀 cells, and the receiving device has 𝑁 
cells. When transmitting data, the 𝑗-th cell of the transmitter transmits to the 𝑖-th cell of the receiver 
(𝑘 ∈ 1, . . . , 𝑀; 𝑗 ∈ 1, . . . , 𝑁). The element of the CSI matrix 𝐻 = ൣℎ௞௝൧ = ൣ𝑎௞௝ + 𝑏௞௝𝑖൧ characterizes 
the state of data transmission from the 𝑗-th cell of the transmitter to the 𝑘-th cell of the receiver. 

3.2 RSSI-based Approaches 
To solve the problem of determining the presence of a person according to RSSI data, statistical 
algorithms are often used. For example, the Kalman filter with subsequent [6] estimation of variance 
allows one to achieve accuracy of 95%. In [6] an experiment was conducted in small room 3m x 
3m using three Wireless Sensor Network (WSN) nodes. A hybrid statistical approach based on a 
combination of expectation and variance estimates without noise control was used [7]. The 
experiment was conducted in the halls of the university. The achieved accuracy exceeded 90%. With 
the help of special Zigbee modules (used for low-consumption wireless communication) and an 
algorithm based on moving averages [8], it was possible to achieve 100% accuracy in laboratory 
conditions. The probabilistic algorithm based on MRF (Markov Random Fields) [9] achieved an 
accuracy of 86% in a large room with an area of 150 m2. The study used a Chipcon 1100 wireless 
communication board. 
It is also possible to use machine learning algorithms. The approach based on the complicated K-
Means method allowed to achieve an accuracy of 94%. The experiment was carried out in a room 
of 18m x 18m using a TelosB wireless communication board. 
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3.3 Survey Conclusion 
Thus, the most frequent approach to solving the problem under consideration is based on the use of 
various statistical characteristics of the filtered RSSI time series. The best results in this category 
were shown by an algorithm based on the Kalman filter and an algorithm based on a combination of 
filters using moving averages. However, there is also an alternative group of approaches based on 
machine learning algorithms, which is represented in the survey by an algorithm based on 𝐾-Means. 
Table 2 presents a comparison of the considered methods according to the selected survey criteria. 
Table 2. Algorithms Comparison - in the Living Room 

Publication Algorith
m type 

Noise 
Filtering 

Accuracy Hardware Venue 

Wang. H et al. [6], 
2020 

Kalman 
filter 

Kalman Filter 
 

0.95 3 WSN Nodes 
 

3m × 3m room 

Sigg. S et al. [7], 2014 
 

Mean 
and 

variance 
estimate 

No ≥0.9 Nexus One 
smartphone 

 

University hall 

Sntiprapan S. et al. 
[8], 2021 

Weighte
d MA 

Built-in 1 Zigebee 
 

Laboratory room 

Xu Ch. et al. [9], 2013 
 

MRF Built-in 0.86 3 Chipcon 
CC100 

Office hall 

Yuan Y. et al. [10], 
2013 

K-Means Built-in 0.94 3 Telos B 
 

18m × 18m room 

It is proposed to consider new approaches from both categories, when choosing the algorithm to 
solve the considered problem. The Kolmogorov-Wiener filter is presented as a statistical algorithm, 
and a gated recurrent units (GRU) neural network is presented as a machine learning algorithm. 

4. Proposed Algorithms 

4.1 Kolomogorov-Wiener Filter 
First, it is proposed to consider the Kolmogorov-Wiener filter, which is a statistical approach. The 
filter is a simpler analogue of the Kalman filter, successfully used to denoise signals. 
A discrete version of the Kolmogorov-Wiener filter [11] is considered. The filter works in the 
following way: 
1) The measured discrete signal 𝑤[𝑛] is fed to the filter input. There is also an unknown useful 

signal 𝑠[𝑛].  

2) The output signal 𝑥[𝑛] = ∑ 𝑎௜
ே
௜ୀ଴ 𝑤[𝑛 − 𝑖] is to be obtained, where 𝑁 is the number of past 

points (called the filter order), are the filter coefficients 𝑎௜ , where i is from 0 to N.  
3) The filter coefficients are obtained by minimizing the mean squared error: 𝑒[𝑛] = 𝑥[𝑛] −

𝑠[𝑛], 𝑎௜ = 𝑎𝑟𝑔𝑚𝑖𝑛𝐸ൣ𝑒ଶ[𝑛]൧. 
To detect anomalies corresponding to the presence of a person (assuming that the noise removal was 
successful), the approach proposed by Frank Hampel [12] is used. The essence of the approach is as 
follows. Let’s consider a data set 𝑥௜ and a sample 𝑋ே = ൛𝑋(௞)ൟ, 𝑘 ∈ 1, . . . , 𝑁 – k-th order statistics. 

As an estimate of the median is often recommended to use 𝑚𝑒𝑑𝑖𝑎𝑛 ቆ𝑋௡ = 0.5 ൬𝑋
ቂ
ಿ

మ
ାଵቃ

+ 𝑋
ቂ
ಿశభ

మ
ቃ
൰ቇ. 

As an estimate of the Mean Absolute Deviation (MAD): 𝑀𝐴𝐷(𝑋௡) = 𝑚𝑒𝑑𝑖𝑎𝑛(|𝑥ଵ −
𝑚𝑒𝑑𝑖𝑎𝑛(𝑋௡)|, . . . , |𝑥௡ − 𝑚𝑒𝑑𝑖𝑎𝑛(𝑋௡)|). The value of 𝑥 should be considered an outlier if: 
|𝑥 − 𝑚𝑒𝑑𝑖𝑎𝑛(𝑋௡)| ≥ 𝑔(𝑁, 𝑎ே)𝑀𝐴𝐷(𝑋ே), where 𝑔(𝑁, 𝑎ே) is some function of the sample size 𝑁 
and some parameter 𝑎ே. 



Шибаев П.П., Чупахин А.А. Определение присутствия человека с помощью фильтра Колмогорова-Винера и нейронных сетей с 
управляемыми рекуррентными блоками методом Wi-Fi-сканирования. Труды ИСП РАН, том 34, вып. 2, 2022 г., стр. 135-144 

139 

Thus, based on the Kolmogorov-Wiener filter with an auxiliary approach, which is often called the 
Hampel filter, it is possible to construct an algorithm for solving the considered problem of human 
presence detection. 

4.2 GRU Neural Network 
Recurrent Neural Networks (RNN) are successfully used for processing time series [13]. In 
particular, networks with Long short-term memory (LSTM) performed well on RSSI data. An 
alternative to the LSTM approach is architectures based on gated recurrent units (GRU). Although 
on many tasks GRU and LSTM networks exhibit similar results in signal processing, GRU networks 
are considered more computationally efficient.  

4.3 Decision Tree Ensembles 
Gradient boosting classifiers can be used for time series forecasting [14]. These algorithms are based 
on an ensemble of decision trees. In such a way a strong classifier is built out of weak classifiers. 
AdaBoosting and Gradient Boosting Machine algorithms are considered in this work. 
Random forest algorithm is an ensemble algorithm which consists of the combination of ordinary 
decision trees. It can also be used for time series forecasting [15]. 

5. Experimental Stand Design 
In practice, the goal is to determine human presence via a system of two Wi-Fi devices (a receiver 
device – a smartphone, and a Wi-Fi access point). Presence is determined based on RSSI metrics. 
As an additional condition, absence of significant environmental disturbances (movement of 
dimensional objects, sudden changes in humidity and temperature) is accepted. 
The experiment was conducted using a stand consisting of two Wi-Fi devices: a Samsung A7 2018 
mobile phone and a TP-Link TL-MR3020 access point with the Open WRT operating system 
07/19/19 firmware. A bash script was written that ran on a Wi-Fi access point and periodically sent 
RSSI values to the laptop. The experiments were carried out in two rooms. The distance in the living 
room between the devices is 3 m, and in the office space – 5 m. In both cases, the devices were at a 
height of about 1.5 m. 

6. Implemented Algorithms 
In general, pipeline is the following: preprocess/denoise data, apply a prediction algorithm. 

6.1 Kolmogorov–Wiener Filter 
Kolmogorov-Wiener Filter is implemented in Python3 as a separate class. During the fit phase, RSSI 
data measured in the human absence should be fed to the algorithm. In such a way, noise level is 
determined. In the transform phase, any RSSI data is passed to be denoised. After that, the denoised 
RSSI values outliers are detected via the Hampel filter. 

6.2 Data Preprocessing 
No additional data preprocessing was done for the Kolmogorov-Wiener filter. However, data was 
transformed before being fed into the tree-based algorithms and the GRU neural network. Sliding 
window technique was used. Let the window size be 𝑠 for raw RSSI values 𝑟ଵ, . . . , 𝑟௡. The matrix 
which can be represented as an array of rows 𝑀 = ൣ[𝑟ଵ, . . . 𝑟௪], [𝑟ଶ, . . . , 𝑟௪ାଵ], . . . , [𝑟௡ି௪ , . . . , 𝑟௡]൧ is 
composed to be fed into these algorithms.  
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6.3 GRU Neural Network 
The GRU neural network has the following architecture. A GRU layer with 200 units takes 𝑀 as an 
input. Hyperbolic tangent (tanh) is used as an activation function. This layer is followed by two 
dense layers. The first one has 50 units and 𝑟𝑒𝑙𝑢 (rectified linear unit) as an activation function, the 
second one has one single unit and linear activation. Adam optimizer with a mean squared error loss 
is used. It takes approximately 36-40 epochs to train such a network. After that, the model becomes 
overfitted. 

7. Experimental research 

7.1 Goals 
It is required to check the following basic provisions: 
1) The accuracy of the considered and the implemented algorithms; 

2) Estimate the reliability of the assembled stand (failure-proof work during the experiment is 
guaranteed). 

7.2 Methodology 
Two experiments were conducted. One is Kolmogorov-Wiener filter-specific, the other one is 
general for all the considered algorithms. In the first case, the person was absent from the room for 
200s, and RSSI data corresponding to human absence was collected. After that, the following 
actions were performed: 
1) For the first 50 seconds, a person crosses the line between the devices, and is also on the side; 

2) In the next 150 seconds, the person is removed from the room. 
RSSI values are requested every second. This experiment is intended to show the Kolmogorov-
Wiener filter in action. 
In the second case, for the 2100 seconds, a human leaves the room every five minutes. RSSI values 
are also requested every second. The goal of this experiment is to collect a dataset to fit and score 
the considered algorithms. Experiments are conducted in two different rooms: a living room and an 
office space. 
This dataset (matrix 𝑀) is divided row-wise into two parts: 𝑀௧௥௔௜௡ (71.5%) and 𝑀௧௘௦௧ (28.5%). The 
dataset was split in such a way in order not to split the “active” phase, when a human is moving (the 
whole phase fits into the test part). Also, it is worth mentioning that cross-validation for 
hyperparameters tuning was done for tree-based algorithms. Accuracy score, which is the ratio of 
the number of correct predictions to the number of total predictions, is the key performance metric. 

7.3 Experiment results 
RSSI raw data and denoised data cleaned with the Kolmogorov-Wiener filter is presented in the Fig. 
1 and Fig. 2. 
Accuracy, true positive rate (TPR) and true negative rate (TNR) for all algorithms is estimated on 
the test part. The accuracy score results for Kolmogorov-Wiener filter, GRU neural network and 
various ensembles of decision trees are presented in the Table 2 and the Table 3. Also it was 
attempted to train algorithms in the office room and test them in the living room and vice versa. The 
results for these experiments are presented in the Table 3 and Table 4. 
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Fig 1. RSSI in the living room 

Fig 2. RSSI in the office room 

Table 3. Algorithms Comparison -  both train and test in the Living Room 

Algorithm Accuracy Score TPR TNR 

Gradient Boosting 0.99 

 
0.99 

 
0.997 

 

Random Forest 0.99 

 
0.99 

 
0.994 

 

Ada Boost 0.98 

 
0.98 

 
0.997 

 

Wiener Filter 0.90 1.00 0.83 

GRU NN 0.98 

 
0.97 

 
0.99 

Table 4. Algorithms Comparison - both train and test in the Office Space 

Algorithm Accuracy Score TPR TNR 

Gradient Boosting 0.99 0.98 

 
0.99 

 

Random Forest 0.98 

 
0.98 

 
0.99 

 

Ada Boost 0.97 

 
0.95 

 
0.99 

 

Wiener Filter 0.94 

 
1.0 

 
0.90 

 

GRU NN 0.97 

 
0.97 

 
0.98 
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Table 5. Algorithms Comparison — train in the Living Room, test in the Office Space 

Algorithm Accuracy Score TPR TNR 

Gradient 
Boosting 

0.985 
 

0.99 
 

0.97 
 

Random Forest 0.99 0.99 
 

0.985 
 

Ada Boost 0.98 

 
0.99 

 
0.96 

 

Wiener Filter 0.75 0.97 0.46 

GRU NN 0.86 

 
0.83 

 
0.96 

Table 6. Algorithms Comparison — train in the Office space, test in the Living room 

Algorithm Accuracy 
Score 

TPR TNR 

Gradient 
Boosting 

0.88 

 
0.82 

 
0.96 

 

Random 
Forest 

0.76 

 
0.99 

 
0.44 

 

Ada Boost 0.76 

 
0.94 

 
0.44 

 

Wiener Filter 0.72 0.94 0.44 

GRU NN 0.85 0.81 0.96 

8. Conclusion and Future Work 
Thus, machine learning algorithms are more accurate than the algorithm based on the Kolmogorov-
Wiener filter, which, in addition, requires determining the noise level in the room. Machine learning 
algorithms are efficient even in the presence of noise. Code of the implemented algorithms and 
results of experimental studies are available in [16]. 
Wi-Fi sensing is a very promising area of research, as Wi-Fi hardware is constantly improving. 
Possible directions of the future work are as follows: 
1) Develop new algorithms for CSI (channel state information) data; 

2) Develop an algorithm to solve human detection problem based on both RSSI and CSI values for 
multiple Wi-Fi access points; 

3) Develop techniques to integrate Wi-Fi sensing into existing IoT solutions. 
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