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AnHotanus. CymecTBeHHBIM (HakTopoM 3PHeKTHBHOTrO (PyHKIHOHHPOBAHHS aHTPOINIOTEXHUIECKOH CHCTEMBI
SIBJIICTCS aKTHBHOE HCIOIb30BaHHE IIPU IIOATOTOBKE YIIPaBICHIECKUX PeLIeHIH HHPOPMAIIHOHHBIX MACCHBOB
¢ HEoOXOAMMBIMH JUISi IIOJrOTOBKM BapUAaHTOB pPELICHHUI JIMLAMH, HPUHUMAIOLIMMU DPEIUCHUs, |
NPUBJICYEHHBIMU 3KclepraMd. Bo MHoOrux cinywasx s aHanu3a IOJOOHBIX JAHHBIX, Hapsay c
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UCIIOJIb30BAHUEM aBTOMATU3UPOBAHHBIX METOMOB, OKa3bIBACTCsI HEOOXOAMMBIM IPOBOJMTH BH3YasbHbIH
aHaJIN3, UCIOIE3Ys] METOIB! IPOSKTHPOBAHMS MHOIOMEPHBIX JaHHBIX B IPOCTPAHCTBO BH3yaJIH3allUH Maoi
pasMepHOCTH. B paboTe mpencTaBiIeHb pe3ylIbTaThl Pa3pabOTKH TEOPETHISCKOro 0OOCHOBAHHSA MOJZOOHOTO
aJITOPUTMa, OPHEHTHPOBAHHOTO HAa HHTEPAKTUBHYIO NIPOIEAY Py aHAIU3A.

KuroueBsbie cioBa: AHTPONOTEXHUYIECKHUE CUCTEMBI; CUCTEMA NMOANCPIKKN NPUHATUS peI_[IeHI/II\/'I; MHOroMe€pHast
BU3yaJn3anus JaHHBIX; METOAbI HHTEPAKTUBHOT'O aHAINn3a I/IH(i)OpMaLII/II/I.

T uurupoBanus: Anexcannpos M.A., Kykmun B.XK., Mypanos A.H., TarapkanoB A.A. Teopernueckue
OCHOBBI aJIrOpUTMa BHU3YyaJIM3allMd MHOXKECTBA TOYEK MHOTOMEPHOI'O IPOCTpPaHCTBA IJIs UCIOJIB30BAHUSA B
AHTPOINOTEXHUUECKUX CUCTEMAX NoaAepKKU npuHsaTus pewenuit. Tpyast UCIT PAH, Tom 34, Bein. 4, 2022 1.,
ctp. 201-210. DOI: 10.15514/ISPRAS-2022-34(4)-14

Baaropapuoctu: IpejncraBieHHble pe3yJIbTaThl SBISIOTCS YaCThIO PAOOTBI, BBIIOJIHIEMOH B COOTBETCTBUU C
CornamenueMm o cyocunuu Ne 075-11-2022-029 ot 08.04.2022 mo teme: «Co3nanue mudpoBoro kiacrepa
XpaHeHHss U O00pabOTKM [aHHBIX C HOCIeAyIoIUM (OpPMHpOBaHHEM [JHHAMHYECKOTO IIOTOKA C
HCIIONTb30BAaHHEM TEXHOJOTHH HCKYCCTBEHHOIO HHTENIEKTa». ¢ MHHHCTEPCTBOM HAayKH H BBICIIETO
obpasoBanus Poccuiickoit deneparuu.

1. Introduction

A significant factor of efficient functioning of an antropothecnical system is active usage of bulk
data arrays that are utilised for preparation of candidate solutions by the involved decision making
persons and experts. In the majority of cases of data analysis, in addition to automated methods, it
is necessary to conduct visual data analysis by visualising the multivariable dataset within a space
of lesser dimension (e.g. 3 or 4). The paper presents theoretical foundations required to develop such
an algorithm for interactive data analysis.

The majority of the data visualisation procedures known nowadays have a disadvantage of being a
finite image which corresponds to the minimum of error, while the exact map is unknown. This leads
to certain difficulties when a need to update the source data set arises which in turn leads to the need
to repeat the procedure from scratch.

A careful analysis shows that if we sacrifice some consistency of the transformation that would give
us certain advantages, i.e. a visualisation mode which would allow a user to intervene in an
interactive way as well as an explicit optimal projection definition (formula).

The paper considers a task of mapping an initial data set from an n-dimensional space into a (lesser)
m-dimensional space (m = 3 or 4) — the visualisation (display) space with locally minimal distortion
of mutual location of points in the original (data source) space.

2. Subjects, methods and results of the research paper

2.1 Source data and problem definition

Let’s introduce important definitions and denotations.

Let R¥ — vector space of dimension &, R" — initial dataspace, R” — display space (m < n), P — (nxn)
— projection matrix, P: R"—R", R+ — (n—m) dimensional subspace R”, that is an orthogonal
complement of R”, X = {x'};\, —initial ensemble of points in R", £(R¥) — a group of orthogonal (kxk)
— matrices in R,

Let’s define a configuration set X as a set of vectors Z,
zz{z,\z,=x"—x",i=1,N—1,k=i+1,N} M

Let’s consider that we met the following condition i # j<>x'# ¥ and lets denote a number of elements
Z through J, card Z = J = N(N—1)/2.
Let’s define a distortion criterion of configuration set X like
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x =5 = |pre - pre

ENIXI=X Y o, : @)

and class @ of non-linear functions vector functions, f: R"—R" ,

@z{f/f:f(x):Sx+ieﬂ/1ﬂ HPBC‘

e

where Se Z(R"), {e,},-,— orthonormal basis in R",

P1 — (nxn) — projection matrix form R" in R*,

Wy = o (x', x) — scalar nonnegative function, defined at R".

Let us recall, that for matrix P the following conditions are met
A task of visualization is to define the map fe @, for which

E(/)X]=minE(f)[X]. A3)

Let us note that outlined criterion is generalization of a known continuity criterion of Shepherd ([2-4]).

2.2 Visualization problem in the linear case

For the linear visualisation the task is defined as follow: find a matrix Se X(R") that satisfies:
ES)X] = nglgg,,)E(S)[X]-

Under the assumption that the following theorem (theorem 1) is correct.
Theorem 1. Let X = {x*}}¥_, € R",

ESIXI=Y Y o,

where Se Z(R"), @/* = @ (x', x*) meets a condition

VSEZ(R™) iy (S,i,Sx) = @ (xh,x").

Then a matrix S e X(R") , meets a condition E(S)[X]= min E(S)[X], is defined in the following way:
SeX(R")

x —xF Hz —HPS(xi —xk)H2

; “4)

§=lims,» S,=1 Vk20 5., =RS, ®)
where Ry = Ri (i, j, @) is Jacobi rotation method, i <m, j <m+1,

(k)
p=tarag 20 g1
=—arclg———— <=
2 a® —ath’ 4’
v/
(k) _ yN-IyN p(k) q(k) p(k) q(k)
a, =%, @, (x7" —x ) =X )

,
¥ =P PPy =8 x", p=1,N

at that the matrix S is defined with accuracy up to arbitrary left multiplier represented in the form of:

3:(51 OJ, ©)
o' s,

where O — (m x(n—m)) — zero matrix, S,€ Z(R™), S1e Z(R*).

Theorem 1 is a foundation of a multidimensional data set visualisation computation procedure with
subsequent minimisation of distortion on a set of orthogonal transformations of the source data
space.

Practical application of the procedure consists of iterative application of the following steps:
e calculation of a matrix R(i, j, ) subject to the requirement of minimisation of the distortion
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(i.e. residual), transformation of matrix A and formulation of a resulting transform - matrix § ;

e transformation of the source data set in R” and its visualisation (if required) by projecting it
onto the visualisation (display) space, output ot the displaying device and making a decision
whether a subsequent iteration is required.

The result of the procedure application is a matrix of an optimising transformation. Additionally, we
know the value of the distortion criterion. The block representation of matrix 4 allows us to assess
the distance between the achieved value of the distortion criterion and its global minimum. Block
diagonalisation of the matrix 4 is a collateral result of the procedure. Let’s emphasise that any
method of block diagonalisation of matrix 4 gives us a solution to the visualisation problem. Hence,
in order to solve the linear visualisation problem any diagonalisation procedure conducted according
to the aforementioned description will suffice, including, but not limited to, the principal component
analysis. Nevertheless, the procedure above possesses the following peculiarities:

e  While the optimal visualisation is being constructed it is possible to output it while
maintaining the monotonically decreasing of distortion criteria (it is known that existing PCA
implementations do not have such a property) [4]. It is due to the fact that the most efficient
realizations are based on matrix diagonalization, which are optimal either in terms of memory
minimization or in terms of solution time [5]. At that intermediary results as a rule are not
available for a researcher);

e Solution procedure does not require obligatory matrix A diagonalisation and is limited only
by the condition of block diagonalization, that shortens the time of solution;

e C(Class of task to which the procedure above can be applied is not limited to the case considered
but also allows customisation of the dot product as well as of the norm function @ (', x¥)
depending on the task specifics.

However, in the general case (n >> m) [6] a small value of distortion criterion cannot be achieved

with the use of linear transformation. This means that the input of traits that are orthogonal to the

visualisation space is significant for the distortion criterion. Consequently, we need to resort to non-
linear methods in order to reduce the distortion criterion.

2.3 Visualization problem in the nonlinear case
Considering nonlinear mapping of a general form

S ) =fot i) +/o0x) +-,
where fy is a constant vector, which can be equal to zero without losing generality
fi — linear,
f>» — quadric forms defined on the components of the vector x, let’s note that using summands,
corresponding to forms of higher order — a third one and further results into a significant increment
of computational complexity. Let’s note that the existing nowadays procedures of visualization also
use the methods of minimization not higher that the second order, that is described by the example
Sx) = Ax + fo(x).
For the majority of known procedures of visualization, the drawback is that the result is only a finite
image (that is the final result of the procedure), where a criterion minimum was achieved. While the
transforming image itself remains unknown, that results into the complexity while trying to refill the
initial data set by additional data and get the result of designing without repeated procedure in
general.
The analysis shows that giving up the consistency of the transformation to some extent, it is possible
to get some advantages in return, that is interactive mode of visual data processing with the
intervention mode of a user for him to run the analysis and optimum scale designing image in explicit
form.
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Let’s consider that a linear optimal map for X is the identity mapping. Moreover let’s define a class
of allowed mappings @ as follows:

O={f/f =@ =x+2 e, [P} ™
u=1
where P is a projection from R" in R,
ﬂ/, — unknown coefficients of the mapping, = Ln ,

{e, }y-1 — orthonormal basis in R".
Then a task of visualization will be as following.

Let the set X = {xi },Ai] C R", be defined, then the distortion criterion of the configuration of set X is

| = - pray - o], ®)

E(DIX]= min E(S)X],

E(NX]=X'L o,

and moreover, it is assumed that

where / — an identity matrix.

To define mapping f € @, for which
E(f)X]=min E(/)X]. ©)

Let’s transform a formula (8) to a form more convenient for analysis. Omitting the intermediary
results, we get

ENX1=Z5 508

k=i+1

£ +21(1, €)' = &,

b

where ¢ = (2;21,12 )”2

ezi(&,ﬂ?,...,lm,o,...O)e R",

eH =1
S = a)ikazi 20
Ny = P(x' =x")a;' € R",
g:k = HPJ_(xi —x* )‘

_ i k
a; = [P Px']

-1
ay
9

Let’s note that (i, #i, ik, do not depend on ¢ and e, and that is why the problem of criterion E(f)[X]
minimization can be considered as a problem of finding a scalar 7 > 0 and a unitary vector, for
which

h(t,e) = éﬁieﬁilh(”e)’ h(t,e)=%] 0’ ‘tz +2t(r],e)—ﬂ]2‘
subject to ,B,z 21, r,€ R" ec R™. Let’s introduce notations
J.(O)={j12+2(r,,0)2 B}, T ()={j/ +2(r,,e) 2 B}
t; = ﬁf+(rf,e)2—(r/,e)20 (10)
and dispose of the module in the formulae for (¢, e),
h(t,e)=G,t> + Gt -G,
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Gy=2 - o

J.(0) J_(0)

G =) a;(r.e)= > a;(r,.e)

Jo (1) J(1)

Go=2 @Bl -2 aiB;

Jo(t) J_(t)
Without limitation of generality it is possible to consider that # are ordered,
0=t <y st,<..51, <1, <.

Let’s consider a function bt +0,e) . It is obvious that
h'(+0,e)<0 A"(t;+0,e)>0

that is why exists ko, of the kind that

Vi<t p"(t-0,e)<0, V121, h"(t+0,e)>0 (11

W (t,e)

And as the function is piecewise constant, then

Vk <k, min ]h(t, e) =min{h(t,_,,e),h(t,,e)}

[SUSH
Then it is easy to get the following
h’(lk+] +an) = h’(tk + 0,6) + (2tk+1 _tk )h”(tk + 0,6) + +4ak2+l \V ﬂkz-ﬂ + (rk+l 4 6)2
from which, considering (10), we get
H(t, +0,) 20, 1(z, +0,e)>0=>Vk >k, H(t, +0,€) 20. (12)

Following the previous considerations, it is clear that it is correct that
Lemma 1. Let’s

h(t,e) =X o] | +2(r,,e) - ]| ,

where 120, Vj r,€R", ec R", eH =1, values ko and k; depend on the conditions

k, =min{k /h"(t,  +0,e)<0, h"(t, +0,e)> 0}

k, =min{k/§af1/ﬂf+(rj,e)z - Z,: o\ Bl +(r,,e) 20}

Jj=k+1
then
A7 =t(e):Vt =0 h(f,e) < h(t,e), (13)

Such thatt € {0, t1,...,t0} U[tro,t1], Where interval is [#o,tx1] empty, if ko > ki.

Lemma 1 gives the definition of a function /(%, €) absolute minimum, where e is fixed. At the same
time the procedure of finding the minimum is not iterative. Let’s consider a case of arbitrate (varying
e).

Let 2 =te = (41, A2,..., Am), then

h(A) = h(t,e)— ZJ: a2|(A.2)+2(4.r) - B,

Let’s denote by e; the current value of e, and let’s #V meets (12) at e = e). Let’s consider a problem
of 1 defining, for which (1) < A(A™V), where 1V = ¢V ¢,. For this we will consider the following two
cases — t) # t and V) = #, where k — has a value that meets (9). Let’s start with (any) Vk ¢V # #.
Then at some neighbourhoods of a point AV the function A(1) is twice continuously differentiated,
consequently, antigradient v
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(14)

O] 0] o
v=—grad h(D)|,_,, :_[ah(ﬁ ) Oh(A")  Oh(A )J

o o U aa,

Is either equal to zero, then AV there is a point of a function local minimum 4(A) or defines the
directions of maximum decrease and then

30> 0: AV +6v) < h(AV). (15)
Let then ¢ = # for some k. Let’s represent /(1) in the form of
h(A) = hy(A)+ b ()
where

h(A) = & |(A.A)+2(A.r) - B

And as hy(A) in some neighbourhoods of a point AV is twice continuously differentiated, let’s define
(it should be grad in the formulae)

V=—grad h(ﬂ)‘lzlm (16)
Ifv#0, let’s assume that v, =v ||V||7l ,thenat >0, 6 <1, ||w|| =1, we will get

WV W) > 0= 1y (AV +0w) =1, (AD) =—0(v,, w) +0(6)
and as
h (A" +0w)=h (AV)=0f | 6w, 2(A° +1.)+6w) |
consequently,

B +6w)—h(AV) ==V, W) =05 | w, 24" +1,)) [1+0(6),
and if exists w such that HWH =1 and

Vo, w) =05 | (w, 247 +7,)) >0, (17)
then
36> 0:h(A") > h(A" +6w)

Immediate calculation shows that given:

vy = (A0 + ) |20+ (18)
Vector w, defined by the formulae
w=[pv, —o(A" +r)l[py P> —0* 1", 19)
where
p:HﬂJ” +1), 0=, A" +1,)

meets (17). If (18) is not fulfilled but the condition is correct

1
ik
2>

then (17) is correct at w = .
Finally we get that AV is a point of a function local minimum A(%), if one of the conditions is met:
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Vke {1,2,....J}t" #t,, grad h(A")=0

Jk 1V #1,,, grad hy(AV)=0 (20)

Jk 1V =1, grad hy(AV)=n(A" +1) =0, 0 p 2%

If none of the conditions are met, then the function 4(1) decreases towards one of the vectors defined
by one of the formulas — (14), (16) or (19).

Let’s denote v as a unit vector of the decrease of function /(1). Let’s consider a step choice in this
direction. Let’s represent A(4) in the form of

) = hy(t' +Ow)+h, (1), @2n
where
k=max{j/t'2t,,1< j<J}. (22)
Let’s note that the set of admissible values 0, such as
6>0, (A" +6v) < h(A)
as nonempty by the definition of v. Now let’s define 6,
6, =min{6/3j: hj(ﬂ,(I> +6v)=0},

Then for @ > 0, representation (21) is nonexistent, therefore, 6y is a minimal element of multiple
positive roots of equation of the type

6’ +20(A" +1,,v)—a; =0, (23)
where
a, :(1“),/1‘”)+2(/1“>,r/.)—,8f.

As (2) Vj<ka; >0, Vj >k a; <0, consequently at j >k equation (23) has a positive root, which is

defined by a formulae
0, = [v,A® +rj)2 -a, -, A0 +r).

At j < k the condition of having a positive root is as following,
V(A" +r) <0, (v, AV +r,)* >a,,

6 =|v,A" +7;) | A" + rj.l/)2 -a;.

Choosing 8y from the condition 6, = lmu} 6, and supposing that
<j<

and then

F=a 6y
,

e = %(ﬂ»(” +6)

we will get
h(t,e) <h(t,e) = h(A").
Applying lemma 1 at e = e>, we will get that
3™ 20: h(t?,e,) Sh(T,e) <h(t",e).
following which it is consequent that
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hAP) = h(t?,e,) < h(tV,e,) = h(AM).
From the aforementioned considerations it is consequent that the following theorem is correct
Theorem 2. Let X ={x'}\ < R", fe @,

E(A)=E(f)[X] =Z Z o, |5 = =|Precy-prot)|f

and A" = (', 4;,...,A]) — a predefined first approximation, where A = te = (1, Aa,..., An),
J
h(A) = h(t,e)= Y &} |(A, A)+2(A.7,) - B},
I=

Then for sequence A, AV, ... A9, ... .
Vj20E@AY) > EQAY), lim E(AY) > E(A)

which means that for A either one of the conditions (20) is met, or the function A(4) decreases towards
v =—grad h(/1)|/1:/1(,, )

The results above represent a theoretical basis for an algorithm of visualisation and can be used for
the development of software that will be introduce an interactive mode of visually-aided data mining
in the process of which data mining a graphical output can be displayed to the user allowing the user
to assess the quality of the mapping and swiftly adjust the variables as to improve the process of
visualisation. Additionally, the explicit definition of the projection can be further used for visual
analysis after the source data set is updated without the need for redundant reapplication of the initial
procedure of transformation calculation.

It is worth mentioning that software implementation of the algorithm assumes development of a
feature that would allow choosing “visually most preferable” (according to the user) mapping that
would permit choosing standalone subsets as a basis for subsequent classification and identification
of key factors within those subsets.
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