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Abstract. The Requirements Engineering (ER) phase plays a critical role in software development, as any 

shortcomings during this stage can lead to project failure. Analysts rely on Requirements Specification (RS) to 

define a comprehensive list of quality requirements. The process of requirements classification, within RS, 

involves assigning each requirement to its respective class, presenting analysts with the challenge of accurate 

categorization. This research focuses on enhancing the classification of non-functional requirements (NFR) 

using a Convolutional Neural Network (CNN). The study also emphasizes the significance of preprocessing 

techniques, the implementation of sampling strategies, and the incorporation of pre-trained word embeddings 

such as Fasttext, Glove, and Word2vec. Evaluation of the proposed approach is performed using metrics like 

Recall, Precision, and F1, resulting in an average performance improvement of up to 30% compared to related 

work. Additionally, the model is assessed concerning its utilization of pre-trained word embeddings through 

ANOVA analysis, providing valuable insights into its effectiveness. This study aims to demonstrate the utility 

of CNNs and pre-trained word embeddings in the classification of NFRs, offering valuable contributions to the 

field of Requirements Engineering and enhancing the overall software development process. 
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Аннотация. Фаза разработки требований (ER) играет решающую роль в разработке программного 

обеспечения, поскольку любые недостатки на этом этапе могут привести к провалу проекта. Аналитики 

полагаются на спецификацию требований (RS) для определения полного списка требований к качеству. 

Процесс классификации требований в рамках RS включает отнесение каждого требования к 

соответствующему классу, что ставит перед аналитиками задачу точной классификации. Данное 

исследование направлено на улучшение качества классификации нефункциональных требований (NFR) 

на основе применения сверточной нейронной сети (CNN). В исследовании также подчеркивается 

важность методов предварительной обработки, реализации стратегий выборки и включения 

предварительно обученных векторных представлений слов, таких как Fasttext, Glove и Word2vec. 

Оценка предлагаемого подхода выполняется с использованием таких метрик, как Recall, Precision и F1, 

что приводит к среднему улучшению производительности до 30% по сравнению с другими подходами. 

Кроме того, модель оценивается в отношении использования предварительно обученных векторных 

представлений слов с помощью анализа ANOVA, предоставляя ценную информацию о ее 

эффективности. Это исследование направлено на то, чтобы продемонстрировать полезность CNN и 

предварительно обученных векторных представлений слов в классификации NFR, предлагая ценный 

вклад в области инженерии требований и улучшая общий процесс разработки программного 

обеспечения. 

Ключевые слова: глубокое обучение; нефункциональные требования; сверточная нейронная сеть; 

инженерия требований. 

Для цитирования: Мартинес-Гарсия С. Э., Фернандес-и-Фернандес К. А., Рамос-Перес Э. Г. Глубокое 

обучение при выработке нефункциональных требований: подход на основе сверточных нейронных 

сетей. Труды ИСП РАН, том 36, вып. 1, 2024 г., стр. 131–142 (на английском языке). DOI: 

10.15514/ISPRAS–2024–36(1)–8. 

Полный текст: Мартинес Гарсия С. Э., Фернандес-и-Фернандес К. А., Рамос Перес Э. Г. 

Классификация нефункциональных требований на основе сверточных нейронных сетей. Programming 

and Computer Software, 2023, т. 49, № 8, стр. 705–711 (на английском языке). DOI: 

10.1134/S0361768823080133. 

1. Introduction 

During the initial phases of the software development life cycle, regardless of the model that is 

intended to be followed, the requirements phase is declared as a key piece to achieving a successful 

development [1-3, 8, 31]. If the requirements are not discovered and defined correctly in this early 

phase, failures arise during development, which promotes that the final delivery is that of incomplete 

software, that is to say, that it does not do what it should do, adding to that the Established times are 

not met and are extended, which will cause previously estimated costs to rise [2, 24]. 

For this reason, this phase is considered vital since the correct execution of the activities will prevent 

failure of software development [2, 5, 27, 30]. To combat this problem, analysts have used 

Requirements Engineering (RE) [4, 17, 23], which is characterized by producing a list of quality 

requirements as a final result. When carrying out the classification of requirements, there are 

difficulties of interpretation and identification [13, 18] (an inherent characteristic of natural language 
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[9, 25, 28]) to determine to which class each of these belong, since there are functional (FR) and 

non-functional (NFR) requirements, of which the latter contain subclasses. In addition to this 

difficulty, the extensive list of requirements is also presented, which can number in the thousands, 

so it would be a job that takes too much time and effort [12, 20, 26]. 

In this research machine learning techniques are used to apply them in the RE in the Requirements 

Specification (RS) activity, specifically on the classification of requirements. Said activity consists 

of identifying the class of requirement to which it belongs or simply differentiating between a 

requirement and information [13-14]. In particular, it will focus on NFRs, since they are frequently 

discriminated against because they are considered of little or no importance for software 

development, as well as the lack of knowledge to identify them [6-7, 11, 16]. 

2. Background 

2.1 Data set 

The NFR quality attributes data set, also known as the PROMISE [29] corpus, is a compilation of 

requirements specifications for 15 software projects developed by students at DePaul University as 

a term project for a course in Requirements Engineering; The language of the content is in English. 

The data set consists of 326 NFRs and 358 FR requirements. The NFR dataset lends itself, for 

purposes of this research, to the multi-label classification of various types of NFR requirements. 

2.2 Input format for classifier 

A classifier expects the data to be in the form of a list of strings of requirements (referred to as 

examples) in the form of a vector of one-hot words one-hot and an attached list of vectors 

representing the associated requirement class. 

2.3 Sampling Strategies 

The objective of the sampling strategies is to avoid the imbalance in the distribution of the class that 

the datasets constantly present, this imbalance causes the automatic learning algorithms to have low 

performance in the minority class; since the cost of misclassifying it is usually much higher than the 

cost of other misclassifications [10, 19, 32]. Therefore, when selecting the Promise data set, it was 

observed that the distribution of the set is unbalanced, so it is appropriate to use this strategy.  

2.4 Evaluation metrics for classifier performance 

To evaluate the model, the same metrics used by [10, 15, 33] will be taken as a reference, since in 

addition to establishing the improvement of the work done, they measure the performance of the 

model with respect to the correct predictions it makes. They are briefly shown below: 

● Accuracy. It is the total percentage of cases classified correctly. 

● Recall. It is the number of data correctly identified as positive out of the total number of 

true positives. 

● Score F1. It can be interpreted as a weighted average of precision and recall, where an F1 

score reaches its best value at 1 and its worst score at 0. 

● Precision. Accuracy is the ratio of correct predictions to the total number of predicted 

correct predictions.  
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2.5 Related work 

The aim of this section is to explore, identify and improve the CNN preprocessing and configuration 

bases proposed by [10, 15, 33]. The key point for the classification of NFR is that its nature is 

multiclass.  

● In [33] does not use the Promise dataset, and performs binary classification. In their 

research, they do not show which configuration was used, and they do not mention any type 

of validation used, in addition, the authors mention that because the data set they used 

contains little information, the requirements classification obtained an accuracy of 73. 

● [15], perform multiclass classification, if you have the Promise data set, but use all 12 

classes, that is, both Functional and Non-functional Requirements. He used the embedded 

fastText model. He got 80 %, using cross- validation with parameters of k = 10 and applying 

the optimizer AdamOptimizer. 

● [10], performs multiclass classification, also occupies Promise and implements 

experimentation on NFR, especially on 9 classes, since the other two that belong to this 

type of requirements have few examples, which that prevents the use of sampling strategies; 

therefore, at least two examples are required to carry it out. It does not refer to what type 

of strategy obtained the results it presents, so for the purposes of this paper both random 

oversampling (ROS) and random undersampling (RUS) were tested, however, in this 

section only the optimal result, which was ROS, is presented, to see the results of the 

experimentation with RUS see the section in the index. He used the embedded fastText and 

Word2Vec models. The accuracy result was 80.4% with the Word2Vec vectorization 

method, this was the highest compared to the pre-trained Fasttext matrix and a random 

weights matrix. 

3. Experimentation and results 

The experimentation seeks to determine the influence of the text preprocessing, the vectorization of 

the data, the ROS sampling strategy, the implementation of the pre-trained embedded matrices of 

Word2Vec, fastText, and Glove in the embedded layer of the CNN, and the hyper parameterization 

of its subsequent layers. The key point for the classification of NFR is that its nature is multiclass, 

so it was determined, based on previous experiments, to build models combining the improvements 

made in each previous experiment and, if possible, adapt them to this model. rating with CNN to try 

to increase rating metrics. So, the points to consider are the following: 

● Preprocessing. Whether or not to include pre-cleaning of the Promise dataset, as well as 

applying lemmatization to words. It is also tested with 3 types of vectorizers: TF-IDF, 

Tokenizer, and CountVectorizer. 

● Hyperparameterization in the data partition. Implementation of the sampling strategy 

ROS proposal. 

● CNN architecture. Starting with the base architecture including or not the weights of the 

pre-trained matrices. 

3.1 Results and comparison 

The results shown below are presented gradually; that is, it indicates the way in which by adding the 

proposed techniques to a base CNN architecture, the classification performance improves. 

Now we show the concentration of results obtained from experimentation with a progressive 

integration of proposals to improve the classification of NFR using NFR. First, in Table 1, where an 

average of Recall of 0.11, Precision of 0.01 and F1 of 0.02 was achieved for the vectorizer test. TF-

IDF; On the other hand, with the Tokenizer vectorizer, an average of 0.44 was obtained for Recall, 

0.46 for Precision and 0.44 for the metric F1. On the other hand, with the CountVectorizer 
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vectorizer, it can be seen that the training of the network with that tool gained a Recall with 0.59, 

Precision with 0.53, and F1 with 0.54. The second part of the experimentation is integrating the 

previous cleaning and lemmatization, in addition to making the hyper parameterization in the data 

partition; therefore, the averages resulting from this stage are those shown in Table 2. An increase 

in accuracy is observed, however, when directing attention to the average of the metrics, it is 

examined that when applying these proposals, a notable improvement is found for the case of the 

vectorizer CountVectorizer, where emphRecall has a 0.70, Precision with a 0.69 and F1 with a 0.67. 

Therefore, the classifier has shown a particular behavior on CountVectorizer, both in this test and in 

the previous one. Finally, one more proposal is added, which is to train the model with the weights 

of the pre- trained matrix Word2vec, since it was a common denominator among the proposals of 

[10, 15, 33]. The averages obtained can be seen in Table 3, Recall with 0.72, Precision with 0.74, 

and F1 with 0.72; Therefore, an increase in the averages could be observed using said weight matrix. 

Therefore, when observing the effect of each of these proposals implemented on the classifier, it 

was possible to determine that for the following experiments, it is convenient to use CountVectorizer 

since with the 2 vectorizers it can be seen that they do not promote an improvement with respect to 

the processing of the data. In addition to continuing to use the proposals based on what has been 

observed in the experiments already carried out. 

Table 1. Base model results 

 

Table 2. Base model results with integration of two proposals 

 

Table 3. Base model results with integration of three proposals 

 

CNN with the implementation of pre-trained matrices and ROS sampling strategy: For this 

experiment, a Dropout layer was added, after the embedded layer, as well as another set of a 

convolution followed by a MaxPooling layer. 

Table 4 shows the results of the metrics obtained by implementing each of the different pre-trained 

embedded matrices. The text preprocessing, the ROS sampling strategy, and the new architecture 

were used for this training that was carried out with 100 epochs. However, the data vectorization 

was the important factor in improving the results. For this, the CountVectorizer library was used, 

which in addition to obtaining properties such as eliminating stopwords, calculating the frequency 

of words among others, also has the ngram range argument. This argument determines the lower 

and upper bound of the range of n values for different words, called n-grams [21-22]. Hence, this 

argument was essential and was considered to obtain a vectorization of words that helps to make 
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sense of each of the requirements according to their context. The ngram range that allowed the 

results shown in Table 4 to be obtained was (1, 4) for fastText and Word2Vec and (1, 2) for Glove. 

It is important to highlight that tests were carried out without ngram range and with ranges of (1,1), 

(1,2), (1,3), and (1,4), for each experimentation with the embedded matrices selected. Therefore, 5 

tests were carried out for each script. 

Making the comparison in Table 5, it can be seen how the base proposal with 100 epochs reflected 

a notable increase with respect to the optimal results obtained by [10] with 140 epochs. To determine 

if there really is an improvement with respect to the initial configurations, it has been proposed to 

carry out a statistical analysis in the following section.  

Table 4. CNN results with 100 epochs for NFR classification using 3 types of embedded arrays 

 

3.2 Evaluation of the proposals implemented to the CNN model with cross-
validation k-fold by analysis of variance 

To evaluate the model implemented for the CNN with the different 3 pre-trained matrices used, the 

analysis of variance (ANOVA) was performed. Taking the averages of F1 resulting from cross-

validation training k-fold with k=10, since said metric represents the average between Recall and 

Precision. The goodness of F1 is useful when there is an unequal distribution in the classes, this 

being the case of the data set being used, for this reason, it was decided to perform ANOVA on that 

metric. 

Table 5. Results of the metrics obtained from the optimal preprocessing and architecture of [10] vs. results of 

the preprocessing and base architecture proposed in this paper 

(a) Results obtained by [10] for 140 epochs 

 

(b) Results obtained in this paper for 100 epochs as initial run for base architecture 

 

To begin the ANOVA calculation, the average F1 metric results of each display obtained from cross-

validated training for Word2vec, Glove, and FastText were collected. An analysis of the distribution 

of said data was carried out, where it can be seen with the naked eye in Fig. 1a that for the model 

with Glove atypical values are reflected, for example, containing an average of 0.02 (see Fig. 1a) 

for fold number 6 and 10, on the other hand, Word2vec presents outliers to the average, in contrast 

to FastText which contains no outliers. 

Now, as already mentioned, the purpose of this proposal was to evaluate the difference between each 

model and the proposals implemented with respect to the metric F1. The overall mean of the metric 
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F1, as shown in Fig. 2a, was 0.81 for 30 samples (N) and its confidence interval (CI, for its acronym 

in English) at 95% was (0.72,0.89). The specific means for the groups by model with N=10 were 

the following (see Fig. 2b): FastText with a mean of 0.88 and a CI at 95% of (0.86,0.88), for Glove’s 

case obtained an average of 0.67 with a 95% CI of (0.45,0.90), on the other hand, Word2vec returned 

an average of 0.87 and a 95% CI of (0.86,0.88). 

 
(a) Boxplot of the averages of the F1 metrics belonging to the models trained with the 3 embedded matrices 

 
(b) Table of averages of the F1 metric for models trained with pre-trained matrices 

Fig. 1: Table of averages of the F1 metric for the trained models and distribution diagram of said data 

 
(a) Summary table for total samples against F1 metric averages 

 
(b) Table of F1 averages of individual models 

Fig. 2: Tables of general and particular averages of the models analyzed with respect to F1 

The standard significance value of = 0.05 was taken as a reference, however, when calculating 

ANOVA for the samples presented, it can be seen in Table 6 that there is a statistically significant 

difference between the models presented because it was obtained a p=1.148591e-16. Therefore, with 

the observed data, there is sufficient evidence to assume a significant difference between the models 

exposed in this evaluation. It is worth mentioning that the assumptions of the test were verified using 

the Kruskall-Wallis non-parametric test. In addition, the honestly significant difference test of Tukey 

(Tukey’s HSD) was performed, which is used to test the differences between the means of the sample 

in terms of significance, testing the differences by peers. 
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Table 6: ANOVA result for the models with respect to F1 

 

4. Conclusions and future work 

NLP, a subset of AI, has been great allies in solving text classification problems. However, the 

solution to these problems is generally reserved for large-scale problems with large volumes of data 

samples, so working with databases with few examples suggests low results with respect to 

classification performance. This problem has been present when trying to optimize the classification 

of software requirements since during the analysis of these they are embodied in a document that is 

frequently represented by sentences with little text or information. Furthermore, requirements data 

sets only contain hundreds to thousands of documents, which is orders of magnitude less in volume 

than is typically considered necessary for deep learning. In addition, taking into account that there 

are different classes of requirements, especially the NFRs that are obtained from the Promise data 

set, which makes the classification task difficult to obtain desired results. That is why in this work, 

an investigation was carried out to determine which were the best strategies used in the state of the 

art that led to obtaining acceptable results in each of the investigations, in order to unify them and 

observe if said strategies together reflected a performance efficiency for the classification of NFRs 

using convolutional neural networks. In principle, it was possible to observe, for experimentation, 

how to vectorize the data set with the embedding of words, apply methods of Random over sampling 

strategies, hyper parameterize the configuration when performing the data partition, an increase in 

the average of the metrics was reflected Recall, Precision and F1 against the state of the art, since 

unlike [10] up to 30% was obtained in the average increase of the mentioned metrics. This is the 

first guideline to apply them to CNN. When implementing these proposals to the CNN architecture, 

as well as performing its hyper parameterization, it was decided to test with an embedded layer with 

or without weights, thus showing the importance of using pre-trained matrices that allow 

improvement in terms of the classification of text. To determine if there really was an improvement 

in the classifier, the ANOVA analysis was performed, which revealed a p-value of 0.05, therefore, 

according to the standard significance of, if there is a significant improvement between the models 

presented. Hence, it can be said that the application of the proposals for the classification of NFR 

with CNN resulted in the improvement of the performance of the classifier with respect to the state 

of the art. 

The future work that is planned to be carried out in the first instance is to search for data sets with 

more examples to observe the performance behavior of the classifier, as well as to experiment with 

recurrent neural networks such as LSTM. Also, due to the challenge represented by carrying out the 

training with k-folds and the CNN base architecture on hardware in which the memory did not 

support the execution, it is planned to look for an institution that can provide some resources for 

research on this topic. 
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