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Abstract. The choice of an educational program is momentous in young people's lives. Given the shortage of
time after exams, applicants usually do not have time to analyze possible educational tracks. Furthermore, it
requires a thorough study of learning plans. This research addresses the problem proposing the algorithm to
data-driven curriculum analysis based on natural language processing of course names or competences listed
in learning plans. Moreover, the intelligent software system architecture is described. The method is tested on
the curricula scraped from university websites. In order to store the content a data warehouse has been
developed. At this time, there are few studies on this topic. The existing ones are either on the early stages of
development or scarce on implementation details. They are briefly discussed in this paper.
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AnHoTanusi. Breibop oOpa3oBarenbHOW NPOrpaMMbl — BaKHBIi MOMEHT B JKM3HHM MOJIOABIX JIFOJCH.
B ycnoBusix aedunura BpeMeHH MOCIE YK3aMEHOB aOUTYPUEHTHI OOBIYHO HE YCIIEBAIOT MPOAHAIN3UPOBAThH
BO3MOXKHBIE OOpa3oBaTeNibHble MapiipyTsl. Kpome Toro, 3To TpeOyeT TIIATENLHOrO H3y4eHHs YyueOHBIX
IU1aHOB. JlJaHHOE FCCIIeI0BAaHME TIOCBAIIEHO 3TOH IIPo0IeMe U IIpe IaraeT alrOpUTM aHaIN3a yIeOHBIX IUIAHOB
Ha OCHOBE 00pabOTKH eCTeCTBEHHOTO SI3bIKA Ha3BaHUH KypCOB MIIM KOMIIETEHIIUH, IIEPEUNCIEHHbBIX B yIEOHBIX
wraHax. OmHcaHa apXWUTEKTypa WHTEIUIEKTYaJbHOW IIPOrpaMMHOI CHCTeMBI. lcmonb3yeMblif MeTon
MPOTECTHPOBAH Ha YYEOHBIX IUIAHAX, B3ATHIX C YHUBEPCUTETCKHX CaWTOB. [l XpaHEHUS COAEp KaHMS
y4eOHBIX IUIaHOB OBUTO pa3paboTaHO XpaHWIIMIIE JaHHBIX. Ha IaHHBIT MOMEHT TeMa HCCIIeIOBaHUS IJI0XO
m3yueHa. CyIlecTByIOIHE CTaTbU JIMOO OMUCHIBAIOT PaHHHE CTAJUM Pa3pabOTKH, JUOO CKYAHBI Ha JETalH
peanusanuy. OHM KPaTKO PacCMOTPEHBI B JTAHHOI cTaThbe.
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1. Introduction

Adolescence is a pivotal point in life. It is during this period that people shape their talents [1].
Therefore, after finishing secondary school, young people need a pathway to follow their calling.
For the majority of teenage Russians, a typical way to do so is to obtain a university education.
Due to time pressure and stress, school-leavers can make an incorrect choice regarding an
educational program due to a lack of information. The situation is common—it is estimated that
nearly half of school-leavers are said to experience difficulties in choosing an educational
program [2].

As a consequence, students are often dissatisfied with higher education [3]. This could be avoided
if university entrants were more familiar with undergraduate programs, especially their curricula.
Data-driven decision making has already proven its usefulness in the business world, but is not
widespread in the education sector. An intellectual system designed to decompose and visualize
different parts of learning plans could alleviate the situation and bring about a change.

The curricula of HSE University and ITMO University were scrapped for the research. To store the
retrieved data, a data warehouse was implemented. After that, the algorithm for the detection of
similar courses was invented and tested.

2. Problem Statement

The issue addressed in this paper is the lack of digestible information about university programs.
Curricula are not easily digestible for those unfamiliar with academic management because they
contain a large amount of heterogeneous information. The main hypothesis is that the situation might
be soothed by a business intelligence software system devised to provide consultancy to young
people choosing an academic program.

The objective of the study is the construction of a research prototype of an intelligent system for
inquiry into university curricula analysis. To achieve it Natural Language Processing and Data
Warehousing methods are to be implemented. Course names and competence definitions listed
in learning plans might be used to find similar courses of different programs.

The functional purpose of the system is to allow the user to compare curricula of educational
programs by searching for the most similar courses, highlighting the competencies developed during
the training, calculating and comparing the number of classroom hours in different programs.

3. Related Works

Currently, Russia applies a competency-based approach to higher education [4]. Modern Russian
educational standards do not contain lists of compulsory courses (except for liberal arts and physical
education). This gives universities relative freedom in designing curricula, but imposes the
responsibility for proper planning of students' learning activities. The ability to compare educational
programs can be a useful tool in the implementation of this concept.

In previous research a combination of Bag of Words and Support Vector Machine was proposed for
legal document classification [5]. This approach was subsequently criticized for its insufficient
accuracy.

The current task has similarities with the previous one, both focusing on Natural Language
Processing, however the main distinction lies in the training data. Legal document classification was
based on a predefined dataset whereas the analysis of curricula requires data scraping. It is also
a similarity detection task rather than a classification task.
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To improve the quality of text processing vector embeddings [6] could be used. They represent the
parts of speech in the numerical form, preserving the semantics for effective text comparison and
summarization. Among the existing models which could be used to produce the embeddings are
Word2Vec [6] and BERT [7], both based on neural networks. The key difference is that the former
generates context-independent vectors, whereas the latter produces contextualized embeddings [8].
The Graph Theory methods were implemented to evaluate learning plans [9-11]. The model
proposed consists of nodes (courses) and edges that measure the distance between vertices. To
calculate the distance, the following formula (1) is provided:

S cred

T) X (cred(v) + cred(u)) X |[comp(v) N comp(u)|, @

where: w is the distance between courses v and u,
>cred is the overall sum of credits in learning plan,
N is the number of courses in curriculum,

cred(x) is the number of credits for course X,
{comp(x)} is the set of competences for course x.

w(v,u) =

The quality of the curriculum is then evaluated using graph density and modularity. It is assumed
that the optimal model should have moderate modularity and high density.

However, the proposed distance measurement is not a proper algebraic metric since w (x, x) is not
equal to zero and the triangle inequality is violated. Even though the zero distance is interpreted as
the absence of link between courses the motivation behind the formula is ambiguous.

One of the references of the previously explored articles is the study [12], which proposes a method
for the formation of an individual educational trajectory using a dynamic equation model. The model
is applicable to a student who has already chosen a program.
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Fig. 1. ER-Diagram of a Learning Plan
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Therefore, it is not appropriate for the research objectives. Furthermore, the paper does not provide
test cases which verify the model's performance.

4. Curricula Structure and Data Warehouse Modelling

In Russia, Higher Education is regulated by the respective Federal Law [13] and Education
Standards [14]. These documents were analyzed to create the Entity-Relationship model (Fig. 1).

Then it was transformed to a Data Warehouse Star-Schema (Fig. 2).

| Competence

+ID: Integer
+ Competence Code: String

+ Competence Name: String

Curricula

+ Competence Type: String

Program
+ ID: Integer

+ Program Name: String

Degree
+ Degree Code: Integer

+ Degree: String

+ ID: Integer

+ CourselD: Integer

+ CompetencelD: Integer
+ ProgramID: Integer

+ Field Code: String

+ DegreelD: Integer

+ UniversityID: Integer

+ FacultyID: Integer

Course

W

+ ID: Integer

+ Course Name: String
+ Course Type: String
+Added: Date
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Field of Study

e

+ Field of Study Group Code: String (Nullable)
+ Field of Study Code: String

+ Field Name: String

+ EnrollmentYear: Integer

University + Year: Integer Faculty ‘
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+ID: Integer + ClassroomHours: Integer (Nullable) +ID: Integer

+ University Name: String + Credits: Integer + Faculty Name: String

Fig. 2. Data Warehouse schema

Table 1. Modules and functionality

Module Functionality

Webpage User Interaction

API Gateway Load distribution

Data Access Layer Request handling and access to learning plans data

Data Warehouse Storage for learning plans data

ETL Module Data scraping, processing, transformation to SQL and loading

Machine Learning Model Advanced analytics

Since the graphical interface is requires for user’s convenience, a Single Page Web Application is
implemented. In order to access data from the warehouse REST API [15] was developed and
deployed in Docker Container [16].

Furthermore Nginx [17] proxy server is used for load distribution since the scalability is required
due to the seasonality of university enrollment. ETL module is devised for data scraping. Due to
different formats of curricula (pictures, tables, pdf-files) the process is not unified yet.

5. Course Similarity Measurement
In order to find similar courses, the following algorithms might be used:
1. Choose two educational programs and obtain their learning plans.
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2. For each course in the learning plans assign the competences it improves, find their
description (the code will not suffice) in the educational standard.

Using pretrained model, vectorize each competence description.
For each course compute the mean vector using formula.

o~ w

Normalize the mean vector to unit length.

6. Find nearest neighbors using L2-norm or cosine similarity.
The course names themselves could be used instead of or combined with competence descriptions
for steps 2-4 to find the similar courses.
For the experiment the SBERT model [18] was used. As an example, the Software Engineering and
the Business Informatics programs taught at the Perm Campus of HSE University were selected.
Their curricula were scraped using Selenium [19] and used for the test (Table 2).
The cosine measurements computed for course names and the sets of competences assigned to them
are uncorrelated (Pearson and Spearman correlation coefficients equal to -0.11 and -0.13,
respectively).

Table 2. Most similar courses

Software Business
Engineering Informatics course Cosine Similarity (names) | Cosine Similarity (comp.)
Course
Top 5 similar by competences
. Strategic
Group Dynamics Management 0.08 0.69
. Theory and History
Group Dynamics of Management 0.14 0.69
Group Dynamics Decision-making 0.04 0.69
Software Design IT-business 0.40 0.65
infrastructure
Databases Accounting 0.10 0.65
Top 5 similar by names
Web Programming | Web Programming 1.00 0.44
Safe Living Basics Safe Living Basics 1.00 0.35
Discrete Discrete
Mathematics Mathematics 1.00 0.10
Research Seminar Research Seminar 1.00 0.46
Programming Programming 1.00 0.11

To evaluate the models, expert assessments are used. For that 150 random samples are chosen and
ranked manually. Competence-based measurements correlate weakly with expert assessments
(Pearson coefficient 0.12), while Name-based measurements show a moderate correlation (Pearson
coefficient 0.65).
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It is evident that comparison of courses by name gives an imprecise match due to lack of detail, as
it favors the general courses (such as History, Law and Economics) or the course with the same
name. The name may change over the course of time, but the model would mark them as two
different courses. In similar way, it could be taught under various names (e.g., on several educational
programs). Though it might be used to provide the overall rough estimate of resemblance.

For this the ratio between the quantity of similar courses (we consider the course similar if the cosine
similarity between respective embeddings is higher than 0.65) and the total number of courses for
two programs could be computed.

It should be noted that the competence-based approach is inadequate if the data contains
inconsistently assigned competences. For example, the above-mentioned Business Informatics’
Linear Algebra course is said to develop "positioning products in the global marketplace™ (which
certainly does not reflect the essence of Linear Algebra).

6. Conclusion

The scientific novelty of the study lies in the use of information technology to analyze curricula. It
should be stressed that the project is an investigation into an area of study which is still under-
researched. Preliminary research shows that the average number of lessons decreases with the year
of study.

Natural language processing methods have been used to compare courses using their names and
competences assigned to them.

There were 200 learning plans scraped in purpose of the research. It is planned to scale the project
using data from other universities, such as Moscow State University. In future work the other data
(such as descriptions of courses and historical data) and methods (such as expert systems) could be
used to identify similar courses.

Future work should focus on developing an intuitive user interface based for exploratory search [20].
A guide summarizing the domestic education system and its regulation could be created to improve
the user experience.
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