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Abstract. The COVID-19 pandemic was the first health crisis to affect the entire world in this century. The
data captured revealed a lack of organization and control in health measures, containment, and mitigation
policies, as well as a lack of planning and coordination in the use of medical supplies, which motivated the
development of prediction models that provided predictive information on the evolution of the pandemic. In
this work, a time series of accumulated cases of infection was generated through official data provided by the
Ministry of Health of the Government of Mexico. Six deterministic and stochastic predictive models were
applied to this information to compare their efficiency in predicting cases of COVID-19 infection. These
models were applied to data from two cities in Mexico, Colima and the State of Mexico. The study concludes
that the ARIMA and ANN MLP models adapt better to the data that is generated daily, therefore, they have an
improved prediction capacity.
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Annoramus. [Tangemuss COVID-19 crana mepBbIM KpH3HCOM B 00JIaCTH 3[paBOOXPAaHEHUsS, 3aTPOHYBIINM
Bech MHp B 3ToM cronetud. CoOpaHHbIE JJaHHBIE BBISBIIM OTCYTCTBHE OPraHM3allMM U KOHTPOJS B Mepax
3[paBOOXPAHEHMS, CHCP)KHBAHUM M CMATYEHHH TOCIEACTBHH, a TaKkkKe OTCYTCTBHE IUIAHHPOBAHUS U
KOOPJMHAIIMM B HCIONB30BAHUM MPEIMETOB MEAMIMHCKOrO HA3HAY€HWs, 4TO MOOYIWIO K pa3paboTKe
Mozieniel IPOrHO3UPOBaHMUs, KOTOPbIE MPEJOCTaBIIM IIPOrHO3HYI0 MH(OPMAIMIO O Pa3BUTHHU NaHaeMuu. B
9T0i paboTe BpEeMEHHBIE Psi/ibl HAKOIIEHHBIX CIIYYaeB 3apayKeHUs! ObLITH MOJIYYESHBI C TIOMOIIBIO OQUIMATBHBIX
JaHHBIX, TPEIOCTABICHHBIX MUHHUCTEPCTBOM 3]paBOOXpaHeHUst TNpaBuTenbcTBa Mekcuku. K aroit
uHpopMamy ObUTH MPHMEHEHBI IIECTh JIETEPMHHUPOBAHHBIX M CTOXaCTHYECKUX MPOrHOCTUUECKUX Mojienel
IU1sL cpaBHEHUsI UX 3((QEKTUBHOCTH B IIPOrHO3UPOBAaHUH ciydae 3apaxenus COVID-19. Otu monenn Obun
MPUMEHEHBI K JIJAaHHBIM U3 ABYX roponoB Mekcuky, Komumer u mrrata Mekcuka. B mccnenoBanun nenaercs
BEIBOXL 0 ToM, uTO Mozienit ARIMA u ANN MLP ydnie ananTupytoTcs K JaHHBIM, KOTOPBIE T€HEPHPYIOTCS
€)XEIHEBHO, ITO3TOMY OHH UMEIOT YIYYIIEHHYIO CIIOCOOHOCTB NMTPOrHO3MPOBAHHUSL.

KioueBrbie caoBa: mangemus COVID-19; mammHHOEe 00y4YeHHWE; MPOTHOZUPYIOIIHE MOJIEIH; MOJENb
ARIMA; moznens ANN MLP.

Jst murupoBanmus: Koprec-Maprunec K. B., Dcrpaga-Ockusen X., Maptunec-Pebosip A. IIporHosupoBanue
ciyyaeB 3apaxenus COVID-19 B Mekcuke Ha ocHOoBe Mozeineli BpeMeHHbIX psiaoB. Tpynsl UCII PAH, Tom
36, Boim. 6, 2024 ., crp. 231-246 (na anrnuiickoM s3bike). DOI: 10.15514/ISPRAS-2024-36(6)-13.

1. Introduction

The COVID-19 pandemic emerged in December 2019 in the city of Wuhan, China; This event set a
precedent in the study of diseases and public health emergency declarations due to its rapid spread
globally [1]. In Mexico, the first case was recorded in February 2020 [2], despite containment
measures [3], increases in the number of cases were observed, generating multiple waves of
contagion until 2021. At this point, various models were created to predict the evolution of the
pandemic using time series, but their limitations are still recognized, due to the variability of the
data, the appearance of new variants of the virus, other socioeconomic factors, and the effectiveness
of various control measures. Therefore, the objective of this paper is to contrast the efficiency of
different models used in the literature for the analysis in predicting infection cases, considering only
the data collected by the Ministry of Public Health in Mexico [4], through the use of time series.
The rest of this work is organized as follows: In section 2, a summary of related works is presented.
Section 3 details the methodology proposed in this article, from obtaining and analyzing the data set
to the representation and experimentation with the various predictive models found in the literature.
Section 4 shows the results and discussion. Finally, section 5 presents the conclusions and future
work.

2. Related work on time series prediction

The data that describes the evolution of infections were used in several research groups for
implementing predictive models and also to analyze, both statistically [4] and focused on machine
learning [5-6], different characteristics of the COVID-19 pandemic, highlighting its effectiveness in
different contexts, for example:
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e Prediction of outbreak trends: Linear prediction models, support vector machines and
exponential smoothing were used in the research of [7] and [8].

¢ Infection wave prediction: [9] and [10] applied LSTM and RNN to describe the fluctuations
in the increase in the number of infection cases.

e Prediction of positive cases: [11] used an MLP to predict the maximum number of positive
patients, [12] [13] demonstrated the effectiveness of the ARIMA and Prophet model, [14]
[15] used a model with LSTM-GRU to the same task, however this latest work added the
calculation of the future transmission of the virus.
In the current debate about which predictive model can efficiently provide, plan and address
response strategies and resource allocation, the limitations of each of them are identified, mainly
due to the variability and quality of the data that feed the databases, the emergence of new virus
variants, the control measures applied and the inclusion of external covariates. Therefore, the
objective of this article is to contrast the efficiency of different models used in the literature for the
analysis in predicting infection cases, considering only the data collected by the Ministry of Public
Health in Mexico [16], through the use of time series.

3. Methodology used in the comparison of prediction models

The methodology was divided into five stages (Fig. 1). In the first, COVID-19 data from Mexico
were collected; in the second, they were analyzed and pre-processed to represent them; in the third,
they were organized by time series; in the fourth, various prediction models found in the literature
were tested. The last stage was the graphing and comparison of the experimentation on the data
generated daily during the pandemic.

STAGE 1 STAGE 2: STAGE 3: STAGE 4 STAGE 5:
Obtaining th $ Analysis of the $ Representation $ Experimentati'on $ Comparison and
taining the inf . of data ! S graphing of real
COVID19 Data information. through time with prediction cases with the cases
Set in Mexico. Data series. models. predicted in

predictive models.

Preprocessing.

Fig. 1. Methodology for the analysis of time series with prediction models.

3.1 Obtaining the dataset

The data [16] comes from the Ministry of Health of the Government of Mexico, through the General
Directorate of Epidemiology, and was reported during the period from April 19", 2020 to December
31%, 2021. The data contains only the reported cases of COVID-19 in the different Health Centers
nationwide distributed in the thirty-two states. The total number of records obtained was 12,698,740,
of which 1,986,260 were analyzed, corresponding only to the states of Colima and the State of
Mexico. In addition, each of the records can be divided into groups of: infected, deceased,
municipality, state, latitude and longitude. Data were fitted to 7- and 30-day time series.

3.2 Analysis and preprocessing of information

Given the nature of the pandemic, the COVID-19 dataset [16] was found to have noise (mis captured
information), redundancy, some missing values (mainly in the comorbidity fields) and outdated data,
so0 it was proposed to normalize and transform in such a way that the resulting set was consistent.
For the case study of this article, data corresponding to two states in Mexico were selected:

e Colima: the state with the smallest population (731,391 inhabitants) [17].
o State of Mexico: the state with the largest population (16,992,418 inhabitants) [17].

The state of Colima has a territorial area of 5,625 km? while the State of Mexico has 22,500 km?,
that is, 23.23 times larger than Colima.
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During the year 2020, in the state of Colima 630,204 possible cases of contagion were reported
(Table 1), but only 8,025 were confirmed (Table 2); while in the state of Mexico of the 5,832,576
cases reported (Table 1), only 161,809 infections were confirmed (Table 2), within the
Epidemiological Surveillance System for Viral Respiratory Disease [16]. For the year 2021, the
number of infection cases in Colima was 33,509 confirmed (Table 2), and for the State of Mexico
there were only 427,068 (Table 2).

Table 1. Characteristics of the states of Colima and the State of Mexico [16, 18].

Description Colima State of Mexico
Number Inhabitants 731,391 16,992,418
Reported Cases Year 2020 630,204 5,832,576
Reported Cases Year 2021 658,977 11,126,420

Table 2. Data reported from the states of Colima and State of Mexico at the national level [16].

Types of Accumulated Cases Colima Estado De México
Confirmed 2020 8,025 161,809
Negatives 2020 7,438 210,710
Suspects 2020 1,802 56,530
Deaths 2020 820 23,961
Confirmed 2021 33,509 427,068
Negatived 2021 44,965 864,552
Suspects 2021 2,554 95,033
Deaths 2021 2,041 45,443

According to the number of cases registered at the national level (Table 1), Colima reported until
2021 almost 90% of cases with respect to its total population, and the State of Mexico up to 65%. A
possible cause for the reporting of a greater number of cases in the state of Colima may be related
to population density and its territorial distribution, since Colima has 130 inhabitants/km? on
average, while the state of Mexico has 760. inhabitants/km?, the latter concentrating the largest
population in its capital with respect to its 125 municipalities.

Once the data was reviewed and normalized, preprocessing was done, for this a Univariate analysis
was carried out in R and Python, to understand the distribution, central tendency, dispersion, and
other aspects of each variable in the data set, through a statistical summary and application of Filter
Methods such as ANOVA and Chi-Square [19]. In this stage, the objective was that each of the
characteristics obtained in the data set were within the same scale (for example, in the sex attribute,
the categorical values were 1 = woman, 2 = man and they jumped up to category 99 = not specified),
with the purpose that the values of its distribution and frequency did not affect the interpretation of
the predictive model. Some values were also imputed, such as the age attribute, where sometimes
atypical data were found but since they were scarce, values were assigned using the median.
Subsequently, SHAP (SHapley Additive exPlanations) [20] was used, because SHAP considers all
possible combinations of features and calculates the average marginal contribution of each feature
across these combinations, thus identifying which attribute is most important in a prediction and
detecting biases or inconsistencies in the predictive model. For our case study, this tool showed that
some attributes were irrelevant (such as those referring to comorbidities), helping to reduce the
dimensionality of our dataset. Finally, we verified the homoscedasticity of the data with the Box-
Cox Transformation. For future experiments, the accumulated cases were counted to obtain the
number of confirmed cases of infection, negative cases, suspected cases, deaths, and recovered
cases.
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3.3 Representation of data using time series

A crucial tool to understand, manage and control the spread of a disease is the time series [21]; to
represent the information from the states of Colima and Mexico, the total number of infection cases
reported during the years 2020 and 2021 was counted by daily date and by week (Fig. 2 and 3).
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Fig. 2. Time series of accumulated cases of COVID-19 infection in the state of Colima,
period April 2020 to December 2021.

Datos reportados del Estado de MEXICO
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Fig. 3. Time series of accumulated cases of COVID-19 infection in the State of Mexico,
period April 2020 to December 2021.

In the two previous series, the similarity can be seen in week 42 of the year 2020 (January 4™, 2021
and January 6™, 2021) and week 20 of the year 2021 (January 4™, 2021 and January 7", 2021) where
a downward peak is observed, this is explained because changes were made to the records, and new
attributes were added: PCR test information and new classifications. In week 45 of 2021 year,
Colima registered a decrease due to the cases of deaths reported compared to the cases of infection;
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In week 46 of 2021 year (corresponding to the dates from November 15", 2021 to November 21,
2021), both states had an uptick in contagion cases. The above could have derived from the case of
omission in the containment measures with respect to the previous two weeks, since in Mexico the
month of November is a month of traditions, in addition to the fact that approximately 80% of the
population was already vaccinated with the first dose [22]. In the distribution of the data for both
states, a certain seasonal component can be understood, because a stable range without trend is
maintained in the periods of growth and decrease. Given the complexity of the problem addressed,
in terms of the amount of information collected, the trends were exemplified on an annual, monthly,
and weekly basis, taking periods of 7 days and 30 days for experimentation.

4. Results in the comparison of prediction models

4.1 Experimentation with prediction models

In the literature, various models have been found that address the problem of estimating and/or
predicting the number of infection cases through time series [23] [24]. Therefore, six models were
experimented with that used different criteria, concepts, and methodologies, classifying them as
deterministic and stochastic (Fig. 4). In the deterministic model [25] the values in its parameters are
usually constant and rigid (controlled behavior), while in the stochastic model [25] the parameters
used have random or estimated values (probabilistic behavior), that is, according to the literature,
the latter captures the behavior of diseases more realistically. Once the data and predictive models
were identified, they were compared and experimented with each of them.

f‘

#* Controlled Behavior. ¥ Regression
N * Fi i
Deterministic !:lxed and constant values in * SNAIVE
its parameters. * MeanF
Mathematical < ¥* Follow patterns.

Models % Probabilistic Behavior. * SES
Stochastics < # Estimated values. * ARIMA

* |nherent variability. %* ANN

~
Fig. 4. Classification of mathematical models in the prediction of COVID-19 infection cases.

4.2 Comparison between Regression, SNAIVE and MeanF

The regression model [26-27] allows the incorporation of various predictor variables, however, it
attempts to place the value of its parameters in a linear manner, which makes its implementation
difficult to represent the real world, that is, collinearity in it can lead to imprecise estimates, so their
confidence intervals are wide. The SNaive (Simple Smoothing) [28] and MeanF (Averaging
Method) [29-30] models are methods based on past values of a time series, so their prediction
focuses on sequential data, so they do not adequately capture the trend. seasonality and randomness.
noise. These models are represented with the following equations (Table 3).

As seen in Fig. 5, using the Regression model [27], the prediction does not converge with almost
any data, however, it seems to exemplify the trend of the data. In Fig. 6, for the State of Mexico, the
regression model simply did not reflect a prediction during the year 2020 with an observed period
of 7 days; and for the data for the year 2021, it only reflected the trend they had.

Since the SNaive model [28] focuses on the estimated value of the average of the previous values,
in the graphs of both the state of Colima (Fig. 7) and the state of Mexico (Fig. 8) similarities were
observed in the behavior of the real values with the predicted ones, although the latter are far from
the real data.
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Table 3. Equations of Regression, SNaive y MeanF models.

Model Equation Parameters
Regression Y =8,+pBX+¢ (5 Y is dependent variable (that wants it to predict).
Bo is the ordinate at the origin or intercept.
B, isthe slope of a regression line.
X isthe independent variable (used to make the prediction).
¢ isthe error that represents the variability not explained by the model.

SNAIVE Vii1 = Y, (6) Y represents the prediction for time ¢ + 1.
Y, is the last value observed in time.
t time.
MeanF Vipr = %Zl‘:lYi 0] Y;,1 represents the prediction for time t + 1.

Y; are values observed at the previous times, fromi =1toi = t.

t is the number of past observations in the time series.
The MeanF model [30], as its name indicates, is based on calculating the arithmetic mean of past
values in a time series to predict the future value, so it follows a constant pattern based on historical
observations, that is, its relationship with time series lies in making forecasts on sequential data. For
the infection cases from the state of Colima (Fig. 9), given that the data was scarce, only when these
were described every 7 days was it possible to capture a pattern similar to that of the real data,
however, in obtaining predictive data at 30 days, this model did not even exemplify a trend. With
the experimentation of the MeanF model in the state of Mexico (Fig. 10), during 2020 year the data
observed for 7 days had wider fluctuations compared to the real data; for the information collected
in 2021, MeanF became more robust and less sensitive to changes, reducing errors between observed
and predicted data.

*+ Prondstico utilizando Regresidn para el Estado de Colima 2020 *+* = Prondstico utilizando Regresion para el Estado de Colima 2021 *+*
Intervalo de 7 dias RMSE: 14134.65, MAE: 12142.29 Intervalo de 7 dias RMSE: 39775.02, MAE: 29277.04
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Fig. 5. Regression Model of the state of Colima.

=+ Prondstico utilizando Regresian para el Estado de México 2020 *++ == Pronostico utilizando Regresion para el Estado de México 2021 =+
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Fig. 6. Regression Model of the state of Mexico.
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Fig. 7. SNAIVE model of the state of Colima.
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Fig. 8. SNAIVE model of the state of México.
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Fig. 9. MeanF model of the state of Colima.
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4.3 Comparison between SES, ARIMA, ANN

The SES [29], ARIMA [30] and ANN [31-32] models are of the stochastic type and explicitly
capture the variability of past information, that is, they estimate their predictions from a tuning of
the errors generated from historical data, which generates greater certainty. These models are
represented by the equations shown in Table 4.

Table 4. Equations of the SES, ARIMA y ANN models.

Model Equation Parameters
SES Vipi=a Y, +(1-a) Y, (8) Y, isthe prediction for time ¢t + 1.
Y; is the value observed at time ¢t.
Y, is the prediction for time ¢ (the predicted value in the
previous period).
a is the smoothing factor, a value between 0 and 1 that
controls the weight of the most recent observation to the
previous prediction.
ARIMA Y, =c+ ¢ Y + Y s+ + Y, + Y isthe value of the time series at time ¢.
0181 + 026 5+ + 045 _gt+ & (9) cisaconstant
¢1, P2, ..., ¢, are the autoregression parameters, which
represent the relationship between the current value and
the past values of the series.
01,05, ..., 8, are the moving average parameters, which
represent the relationship between the current value and
the past errors of the series.
&, is the error term at time ¢, reflecting variability not
explained by the autoregressive and moving average
components of the model.
ANN z0 = wllgl-11 4 pll g1 = g(z/U) (10) 2z isthe activation vector before applying the
activation function at layer [.
w W is the weight matrix associated with layer 1.
al'~11 js the activation vector of the previous layer.
b is the bias vector at layer 1.
g() isthe activation function applied element by
element.

Although the SES [29] model is easy to implement compared to others such as ANN [31, 33] and
ARIMA [30, 32], in this experimentation, one of its limitations in prediction was the need to assign
an alpha value, which controls the most recent observation, which leads to a lack of long-term
memory, consequently it falls into an analysis where the trend of the data must be more linear or
constant, no matter if the amount of information is little (Fig. 11) or a lot (Fig. 12) to predict. In this
experimentation, the SES model simply did not converge with any of the data.

The ARIMA (Autoregressive Integrated Moving Average) model [31] consists of 3 main
components:

e AR (Autoregressive): which models the dependence of a current observation on past
observations.

o | (Integrated): which indicates the stationarity of a time series.

o MA (Moving Average): indicates the relationship of the dependence between a current
observation and past errors, using moving average coefficients.

In the ARIMA experiment, the time series of the state of Colima (Fig. 13) and the State of Mexico
(Fig. 14) presented the lowest error, likewise, the prediction reflected a more adequate behavior
concerning the real data.

Finally, an ANN MLP (Multi-Layer Perceptron) model [32] was experimented with, which, by its
nature, can solve problems that are not linearly separable in addition to capturing complex
relationships between variables. In this experiment, for the case of the state of Colima (Fig. 15), the
predicted data matched the real data better when they were studied for 7 days.
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With the data from the state of Mexico (Fig. 16), a better result will also be considered when these
are analyzed in a shorter time.

150000

125000

100000

75000

Nimero de casos

50000

25000

1e6

**+ Pronodstico utilizando SES para el estado de Colima 2020 *+*
Intervalo de 7 dias RMSE: nan, MAE: nan
Intervalo de 30 dias RMSE: nan, MAE: nan

— QObservado (7 dias)

-=- Pronastico (7 dias) 5
o
b
L]
L 400000
a
q
200000
o
-]
i
E 0
=
=
Apr May  jn jl Aug  Sep Ot How Dec
2020

FECHA_INGRESO

Prondstice utilizando SES para Colima 2021

intervalo de 7 dias nRMSE: nan, MAE: nan

para intervalo de 30 dias RMSE: nan, MAE: nan

= Observado (7 dias)
=== Prondstico (7 dias)
— Observado (30 dias)
=== Pronastico (30 dias)

lu'|

La'n !
2021
Fechas

oct

Fig. 11. SES model of the state of Colima.

*+ Prondstico utilizando SES para el Estado de México 2020 #++
Intervalo de 7 dias RMSE: 138509.47. MAE: 104560.84
Intervalo de 30 dias RMSE: 107435599, MAE: 83408413

25

Nimero de casos

—— QObservado (7 dias)
=== Pronastico (7 dias)
—— Observado (30 dias)
=== Pronostico (30 dias)

Mar ot Nov Dec

Namero de casos

400000

300000

200000

100000

=¥ Prondstico utilizando SES para el Estade de México 2021%*
intervalo de 7 dias RMSE: nan, MAE: nan
intervalo de 30 dias RMSE: nan, MAE: nan

—— Observado (7 dias)
=== Prongstico (7 dias)
—— Observado (30 dias)
= Pronostico (30 dias)

Jul ot Jan Apr Jul
2021
Fecha de Ingreso

Fig. 12. SES model of the state of México.

Numero de casos de infeccian

700000

600000

500000

400000

300000

200000

100000

0

*=+Prondstico utilizando ARIMA para el estado de Colima 2021 *+*
intervalo de 7 dias RMSE: 12362.02, MAE: 7212.72
intervalo de 30 dias RMSE: 97832.96, MAE: 68201.46

5 —— Observado (7 dias)

~=- Pronostico ARIMA (7 dias)
—— Observado (30 dias)

-=- PronGstico ARIMA (30 dias)

Jan Apr
021
Fecha de Ingreso

l oct

Fig. 13. ARIMA model of the state of Colima.

b At May  n ol Aug Sep
2020
Fecha de Ingreso
Prondstico utilizando ARIMA para el estado de Colima 2020
intervalo de 7 dias RMSE: 3973.17, MAE: 2628.39
intervalo de 30 dias RMSE: 34108.41, MAE: 27086.93
, |~ Observado (7 dias)
200000 /=== Pronéstico ARIMA (7 dias)
i \ |[— Observado (30 dias)
5 / —=- Prangstico ARIMA (30 dias)
& 150000
£
z
]
8
# 100000
»
k]
2
E
E soo000
E
]
Mor May  lm Jl Mg S Ot Nov Dec  Jan
2021
Fechas
=¥ Prondstico utilizando ARIMA para el Estado de México 2020 *+*
intervalo de 7 dias RMSE: 32433 86, MAE: 23188 .59
186 intervalo de 30 dias RMSE: 357044.47, MAE: 272719.54

w

=Y

15

10

Nimero de casos de Infeccion

s

— QObservado (7 dias)
v === Prongstico ARIMA (7 dias)
—— Observado (30 dias)
=== Prondstico ARIMA (30 dias)

240

Apr May  Jun  Jul Aug  Sep Ot Nov  Dec

Fecha de Ingrese

Namero de casos de Infeccian

500000

400000

300000

200000

100000

*+* Prondstico utilizando ARIMA para el Estado de México 2021+
intervalo de 7 dias RMSE: 9927.80, MAE: 5872.31
intervalo de 30 dias RMSE: 78874.45, MAE: 55926.12

—— Observado (7 dias)
-~ Prongstico ARIMA (7 dias)
—— Observado (30 dias)

-~ Pron6stico ARIMA (30 dias)

Jul Jan
2021

Fechas

Fig. 14. ARIMA model of the state of México.



Koprec-Maprunec K. B., Dcrpaga-Dckusen X., Maprunec-Pe6osip A. [Iporrosuposanue ciydaes 3apaxenns COVID-19 B Mekcuke Ha
OCHOBE MOzielIei BpeMeHHBIX psafioB. Tpyost MCIT PAH, 2024, Tom 36, Bbim. 6 c. 231-246.

* Pronéstico umlzan(lu Red Neuronal MLP para el estado de cahma 2020 *
tervalo de 7 dias MSE: 89143.18, MAE: 2
intervalo de 30 dias MSE. 230727 87, MAE: sz 0

= Pronéstico utilizando Red Neuronal MLP para el estado de Colima 2021 ***
intervalo de 7 dias MSE: 393878 89, MAE: 487.74
intervalo de 30 dias MSE: 2397256.39, MAE: 1100.09

— Actual
=== Pregiction (7 dias)
— Actual

~== Prediction (30 dias)

— actual
=== Prediction (7 dias)
— Actual

Prediction (30 dias)

Némero de casos de infeccién

100 200 300 400 500 600

Fig. 15. MLP model of the state of Colima.

*++ Pronéstico utilizando Red Neuronal MLP para el Estado de México 2020 =+
intervalo de 7 dias MSE: 16803953 52, MAE: 3246.97
intervalo de 30 dias MSE: 120207752.91, MAE: 9470.18

= Pronostico utilizando Red Neuronal MLP para el Estado de México 2021 *+
intervalo de 7 dias MSE: 356105.99, MAE: 436 67
intervalo de 30 dias MSE: 1524462.85, MAE: 933.56

— Actual
L === Prediction (7 dias)
al

— ectuat
120000 === Pregiction (7 dias)

— Actual

Prediction (30 dias)

- , M
- My,

[ 50 100 150 200 20 00 0 100 200
Dias

Némero de casos de infeccién
E

Fig. 16. MLP model of the state of México.

4.4 Discussion of results

To evaluate each of the predictive models, the averaged error biases were obtained (from the real
data with the predicted data), and they were evaluated with the RMSE (Root Mean Square Error)
and MAE (Mean Absolute Error) metrics. A low RMSE indicates that the model is producing
accurate predictions, however, because errors are first squared before averaging, this metric comes
to penalize large errors more. Likewise, if an MAE is low, it indicates that the model has accurate
predictions, which, due to its nature, only shows the difference between the predicted value and the
actual value. The following Tables (Tables 5 and 6) show the data resulting from the application of
these metrics.

Table 5. Description of the predictive models in the time series of the State of Colima.

State | Year COLIMA 2020 COLIMA 2021
Period 7 days 30 days 7 days 30 days
Model | Error RMSE MAE RMSE MAE RMSE MAE RMSE MAE

Regression 14,134.65 12,142.29 58,415.69 51,311.96 | 39,775.02 29,277.04 163,975.69 121,424.67
SNAIVE 4,369.11 3,028.98 43,100.18 35,961.11 | 12,740.78 7,462.34 108,163.29  69,608.81

MeanF 8,349.20 6,860.82 NAN NAN 20,880.34 14,252.88 NAN NAN
SES NAN NAN NAN NAN NAN NAN NAN NAN
ARIMA 3,973.17 2,628.39 & 34,10841 27,086.93 | 12,362.02 7,212.72 97,832.96 68,201.46
MLP 89,143.18 = 207.80 230,727.87 = 362.03 | 393,878.89 = 487.74 @ 2,397,256.39 = 1,100.09

*Notation: Numbers in italics indicate high error values. Shaded values indicate low values. Values in bold indicate the
lowest values. NAN notes that the model did not make the prediction.

Table 6. Description of the predictive models in the time series of the State of Mexico.

State | Year STATE OF MEXICO 2020 STATE OF MEXICO 2021
Period 7 days 30 days 7 days 30 days
Model | Error RMSE MAE RMSE MAE RMSE MAE RMSE MAE
Regression 182,501.14  157,179.57  769,797.17  666,628.63 32,071.90 23,983.11 132,155.10 99,225.80
SNAIVE 39,708.42 27,767.02 539,959.12  443,259.18 10,244.29 6,065.27 87,527.85 56,576.14
MeanF 95,305.38 77,629.11 NAN NAN 16,903.38 11,693.50 NAN NAN
SES 138,509.47  104,560.84 1,074,355.99  834,084.13 NAN NAN NAN NAN
ARIMA 32,433.86 23,188.59 357,044.47  272,719.54 9,927.80 5,872.31 78,874.45 55,926.12
MLP 16,803,953.52  3,246.97 120207752.91  9,470.18 356,105.99 436.67 1,524,462.85 933.56
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*Notation: Numbers in italics indicate high error values. Shaded values indicate low values. Values in bold indicate the
lowest values. NAN notes that the model did not make the prediction.

Regarding the period analyzed, the lowest errors occurred in the data analyzed for 7 days. The
individual results of the MeanF and SES models showed that they were not able to predict data at
some point in the experimentation, because they require controlling or averaging previous data so
that the prediction has a value between 0 and 1. The results of the Regression model frequently
presented the highest error values in the MAE metric, which indicates that the predicted data never
converged with the real data.

The SNAIVE model, although it presented errors, the predicted data in its graph showed behavior
similar to the real data. The values with the lowest errors, shown in Tables 5 and 6, concerning the
experimental models were those of ARIMA and MLP (shaded in gray); Although the ANN MLP
came to present the highest values of errors in the RMSE metric, this only tells us that it usually
adjusts/adapts better to a longer period of time in addition to reducing the error more significantly
at a greater number. of data. The lowest results were presented by the MLP model (shaded in Bold),
with an observed period of 7 days. Within the previous graphs (section 3), you can see more clearly
the projection of the real data and the predicted data.

5. Conclusions and future work

Taking into consideration the set of data provided by the Ministry of Health of Mexico, some of the
predictive models did not show the expected predictive behavior; however, the results shown by
ARIMA and ANN showed lower errors compared to the other models. The prediction analysis
carried out in this work contrasts with the results of other investigations; unfortunately, most of these
do not share the parameters used, and the results usually vary concerning the data set they study in
their experimentation, which makes it difficult to improve the models and/or be used as a reference
to continue with new research. With the results obtained in this research, it is proposed to develop a
model that focuses on prediction, not only of cases of infection of the COVID-19 pandemic but also
of other diseases, adding other factors and/or experimenting with other types of models of ANN like
the LSTM.

Code Availability

All results for this study were generated using R and Python. The code that generated the figures in
this article is available at https://github.com/KeilaVCortes/COVID19_prediction.
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Amucuss MAPTUHEC-PEBOSIP nonyunia creneHs Maructpa B 001acTH KOMIBIOTEPHBIX HAYK B
HanoHampHOM LIEHTpE UCCIIEOBaHMIl M TEXHONOTHYECKUX pa3paboTok B KyspHaBake (Mekcuka)
u creneHb PhD B o6iactu nndopmaruku B Texnudeckom yHuBepcutere Banencuu (Mcnanus), a
TaKkKe CTeNeHb AoKTopa ¢miocopun B o0macTé MHOOPMATUKH M TEICKOMMYHHKALMA B
yausepcurere Tpenro (Uramums) B 2008 romy. C 2009 roma oHa sBisiercs mpodeccopoM-
uccinenoBateneM HaloHanbHOrO ILIEHTpa MCCIEJOBAHMM M TEXHOJNOTMYECKHX pPa3paboTok
CENIDET. ABtop 4 xuur u 6onee 130 pador. Ee HayuHbIe HHTEpeCH BKIIIOYAIOT OOJbIINE JaHHbIE,
WnrepHer Bemeid, yMHbIe Topoaa U ad(heKTUBHBIE BEIYMCICHUS.
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