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Abstract. In this article, we delve into the task of sentiment analysis applied to news articles covering sanctions
against Russia, with a specific focus on secondary sanctions. With geopolitical tensions influencing global
affairs, understanding the sentiment conveyed in news about sanctions is crucial for policymakers, analysts,
and the public alike. We explore the challenges and nuances of sentiment analysis in this context, considering
the linguistic complexities, geopolitical dynamics, and data biases inherent in news reporting. Leveraging
natural language processing techniques and machine learning models, including Large Language Models
(LLM), 1D Convolutional Layer (ConvlD), and Feed-Forward Networks (FFN), we aim to extract sentiment
insights from news articles. Our analysis provides valuable perspectives on public opinion, market reactions,
and geopolitical trends. Through our work, we seek to illuminate the sentiment landscape surrounding sanctions
against Russia and their broader implications.
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AHHOTauusi. B 1aHHOM cTaTbe MBI paccMaTpuBacM 3ajady aHalli3a TOHAJIbHOCTH HOBOCTHBIX CTaTe,
MOCBSIIIICHHBIX CAHKUMSAM NPOTHB Poccuu, ¢ 0COOBIM BHEMaHHEM K BTOPHYHBIM CaHKIMWSIM. C yderom
TEONONTUTHIECKOM HANPSKCHHOCTH, BIMSIOLICH Ha MHPOBBIC COOBITHS, TIOHMMaHHE TOHATBHOCTH HOBOCTEH O
CaHKIMSIX UMEET BKHOE 3HAYCHHUE JUTSI IOJIMTUKOB, aHAIMTUKOB M IIHPOKOM 00IIeCTBEHHOCTH. MBI H3y4aem
BBI3OBBI U OCOOCHHOCTH aHAIN3a TOHAIBHOCTH B JAQHHOM KOHTEKCTE, YUHTHIBas SI3BIKOBBIC CIIOKHOCTH,
FCOMOJIUTHYCCKYI0 JAWHAMUKY M MPEIB3ATOCTh IaHHBIX B HOBOCTHBIX Marepuaiax. VICIoib3ys METO.bl
00paboTKH €CTECTBEHHOTO s3bIKA W MOJICIH MAIIMHHOTO OOYYCHHS, BKJIIOUasi GOJNIBIINE S3bIKOBBIC MOJCIH
(LLM), omnomepHsie cBepxTounble ciou (ConvliD) u mosno cesi3ublie Heiipocetun (FFN), Mbl crpemumest
U3BICYb HH()OPMALIHIO O TOHAJIFHOCTH M3 HOBOCTHBIX cTareil. Har aHann3 mpenocTaBiiseT [EHHBIC CBEICHUS
00 00IIECTBEHHOM MHEHNH, PEAKLIHH PHIHKOB M T€OMOJIUTHICCKHX TeHICHIMAX. B paMkax JaHHO# paboThI Mbl
CTPEeMHMCSI OCBETHTh TOHAIBHBIN JaHAUIA(T, CBA3AHHBIN ¢ CAHKIHAMHA IPOTHB Poccuu, i ux Goree mnupoKue
MOCTIEICTBHS.

KiroueBble clioBa: Kiaccu(puKanuds TEKCTa; aHAIW3 HACTpoeHwuit; cankumu; monens distilbert; amanrauus
HM3KOro panra lora; omHomepHble cBepxTouHble ciou Convld; monHo cessuble Heiipocetn feed-forward
networks.

s uutupoBanusi: A6ono Dnynay b.J1., Lroansioit B. Pacmmpennas xiaccupukanus TeKCTa ¢ TOMOIIBIO
DistilBERT ¢ apanranueii LoRa: cpaBauTensHoe uccnenosanue. Tpyast UCIT PAH, tom 37, Bbim. 3, 2025 1.,
crp. 159-170 (na anrmmiickom s3bike). DOI: 10.15514/ISPRAS-2025-37(3)-11.

BaarogapuocTu. Jto uccienoBanue 6bu10 npoBenenHo npu nomuepxke Al Talent Hub Yuausepcurtera ITMO
u Poccuiickoit akaieMun BHEIIHEH TOproeiu. Poccuiickas akajgemusi BHEIIHEH TOProBIIH peocTaBuiia Habop
JTAaHHBIX JUTS NCCIIEOBAHMS.

1. Introduction

The ever-evolving geopolitical landscape presents policymakers, analysts, and the public with a
constant need to understand the sentiment surrounding critical global events. In the case of sanctions
against Russia, particularly secondary sanctions that impact various countries, gauging public
perception is crucial. Sentiment analysis emerges as a powerful tool in this scenario, offering insights
into the emotional undercurrents of news articles covering these sanctions.

Recent research by Kim et al. (2021) emphasizes the importance of understanding the political
dynamics of sanctions [1]. Their comparative study of sanctions against Russia and North Korea
highlights the varied effects and complexities involved. Sentiment analysis can contribute to this
understanding by revealing public opinion towards these dynamics.

This article explores the application of sentiment analysis, specifically leveraging a Large Language
Model (LLM), to analyze news articles focused on sanctions against Russia. We delve into the
complexities of sentiment analysis within this context, acknowledging the challenges posed by
linguistic nuances (e.g., sarcasm, ambiguity) [2], the fluid nature of geopolitics [3], and potential
biases inherent in news reporting [5]. Through the application of natural language processing
techniques and machine learning models, we aim to extract valuable sentiment-based insights from
a vast corpus of news articles. This analysis will provide a deeper understanding of public opinion,
market reactions, and broader geopolitical trends surrounding these sanctions. Ultimately, this article
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seeks to shed light on the sentiment landscape and its potential implications for the effectiveness
and impact of sanctions against Russia.

2. Related Works

The field of text classification has seen significant advancements over the years, particularly with
the advent of deep learning models. Traditional machine learning methods, such as Naive Bayes and
Support Vector Machines (SVM), laid the foundation for text classification tasks [6]. However, with
the rise of neural networks, models such as Convolutional Neural Networks (CNN) and Recurrent
Neural Networks (RNN) have shown superior performance due to their ability to capture complex
patterns in text data [7, 8].

2.1 Classification

Early works in text classification employed methods like Naive Bayes, SVM, and logistic regression,
which relied heavily on feature engineering [9]. With the emergence of deep learning, CNNs and
RNNs have been extensively used for text classification. These models automatically learn features
from raw text, reducing the need for manual feature extraction [10, 11]. The introduction of
Transformer models, particularly BERT and its variants, has revolutionized text classification tasks.
These models use attention mechanisms to capture contextual relationships in text more effectively
than traditional RNNs [12, 13]. DistilBERT, a lighter version of BERT, maintains its performance
while being more efficient [14]. The use of Low-Rank Adaptation (LoRA) further enhances its
adaptability and performance on specific tasks [15].

2.2 Challenges

Despite significant progress, there are several challenges associated with existing solutions.
Transformer models, while powerful, are computationally expensive and require significant
resources for training and inference [16]. Many models tend to overfit specific datasets, leading to
poor generalization on unseen data [17]. Additionally, deep learning models, including transformers,
often act as “black boxes”, making it difficult to interpret their decisions [18].

2.3 Distinction

This study aims to address some of the limitations of existing approaches by leveraging DistilBERT
with Low-Rank Adaptation (LoRA) for text classification. By using DistilBERT, we achieve a
balance between model performance and computational efficiency [14]. Incorporating LoRA allows
for more efficient fine-tuning on specific tasks, improving performance without substantial increases
in computational cost [15]. Furthermore, we provide a thorough comparison of DistilBERT with
traditional Conv1D and Feedforward Neural Network (FFN) models, highlighting the strengths and
weaknesses of each approach. In conclusion, our work builds upon the strengths of previous research
while addressing some of their key limitations, providing a comprehensive evaluation of modern
text classification techniques.

2.4 Economic Impact of Sanctions

The economic impact of sanctions has been extensively studied, with research highlighting both the
intended and unintended consequences on the target nation’s economy. Hufbauer et al. (2007)
provide a comprehensive analysis of economic sanctions, discussing their effectiveness and the
various mechanisms through which they influence the targeted economy [19]. Their work illustrates
how sanctions can lead to trade reductions, financial instability, and long-term economic decline. In
the specific context of sanctions against Russia, Dreger et al. (2016) analyze the economic
performance of Russia under sanctions and find significant impacts on trade patterns and financial
markets, demonstrating the broad and profound economic consequences of such measures [20].
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2.5 Political Dynamics and Framing Analysis

Understanding the political dynamics of sanctions is crucial for comprehending their overall
effectiveness and reception. Kim et al. (2021) provide a comparative analysis of sanctions against
Russia and North Korea, highlighting the complex political dynamics and varying effects of these
sanctions [1]. Their research underscores the importance of considering the political context when
evaluating the impact of sanctions. Additionally, the framing of sanctions in news media plays a
vital role in shaping public perception and political discourse. Entman (2007) discusses the concept
of framing bias and how media framing can influence public opinion and policymaking processes
[21]. By analyzing the media narratives around sanctions, researchers can gain insights into how
different framings affect public sentiment and political outcomes.

2.6 Low-Rank Adaptation (LoRA)

Low-Rank Adaptation (LoRA) has emerged as a promising technique in the field of machine
learning, particularly for efficiently fine-tuning large language models. Hu et al. (2021) introduce
LoRA as a method that reduces the number of trainable parameters by decomposing weight matrices
into low-rank factors, thereby improving training efficiency without significantly compromising
model performance [15]. This technique is particularly advantageous in scenarios with limited
computational resources, enabling the practical application of large-scale models in tasks such as
sentiment analysis. LoRA allows for the adaptation of large pre-trained models to specific tasks with
minimal computational overhead, making it a valuable tool in the NLP toolkit.

2.7 Feed-Forward Networks (FFN)

Feed-Forward Networks (FFN) are a fundamental component of many neural network architectures
and are widely used in various machine learning tasks due to their simplicity and effectiveness.
Goodfellow et al. (2016) provide a detailed overview of FFNs, describing their architecture, training
processes, and applications [4]. FFNs consist of multiple layers of interconnected neurons, where
each layer transforms the input data through a series of weighted linear combinations followed by
non-linear activations. In sentiment analysis, FFNs are often employed for their ability to model
complex patterns in textual data, capturing the relationships between words and their contextual
meanings to produce accurate sentiment predictions.

2.8 Convolutional Neural Networks (Conv1D)

Convolutional Neural Networks (Conv1D) are particularly effective in natural language processing
tasks due to their ability to capture local patterns in sequential data. Kim (2014) demonstrates the
application of Conv1D for sentence classification, showcasing its potential to extract meaningful
features from text data [10]. ConvlD models apply convolutional filters to the input text, enabling
the identification of n-gram features and local dependencies. This makes them well-suited for tasks
like sentiment analysis, where understanding the context and relationships between words is crucial.
The use of ConvlD in text classification has shown promising results, highlighting its role as a
powerful tool in the NLP landscape.

3. Experiment Setup and Methodology

3.1 Dataset Description

To evaluate the effectiveness of DistilBERT with Low-Rank Adaptation for sentiment analysis in
news articles about sanctions against Russia, we utilized a dataset compiled by the Russian Foreign
Trade Academy. This dataset comprises text data related to various geopolitical and economic events
concerning sanctions on Russia, and each article is labeled for sentiment analysis. Articles were
sourced from reputable news outlets and encompass a range of languages, including Italian, German,
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Chinese, Japanese, Spanish, and Russian. Non-Russian articles were translated into Russian,
creating a monolingual dataset for analysis.

To be included in the dataset, each article needed to explicitly address matters related to Russia post-
February 2022, with a focus on politics, policies, and economic issues. The dataset comprises 583
articles divided into three sentiment categories: 218 marked as positive, 185 as negative, and 180 as
neutral. Positive articles highlight ineffective or disruptive sanctions, new trade opportunities, or
potential advantages for Russia; neutral articles are objective and lack value judgments; and negative
articles discuss the adverse effects of sanctions on Russia or note new restrictive measures imposed
by other countries.

To enhance the dataset, a back-translation augmentation technique was applied. This involved
translating Russian texts into intermediate languages, such as English, and then back into Russian.
This method helped diversify the dataset by generating additional textual variations, which were
then labeled according to the original sentiment categories.

The augmented dataset provides a robust basis for training and evaluating sentiment analysis models,
facilitating a comprehensive examination of model performance on real-world data related to
sanctions and their geopolitical impact.

3.2 Preprocessing Steps

The raw text data underwent several preprocessing steps to ensure consistency and quality. These
steps included:

e Converting text to lowercase.

e Removing HTML tags, email addresses, digits, punctuation, and newlines.

e Collapsing multiple spaces into a single space.

o Normalizing specific Russian characters.

3.3 Model Architecture and Training

We implemented three distinct models for comparison: DistilBERT with Low-Rank Adaptation
(LoRA), Convolutional Neural Networks (ConvlD), and Feed-Forward Networks (FFN). Each
model was meticulously designed to capture different aspects of textual data for effective sentiment
classification.

DistilBERT with Low-Rank Adaptation (LoRA): DistilBERT, a distilled version of BERT, was fine-
tuned using the Low-Rank Adaptation (LoRA) technique to enhance its adaptability for the
sentiment analysis task. LORA reduces the number of trainable parameters by decomposing weight
matrices into low-rank factors, thereby improving training efficiency without significantly
compromising performance.

Model Architecture: The DistilBERT model architecture utilized in this study is as follows:

o Embeddings:

- Word Embeddings: Embedding layer with vocabulary size of 119,547 and embedding
dimension of 768.

- Position Embeddings: Embedding layer with a maximum sequence length of 512 and
embedding dimension of 768.

- Layer Normalization: Applied with € = 1e-12.
- Dropout: Applied with a probability of 0.1.
e Transformer Layers:

Six Transformer blocks, each comprising:
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Multi-Head Self-Attention: Includes dropout with p = 0.1, and linear layers for queries (q
lin), keys (k lin), values (v lin), and output (out lin), each with input and output dimensions
of 768.

Layer Normalization: Applied before attention and feed-forward networks.

Feed-Forward Network (FFN): Consists of two linear layers with a GELU activation
function between them, expanding from 768 to 3072 dimensions and back to 768.

Dropout: Applied with a probability of 0.1 after each sub-layer.

Pre-Classifier: Linear layer transforming 768 features to 768.

Classifier: Linear layer transforming 768 features to 3 classes (positive, negative, neutral).
Dropout: Applied with a probability of 0.2 before the classifier.

Hyperparameters: The DistiIBERT model was trained with the following hyperparameters:

Learning Rate: 4.836 x 10-5.
Batch Size: 32.

Number of Training Epochs: 7.
LoRA Parameters:

- LoRA Rank (r): 8.

- LoRA Alpha: 32.

- LoRA Dropout: 0.1.
Weight Decay: 0.08.

LoRA Configuration: The LoRA configuration applied to DistilBERT is defined as follows:

PEFT Type: LoRA.

Task Type: Sequence Classification (SEQ CLS).

Target Modules: attention.k_lin, attention.q_lin, attention.v_lin.
Fan In Fan Out: False.

Bias: None.

Use RSLora: False.

Initialization: LORA weights initialized.

Runtime Configuration: Ephemeral GPU offload disabled.

Training Procedure: The model was trained using the following procedure:

1.

Data Loading: The preprocessed dataset was loaded and split into training and validation
sets.

Training: The model was trained for 7 epochs with a batch size of 32.

Evaluation: After each epoch, the model’s performance was evaluated on the validation
set to monitor for overfitting.

Checkpointing: The best-performing model based on validation F1-score was saved for
final evaluation.

Convolutional Neural Networks (ConvlD): Convolutional Neural Networks (Conv1D) have proven
to be highly effective in natural language processing tasks by capturing local patterns and
dependencies in sequential data. Kim (2014) demonstrated the application of Conv1D for sentence
classification, highlighting its capability to extract meaningful n-gram features from text [10]. In our
study, the ConvlD model architecture was designed with multiple convolutional layers, each
employing a set of filters to capture different n-gram representations.
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The model incorporates a max-pooling layer following each convolutional layer to reduce
dimensionality and highlight the most salient features. Additionally, dropout layers were
implemented to prevent overfitting and enhance generalization.

The final layers consist of a fully connected dense layer leading to the softmax activation function
for classification.

Based on our experiments, the ConvlD model utilized the following hyperparameters:

Batch Size: 32.

Number of Epochs: 14.
Optimizer: Adam.
Dropout Rate: 0.5.

Filter Sizes: 256, 128, 128.
The kernel size: 7, 5, 3.
For activation: relu.

These settings were chosen based on preliminary grid search experiments aimed at optimizing model
performance while maintaining computational efficiency. The ConvlD model demonstrated robust
performance in capturing local textual features, contributing significantly to the overall sentiment
classification accuracy.

Feed-Forward Network (FFN): The Feed-Forward Network (FFN) model was developed to provide
a baseline comparison against more complex architectures like DistilBERT and Conv1D.

Model Architecture: The FFN model architecture utilized in this study is as follows:

Input Layer: Accepts input sequences of tokens with a maximum length of max_len.
Embedding Layer:

Word Embeddings: Embedding layer with a vocabulary size of vocab_size and an
embedding dimension of 16.

Flatten Layer: Flattens the embedded input to a one-dimensional vector.
Dense Layers:

- Dense Layer 1: 128 neurons with ReLU activation.

- Dense Layer 2: 128 neurons with ReL.U activation.

- Dense Layer 3: 128 neurons with ReLU activation.

Dropout Layer: Applied with a dropout rate of 0.5 to prevent overfitting.

Output Layer: Dense layer with 3 neurons (corresponding to the sentiment classes)
without activation (logits).

Hyperparameters: The FFN model was trained with the following hyperparameters:

Batch Size: 64.

Number of Training Epochs: 14.

Optimizer: Adam.

Loss Function: Sparse Categorical Crossentropy.
Metrics: Sparse Categorical Accuracy.

Training Procedure: The FFN model was trained using the following procedure:
1. Data Loading: The preprocessed dataset was loaded and split into training and validation

sets.

2. Training: The model was trained for 14 epochs with a batch size of 64.

165



Abodo Eloundou B.D., Quanyu W. Enhanced Text Classification Using DistilBERT with Low-Rank Adaptation: A Comparative Study.
Trudy ISP RAN/Proc. ISP RAS, vol. 37, issue 3, 2025. pp. 159-170.

3. Evaluation: After each epoch, the model’s performance was evaluated on the validation
set to monitor for overfitting.

4. Checkpointing: The model achieving the highest validation accuracy was saved for final
evaluation.

To assess the performance of each model, we utilized standard evaluation metrics for text
classification tasks, including accuracy, precision, recall, and F1-score. These metrics provide a
comprehensive understanding of the models’ effectiveness in correctly identifying the sentiment of
news articles.

4. Results and Discussion

4.1 Performance Comparison

Our experimental results indicate that each model — FFN, Conv1D, and DistilBERT — demonstrates
varying strengths across the different evaluation metrics. Table 1 compares precision, recall, f1-
score, and accuracy for each model, providing a detailed view of their performance on sentiment

classification.
Table 1. Performance Metrics of FFN, ConvlD, and Distil-BERT Models.

(Weig/tlgggl AvQ) Precision Recall F1-score Accuracy
FFEN 0.84 0.796 0.80 0.796
ConvlD 0.80 0.78 0.787 0.78
Distil-BERT 0.83 0.82 0.82 0.82

Weighted averages are calculated based on the support for each class.

4.2 Analysis

Feedforward Neural Network (FFN): The FFN model achieved a weighted average precision of
0.8404, a recall of 0.7969, and an fl-score of 0.8045. It performed particularly well on neutral
sentiments, achieving high precision and f1-scores for both positive and neutral categories. This
indicates that the FFN model has strong generalization capabilities, effectively distinguishing
between sentiment categories with good balance.

Conv1D Model: The ConvlD model demonstrated a weighted average precision of 0.8043, recall of
0.7812, and an fl-score of 0.7873. It showed robust performance in recognizing the positive
sentiment category but faced challenges with neutral sentiments. This suggests that ConviD may
struggle to fully capture nuances between neutral and other sentiments, potentially due to its reliance
on local text patterns.

DistilBERT Model: The DistilBERT model achieved the highest accuracy among the three models
at 82%, with a weighted average precision of 0.83 and f1-score of 0.82. Notably, it performed best
on the negative category with a precision of 0.89 and an f1-score of 0.88, indicating it is particularly
effective at capturing this sentiment. While DistilBERT exhibited strong recall across all categories,
it showed a slightly lower precision for positive sentiments (0.70), suggesting room for further fine-
tuning in this category.

Comparison and Insights: Across all three models, FFN and DistilBERT exhibited higher overall
precision and fl-scores compared to ConvlD. While FFN achieved strong performance on all
sentiment categories, DistilBERT excelled in classifying negative sentiments, which may make it
particularly useful for tasks where identifying negative sentiment is critical. ConvlD, while
competitive, demonstrated lower performance on neutral sentiments, which highlights the
importance of selecting models based on the specific sentiment needs of a task.

166



A6om0 Dnyuny B.J1., Hroansiwit B. Pacimpennas knaccudukaius tekcra ¢ nomorusto DistilBERT ¢ aganrauueit LORa: cpaBantensHoe
uccaenosanue. Tpyowt UCII PAH, 2025, Tom 37 Boim. 3, ¢. 159-170.

The confusion matrices indicate that FFN and DistilBERT were more effective in distinguishing
between all sentiment classes, with FFN showing a slight advantage in generalization across
categories. DistilBERT, on the other hand, demonstrated superior precision in identifying negative
sentiment, which suggests its suitability for contexts where distinguishing between negative and
other sentiments is particularly valuable.

4.3 Comparison with Baseline Models

To assess the effectiveness of our models, the performance of the FFN, ConvlD, and DistilBERT
models was compared to a simple baseline model. Both the FFN and DistilBERT models
outperformed the baseline in all evaluation metrics, demonstrating the advantages of using more
advanced architectures for sentiment analysis tasks. DistilBERT, in particular, showed competitive
performance with less computational overhead due to its reduced model size.

4.4 Discussion

Alignment with Ground Truth Data: Our model’s performance was evaluated using standard metrics,
including accuracy, precision, recall, and F1-score, which provide quantitative measures of how well
the model’s predictions align with the annotated sentiment labels in the dataset, representing the
“ground truth.” Confusion matrices for each model (FFN, Conv1D, and DistilBERT) were analyzed
to gain insight into areas of strong performance and potential challenges. For example, the
DistilBERT model exhibited high precision and recall for negative sentiment, indicating a strong
alignment with the ground truth for this category.

Additionally, misclassification instances were examined to identify recurring error patterns, such as
neutral articles being incorrectly classified as positive or negative. These misalignments suggest
areas for improvement in fine-tuning or feature extraction, as they often reflect challenges in
handling nuanced linguistic cues.

To ensure the dataset’s annotations remained consistent, each article was labeled by students of the
Russian Foreign Trade Academy based on specific guidelines for categorizing sentiments as positive,
negative, or neutral. Cross-validation was employed to confirm that the models generalized
effectively across different data subsets, minimizing overfitting to specific patterns or biases present
in the training set.

Real-World Scenario Performance: In practical applications, our model could be deployed on live
news streams or a constantly updated corpus of articles, enabling near real-time sentiment analysis
for geopolitical events. Given that it was trained on diverse topics related to sanctions against Russia,
it is expected to perform reliably in detecting sentiment in similar contexts. Specifically, the
DistilBERT model’s high accuracy for negative sentiment suggests it would be particularly valuable
in scenarios that require identifying critical developments, such as new sanctions, making it useful
for policymakers, financial analysts, and media organizations.

However, real-world texts often contain linguistic nuances such as sarcasm, idiomatic expressions,
and culturally specific references that may pose challenges for model accuracy. Although the model
shows strong alignment with the ground truth in the dataset, certain cases may affect its performance
due to these nuances. To enhance real-world accuracy, future work could integrate sentiment-
shifting indicators (e.g., sarcasm markers) or develop a sentiment lexicon tailored to news.
Additionally, since the training data includes both translated and native Russian texts, subtle
differences from translation might impact real-world Russian news analysis. Expanding the dataset
with more native language sources could help capture these linguistic intricacies.

Adaptation to Evolving Contexts: Given that geopolitical events and news content are dynamic, the
model’s performance may vary over time as the nature of discussions around sanctions changes.
Regular retraining with updated data is essential for maintaining accuracy and alignment with the
current political and economic context.
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To further enhance adaptability, implementing continual learning or online learning methods could
allow the model to update itself with new information in near real-time. This would improve its
relevance and utility in ongoing geopolitical analysis, ensuring the model remains a reliable tool for
sentiment analysis as global events continue to evolve.

5. Conclusion

In this study, we conducted a comprehensive evaluation of three models—Feed-Forward Networks
(FFN), Convolutional Neural Networks (ConvlD), and DistilBERT with Low-Rank Adaptation
(LoRA)—for sentiment analysis on a dataset of 583 news articles concerning sanctions against
Russia. Each model exhibited distinct strengths:

e FFN: Achieved the best overall balance in performance metrics, demonstrating strong
generalization across all sentiment categories.

e ConvlD: Showed particular competency in capturing positive sentiments, effectively
identifying n-gram features pertinent to this category.

o DistilBERT with LoRA: Excelled in identifying negative sentiments, leveraging its deep
contextual understanding to accurately classify adverse sentiments.

The detailed hyperparameter optimization and inclusion of representative textual examples
enhanced the reproducibility and interpretability of our findings. Additionally, the back- translation
data augmentation technique contributed to the robustness of the models by introducing diverse
linguistic variations.

Future Work:

e Model Refinement: Further refine the DistilBERT with LoRA model to enhance its
classification capabilities for positive and neutral sentiments, potentially integrating
additional linguistic features or advanced fine-tuning techniques.

e Architectural Enhancements: Explore hybrid models that combine the strengths of
ConvlD and Transformer-based architectures to capture both local and global textual
patterns.

e Expanded Data Augmentation: Implement more sophisticated data augmentation
strategies, such as synonym replacement and contextual augmentation, to further diversify
the training dataset.

e Cross-Domain Application: Apply the developed models to other geopolitical contexts
and languages to evaluate their generalizability and adaptability.

e Real-Time Analysis: Develop a pipeline for real-time sentiment analysis of live news
streams, facilitating timely insights for policymakers and analysts.

Our findings provide valuable insights for sentiment analysis applications within geopolitical and
economic domains, highlighting the importance of model selection and hyperparameter optimization
in accurately capturing public sentiment. Understanding these sentiments can significantly inform
policy decisions, market strategies, and broader geopolitical analyses.
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