Tpyowr UCIT PAH, mom 37, evin. 4, uacme 1, 2025 2. /| Trudy ISP RAN/Proc. ISP RAS, vol. 37, issue 4, part 1, 2025

DOI: 10.15514/ISPRAS-2025-37(4)-9 @CEH

Managing Master Data Implementations

S.V. Kuznetsov, ORCID: 0000-0001-6752-6742 <sergey.kouznetsov@gmail.com>
D.V. Koznov, ORCID: 0000-0003-2632-3193 <d.koznov@spbu.ru>
D. V. Luciv, ORCID: 0000-0002-6332-2360 <d.lutsiv@gmail.com>

Saint Petersburg State University
7/9 Universitetskaya emb., St. Petersburg, 199034, Russia.

Abstract. Every business organization has a subset of data which must be highly consistent: legal information,
supplier and contractual data, customer base, etc. Customers and employees expect to receive the same
information about the same data object from different organization sources, which are usually other information
systems. The process of consolidation and centralized control of such data throughout the organization is called
Master Data Management (MDM). The iterative deployment strategy is a popular way to introduce MDM to a
organization that supposes a step-by-step implementation of MDM components based on the real needs of the
organization. In this paper, we present a functional MDM model for the early stages of MDM implementation
within the iterative deployment strategy. The purpose of this model is to represent real business needs of an
organization in terms of MDM, making clear which MDM components should be implemented, and which
should not. Detailed description of the model components is provided. Also, a case study, presenting a portfolio
of six real MDM projects analyzed from the viewpoint of the proposed model is performed.
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AuHoTanus. Yrpasinenue macrep-manasivu (Master-Data Management, MDM) — ocoGsiii BuI
yIpaBiIeHUS] MAAaHHBIMH OW3HEC-OpPraHM3alW{, HALEICHHBIH HAa WACHTH(HUKANNIO, OYHCTKY,
KOHCOJIMALMIO W IICHTPAJIN30BAHHOE YNPABJICHHE BAKHEHIINMH NaHHBIMH Kommanuii (golden
dataset), koTopbie OOBIYHO PACTIPEACICHBI MO Pa3HBIM HH(MOPMAIMOHHBIM CHCTEMaM U IPYTUM
HCTOYHHUKaM. Benyiie MupoBbIe MOCTABIIMKH porpaMMHbIx pemenuii (IBM, Oracle, Informatica
W MHOTHE JPYyrHe) NpeuiararoT IMHPOKHHA CIEKTP TOTOBBIX MPOAYKTOB MO YHPABICHHIO MacTep-
nanabpiMd (MDM-nponyktel). Onnako BHeapenne MDM compsbkeHO ¢ GONBIIMMH 3aTpaTaMu:
HEOOXOJMMO HE TOJIbKO aJaNTHPOBAaTh 3TH HPOJYKTHI IO/ OCOOCHHOCTH OpraHW3allMi, HO |
BBITIOJTHUTH U3MEHEHHE OM3HEC-TIPOLIECCOB, CO3JaTh HOBBIE TIOJIMTUKU pabOTHI C IaHHBIMU, PELINTh
BONPOCH! OE30IIACHOCTH, PEUINTh ApPyrue BOMpochl. B cBs3m ¢ 3tum B Poccum momymsipHa
uTepaTtuBHas crparerus BHeapeHuns MDM, mnozppasymeBaromas IO3TalHYIO —PpEeaTH3ALHIO
YIpaBIeHUS] MacTep-JaHHBIMH Ha OCHOBE PEalbHBIX HYKI OpraHu3alMu-3aKkazyuka. B pabote
BBoautcs moHsATHE MDM-pemenus, koTopoe sBiusercs pesynbraTroM BHenpeans MDM B
OpTaHM3aIMI0 W BKIIOYAeT MOMHMO NPOTPAMMHOM 4acTH Takke oOpaboTaHHBIE MacTep-JaHHbBIC,
HaJla)KCHHBIE OPTraHW3alMOHHbBIE MPOLEIYPhl IO COMPOBOXKICHUIO MacTep-JaHHBIX M IIpodee.
OCHOBHBIM PE3yJIbTaTOM CTaTbU SIBJISICTCS (DYHKIMOHAIbHAs MOJIENb YIPaBICHHUS MacTep-
JAHHBIMM, TIpeHa3HaueHHas M paHHuUX craauid paspabotku MDM-pemenuss B pamxax
UTepaTHBHOM cTpareruu. L{enbio MaHHON MOJENTU SBSIETCA OTOOPA3UTh peasibHbIC MOTPEOHOCTH
opranuzaiuu Ha 51361k MDM — BakHO MOHATH, kKakue nMeHHO MDM-KOMIIOHEHTHI AOJKHBI OBITh
peaM30BaHBbI B IEPBYIO ouepe/ib. B paboTe Taxke MPUBOIUTCS IKCIIEPUMEHTAIbHOE HCCIIEIOBaHHE,
B KOTOpOM Yyxe peanm3oBaHHble MDM-pemenns aHanu3upyIOTCS C HOMOIIBIO MPEIIOKEHHOM
MOJIETIH.

KnroueBble cioBa: xopropaTHBHbIE HH()OPMAIMOHHBIE CHCTEMBI; MacTep-AaHHBIC, OTKPHITHIC CHCTEMEI,
KOMITIOHEHTHbIE CCTEMBI.

Jst uutupoBanms: Kysuenos C.B., Kosnos [I.B., JIynus /I.B. Ynpasnenne MDM-npoekramu. Tpyst CIT
PAH, tom 37, Bbim. 4, gacts 1, 2025 r., ctp. 161-176 (na anrimiickom si3bike). DOI: 10.15514/ISPRAS-2025-
37(4)-9

1. Introduction

Converting to digital economy requires business data management in to be as universal as, for
example, accounting [1]. It is impossible to imagine a normally functioning organization that does
not properly support special data such as legal information, supplier and contractual data, a customer
base, etc. Its users rely on its consistency within the organization, i.e., they expect to receive the
same information about the same object from different sources, which are mainly the information
systems within the organization. Inconsistencies and contradictions in the data lead to problems,
delays, and collisions, as well as financial and public image losses [2]. This special data, when
consolidated and properly maintained, is commonly called Master Data!, and, consequently, the
process of its consolidation and maintenance is called Master Data Management (MDM) [1, 8].

1 Reference data, such as registers, classifications, directories, etc., is often distinguished as a special type of master data. In
Russia, handling of reference data is highly developed: there is a large volume of such data in large organizations, as well as
a wide set of standards (federal, industrial, and regional) and solutions [3-7].
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MDM includes a wide set of methods and strategies which have been captured and listed in a
structured fashion within the DAMA-DMBOK (Data Management Body of Knowledge) [2]. There
is also a large number of ready-made MDM products by well-known vendors such as IBM, Oracle,
Informatica, etc. (see, for example, Gartner's Magic Quadrant report 2021 [9]). However, MDM
implementation is currently not standardized and well-elaborated, since its target organizations,
especially large ones, possess a lot of various individual features.

In practice, there are two fundamentally different strategies of MDM implementation: top-down and
iterative [2]. The top-down strategy supposes the following chain of actions: creating a strategic
conceptual MDM framework for the organization, specifying the MDM requirements,
customization and fine-tuning already existing MDM products, performing necessary administrative
work, and finally, running and maintaining the MDM solution. The iterative strategy, in its turn,
supposes that MDM is implemented to solve a specific important problem of the organization,
assuming the following extension of the MDM functionality and/or implementation of MDM for
other businesses of the organization, i.e., to solve other business cases. These strategies correspond
to the types of the organizational innovation proposed in [10]. The first one can be compared to
technology push: innovation consists of the integrating cutting-edge technology intended to solve
various, including even currently unknown, problems within the organization. The second one is
comparable to the organization pull: the organization, or more precisely, its specific needs, initiate
the innovation. Not rejecting the first strategy, we focus on the second one. It is less risky and allows
to achieve specific practical results within manageable timeframe.

During iterative deployment of an MDM project, the organization's requirements need to be
translated into the MDM terminology, which is highly advanced and has shown considerable
formalization progress [2]. If these needs of the organization translate well into MDM, then it can
be solved using existing MDM tools [9], which significantly cuts the costs of the project. However,
it is often the case that the organization is not well-versed into MDM terminology, and tries to
propose other types of projects or request an implementation of an MDM project from the scratch.
Such mistakes lead to collisions, extended deadlines, and financial loss.

In this article, we propose a functional model of master data management that is intended to support
the process of preliminary estimation and coordination of the work in the iterative MDM projects at
their earliest stages. Note that we are primarily focused on creation/deployment of the IT
infrastructure that supports MDM, as well as setting up and performing necessary analytical work
(data cleaning and consolidation, classification and hierarchization, etc.). Further on, the
organization will perform this analytical work on a regular basis using the deployed infrastructure,
and its complete automation should be the ultimate target. Focusing on the software and analytical
aspects of MDM, we purposefully omit important aspects, such as the modification of the business
processes and data handling practices, as well as employee training and other issues. In our
experience, they are solved much better when MDM software is fully deployed and implemented.
Furthermore, there is a discipline dedicated to these topics — Data Governance [11]. Below we use
the proposed model to describe several industrial MDM projects that we have participated in,
demonstrating its applicability in practice.

The approach was briefly outlined in [12]. In this paper, we explain our ideas in more detail,
including adding new examples. Moreover, the experimental study was extended with additional
attributes of MDM projects, namely, overall data volume in a company, master data volume, number
of data sources, project work distribution (software development, analytical work, and data
processing).

The rest of the paper is organized as follows. Section 2 presents a brief overview of the master data
concept. Section 3 provides the definition of the master data management projects. We introduce
the MDM solution in Section 4 as a result of an MDM project, and describe its various compounds.
The proposed Functional Master Data Management Model is described in Section 5. In Section 6,
we present a case study with completed real-life industrial MDM projects, in which the proposed
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model was employed. Section 7 contains an overview of the related work. Finally, we present our
conclusions in Section 8.

2. Master Data

Following the Gartner Glossary [8], master data is a special type of business data that describes most
essential characteristics of an organization, such as its current and potential customers, suppliers,
consumed and manufactured products, office and production sites, billing information and details
concerning accounts of individuals or counter-parties that it deals with, etc. The point of
distinguishing master data as a separate concept is that medium and large organizations possess
variety of information systems and use many external heterogeneous data sources. In the result, the
same information ends up being represented by different data and in different formats. Furthermore,
various sources may contain different attributes for the same data, and the data itself may be
contradictory. In general, this can be tolerated to certain extent, but there is a subset of data which
cannot tolerate disorganization at all: critical data, inconsistencies in which harm the organization
and inhibit its normal functioning. This particular type of data receives special treatment thus
becoming master data.

Therefore, an organization should launch a dedicated process of Master Data Management (MDM)
for efficient consolidation, usage and maintenance of the master data. MDM supposes that a
organization properly cares about its business processes, quality control and integration of data, as
well as standardization of the existing information systems [13]. In other terms, it focuses on
collecting and accumulating data from various sources, i.e., information systems that exist within
the organization (data sources, DS), additional consolidation of this data and its distribution
(delivery) to the consumer information systems (data consumers, DC).

DAMA methodology [2] identifies the following key steps of an established MDM process within
an organization: (i) data model management, (ii) data collection and accumulation, (iii) data
validation, standardization, and enrichment, (iv) entity and data inconsistency resolution.

MDM should be supported by a special IT solution created and implemented within an organization
(further referred to as an MDM solution). An integral part of an MDM solution is a central repository
or data hub. It collects master data candidates which are then appropriately processed and delivered
to DC systems. Gartner identifies four approaches to the Data Hub architecture [9]:

e Registry. The hub does not contain the data itself, but only the corresponding references
(indices). This approach is relevant for the data that cannot be copied or "moved" for
various reasons, e.g. data under certain regulation.

e Consolidation. Data is uploaded into the common repository on a regular basis,
appropriately processed, and then the hub itself provides DC systems with an access to this
data. Here new data is uploaded into the hub on a regular basis by DS.

o Centralization. This architecture is very similar to the previous one, but the hub takes over
data input as well: i.e., data could be input directly to the hub itself, and thus turning all
systems that initially were DS into DC.

e Coexistence. This architecture implements a combination of the Consolidation and
Centralization for different master data of an organization, i.e. some information systems
could play both roles of DS and DC. Additionally, if some data fragments are not
"movable", they can be handled using the Registry approach.

A wide set of ready-made software tools to create MDM solutions already exists. First of all, there
are so-called "boxed" products such as SAP MDG, Informatica MDM, IBM InfoSphere MDM and
others, which are focused on solving standard tasks of master data management. However, these
tasks can vary to a large extent. This has motivated some vendors, including some of the
abovementioned ones, to offer "software construction Kits" which can be pieced together for a given
need, for example, Informatica MDM, Unidata, and others. Thus, implementing an MDM solution
for a specific organization remains a complicated and labor-consuming effort.
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3. MDM Projects

In practice, MDM projects often start as common IT projects. Therefore, it is necessary to identify
whether the given needs of an organization are clearly MDM-oriented, which allows using ready-
made MDM products.

An organization clearly needs MDM when it finds necessary to perform data collection, enrichment
and consolidation from various DS systems, as well as the delivery of this data to various DC
systems, which then use it to support various business functions. DS can be both internal and
external: for example, an organization may need to enrich its customer data with information
collected from social media. The requirement for several DCs receiving master data is less strict and
sometimes may be omitted. However, in this case the organization runs a critical business process
that requires high-quality enriched consolidated data obtained from various DS systems. For
example, processes such as validation of a new client or of a suspicious transaction in a bank.

Let us also consider when a organization does not need an MDM project. Firstly, when the processed
data is homogeneous: for example, it was entered into an information system or set of systems
manually by operators (operator input). These projects may require a logical data model, data
cleaning and validation, various modes of data access, and so forth. But they lack the main MDM
task of the data consolidation from different sources. Secondly, when complicated business logic is
required: this type of functionality should be moved out of the MDM solution into separate
information systems [9]. An MDM project ends at the delivery of the master data to DCs.

In summary, MDM-specific tasks must be the central focus of the project. If it is not the case then
this particular IT project is not an MDM one.

4. MDM Solution

As a result of an MDM project, the organization receives an MDM solution. It includes the
following: (i) implemented MDM-product as MDM-system (the software), (ii) new data handling
rules, (iii) trained employees, and (iv) an established and running Master Data Management process.
The last point is of the same importance as the other ones: the business process may not start
following MDM process due to other problems, e.g. security issues, high workloads of employees
that were assigned to with various MDM-specific tasks in the process, etc.

Let us describe in detail what an MDM system is. First of all, it is deployed software system that
implements the main MDM functionality: data hub, consolidation and survivorship rules, etc. The
main part of this software system is the customized MDM product (see the list of the available
products in [9]). Additionally, it may include a set of utilities and various tools that perform
particular tasks (such as data cleansing). Availability of the ready-made multifunctional software,
which requires just configuration and deployment within the organization significantly decreases
the costs and risks of the project. However, some compounds of an MDM system have to be
implemented separately within the MDM project in order to represent the specifics of the
organization that could not be covered via standard tools. MDM is commonly implemented in large
and complex organizations that have already established their own processes and obtained their own
unique traits. Therefore, a completely ready-made software solution that is suitable for any given
task or business case does not exist and MDM products need to be modified to meet all organization

needs.

5. Model Description

It is necessary to perform more detailed analysis is required after a preliminary informal discussion
of the organization's needs in order to find out how to precisely express them via MDM [8, 9]. We
propose a special functional model to increase the efficiency of this process. It describes a typical
MDM solution, including an all-encompassing functionality set, so that its users are able to choose
which functions they need to implement to serve their particular needs. The proposed model can be
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called an ideal model to-be: this term is common in structured [14] and object-oriented analysis [15],
as well as in business process re-engineering [16].

For the ease of use, the model is represented via a full lifecycle metaphor of master data. In software
engineering research, a metaphor is an analogy drawn with physical reality in order to elaborate on
virtual abstractions. In this case, we will use a model life cycle of master data as a metaphor, keeping
in mind that a real life cycle is a much more complicated process. However, the package-steps that
we have identified allow to conveniently structure the functional components of a typical MDM
solution and use the model for planning the functionality of the specific MDM solutions.

Our model consists of three packages (steps): data collection, data processing, and data delivery.
Packages contain functional components each describes a set of activities concerning setup or
management of the master data. Therefore, components of our model include both MDM
implementation and its further support, i.e. the activities performed during the following functioning
of the MDM solution.

For example, in order to implement Data Consolidation, the following activities are required:

e MDM implementation: customize/configure existing software that supports the analyst’s
workplace, define the rules for conflict resolution, and consolidate the data from
organization DS systems for the first time.

e MDM support: further data consolidation as one of the MDM solution functions, since the
data from DS systems will continue to flow to the data hub.

Discussing MDM projects, we strictly focus on software development and analysis aspects of MDM.
The software part of an MDM project includes customization of a ready-made MDM product, which
can be configured and modified for the organization's specifics, and development of the special
software for some particular features such as access to data of existing information systems in an
organization, data quality scripts (e.g. special cleaning rules which are applicable for this particular
data of this particular organization), software to resolve consolidation conflicts (e.g. introducing
appropriate machine learning algorithms), etc. Analysis aspects refer to the establishment and initial
performance of the analytical work: data cleansing and consolidation, classification and
hierarchization, etc.

It should be noted that we omit other activities such as business processes modifications,
establishment of new data policies, employee training, etc. On one hand, the latter are usually
performed by the organization itself, as the MDM project is implemented within the iterative
strategy, and therefore is an answer to the organization's specific request. Thus, the organization
should be able to support the implementation by providing these required additional activities. On
the other hand, administrative MDM issues can lead to the further questions of the data management,
which are covered by Data Governance [11], another well-known domain.

Thus, every component of the model has a software part and an analytical part. For example, creating
master data logical model is analytical work only, but data cleansing concerns both parts. The latter
could be stated about implementing special cleansing rules, and their usage, including result
analysis, leading to potential other rules, etc. Usually, MDM products and some ready-made tools
are used but some steps specific to an organization can be implemented as separate scripts, this is
so-called additional software created withing the MDM project.

Let us now describe the main packages of the model.

® Data Collection. This package includes components that identify master data candidates
(raw data), and perform its further analysis and preprocessing. Furthermore, it also includes
the implementation of the DS systems access.

® Data Processing. This package contains functionality to provide development and storage
of the master data in the data hub, including creation and maintenance of a logical data
model, as well as classification, hierarchy building, and so on. Therefore, the data hub
receives raw data from DS that has been preprocessed by the previous package. This
package processes it, transforming into the master data.
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e Data Delivery. This package contains components that deliver master data to DC systems.
Note that DC and DS systems can coincide, fully or partially. This emphasizes the issues
of the distribution master data access rights and various data delivery modes. We have
identified the following modes of the master data delivery: (i) package-driven, (ii) real-
time, (iii) subscription-based.

It is important to note that the proposed model is focused on incremental/repeating master data
updates in the data hub that take into account new raw data, instead of a single-time upload.
Packages and their functional components are presented in Fig.1.

Data Collection Data Consolidation Data Delivery

1. Data Inventory 5. Logical Data Model 8. Master Data access

9. Package-driven data
2. Data Sources Access delivery
6. Data Consolidation

10. Subscription data

3. Data Cleaning delivery

. 7. Data Classification and 11, Real-time dat
4. Data Enrichment hierarchy building - Real-time data
delivery

Fig. 1. A schematic representation of a typical MDM solution.

5.1 Data Inventory

This component identifies DS systems and determines which organization’s data in particular is to
become master data. It is important to define precisely what master data will consist of because as
the variance in data increases, the complexity and costs of the MDM project increase as well.
Furthermore, only those attributes that the DC systems are demanding should be collected at this
stage. Accessing some data may be challenging due to its security policies, or organizational and
technical access complications.

It is essential to determine data types, real values range of each attribute, their default values, etc.
This package also identifies the trust level for each DS. Some DS systems may have a very low trust
level, for example if their data have not been updated for a long time. Therefore, they should be
accessed only in extreme cases.

This functional component is predominantly analytical.

5.2 Data Source Access

Since the raw data used to create master data resides in the DS systems of the organization, an MDM
solution requires an implementation of the software-based access to this data in order to, at least,
upload it into the hub. In most cases, data upload is a repeating procedure that is performed regularly
by the functioning MDM solution. In order to automate it, considerable volume of technical work is
required: DS systems may be outdated and may not even have external software access interfaces.
This functional component is predominantly software-based. The scope of work largely depends on
the level to which internal data exchange has been established and developed within the
organization. The organization may have already implemented data "transportation” layer between
various information systems, for example, based on an enterprise data bus.

5.3 Data Cleaning

This component concerns error detection and potential fixing as well as normalization of the input
data from different DS systems before its upload to the data hub. This step is important since
duplicate detection and data consolidation would become quite challenging without it. Data cleaning
is a high effort process, and 100% result is rarely achievable. In any case, it is reasonable to perform
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preliminary cleaning that includes normalization, format unification of the significant attributes.
This type of cleaning is not absolutely required, but it drastically simplifies further essential steps of
data consolidation and entity resolution.

This component is both software and analytical. Despite of a large body of ready-made software it
is often the case that either a tool needs modifications to correctly process various data formats in
question, or custom data cleaning logic needs to be implemented. For example, a DS system may
store several values in a single attribute, and these values have to be split into the corresponding
fields, which requires specialized software utility/script development.

5.4 Data Enrichment

An organization may need to augment its master data contained in their DS systems with some open-
source data. A prime example is supplementing contractual data with legal and tax-related
information. This component is software and analytical since it requires analysis and annotation of
the corresponding data obtained from DS, as well as implementation of the software-based access
to the public sources used for data enrichment.

5.5 Logical Data Model

This component is intended for development and maintenance of the logical model of master data.
The model needs to represent the structure of the consolidated data containing all the attributes
collected from the DS systems of the organization. It is essential for further processing of the master
data, as well as its delivery to DS systems. One of the most important steps in the logical data model
creation is the reconstruction/detection of various relationships within the data that are absent in the
DS systems, but to be appeared during the consolidation process.

Logical data model creation, which is identifying which entities, attributes, and relationships should
appear in the new schema, is an analytical process. However, it should be supported with modelling
software and visualization tools that operate on a list of attributes and entity relationships (often of
different types), as well as a software link of the master data model to the corresponding mapping
of its elements to DS and/or DC systems. At the same time, some aspects of these tools may need to
be modified for the given project.

5.6 Data Consolidation

This component is responsible for uploading data from DS systems to the hub and consolidating it
according to the previously created logical model. This process is performed automatically;
however, data collisions or conflicts arise during its execution, which can be resolved in the
following ways.

e "Manual" approach involves a domain or subject area expert to resolve the data conflict. It
is employed when automatic conflict resolution is inappropriate: i.e., for critical data (such
as legal) that cannot tolerate errors.

e Machine learning techniques, which learn typical situations in order to automatically
resolve consolidation conflicts.

e Combined strategy: domain experts can definitively resolve preliminary results provided
by machine learning algorithms. This approach can drastically lower the conflict resolution
efforts.

Raw data can be uploaded to the hub from DS systems once, for example, in case the Centralized
architecture is used, or, in case there are DS systems that discontinued their function but still contain
valuable data. Otherwise, besides the initial raw data load, incremental uploading procedure should
be implemented.

This component is both software and analytical. Its software part is the analyst's data consolidation
workplace, which often has to be modified to support handling specialized data and implementation
of custom data consolidation and conflict resolution rules that could be used automatically.
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Additionally, if machine learning algorithms are used then they should be trained correspondingly,
e.g. they could be used to implement updatable or self-configuring rules of data conflict resolution.

5.7 Classification and Hierarchy Building

Organizations require their master data to be as systematized and ordered as possible. Often it is
necessary to perform data classification that means defining data clusters, and identifying their
significant characteristics. At the same time, organization’s data may need to be linked to the
external classifications such as federal standards, industrial classifications and so on. In many cases
data also requires hierarchization: for example, reconstruction of the hierarchy of customers or
suppliers. Consider a case when a new customer of the organization belongs to the same branch of
a large corporation as another one, and thus there is no need to perform new security clearance,
which saves a lot of time and resources during contract preparation. Another example of the data
relationship: if it is known that two customers are married, the organization can offer them additional
services. Classification and hierarchy building is performed on the unstructured data, and thus it can
be combined with data enrichment.

This component is analytical concerning the definition of the rules of hierarchy building and
classification. It should be supported by the appropriate software that allows to "test" these rules on
a small volume of data first, and only then applies them to the whole set of data. At the same time,
various machine learning methods are increasingly employed as analytical recommenders and semi-
automatic data classifiers. Almost everything in the toolset of this package requires modifications
and configuration due to business cases and data specifics.

5.8 Access Rights Model

Different data consumers can be situated in various business segments of the organization and
therefore have different data access rights. For example, some consumers should be able to access
all data, but others should not see certain attributes. This component defines and implements a
strategy for master data access rights. It should be based on the existing user roles withing the
organization and corresponding data access rights, and it requires interacting with the security team.
This component includes tasks that are mostly analytical and not time-consuming. The policies of
master data access are implemented via the means of the information system security management.
However, creating a corresponding specification is a highly significant task that requires deep
knowledge of the data and business processes, as well as the structure of the organization. Data
security granularity and its efficient implementation are the key to the success of the MDM project.

5.9 Package-Driven Data Delivery

This component is responsible for uploading and updating master data in the DC systems according
to a given schedule. Many DS systems focus on uploading master data into datamarts, which they
are further handling according to their own procedures. In general, each datamart uses its own master
data fragment. It is reasonable to implement a separate management tool for datamarts in order to
refresh its master data, monitor and audit the DC queries. This approach allows to track not only
what master data is consumed by which DC but also what conflicts arise and how they correspond
to the master data consumption.

This component is mainly software including implementation and configuration of an MDM
system's interface to send data to the appropriate DSs or utilize corresponding ETL procedure(s)?.
The analytical part is not too complicated and consists of determining which DCs and master data
fragments that require this particular strategy.

2ETL (Extract, Transform, Load) is the general procedure of extracting data from source information systems, transformation
of the extracted data and its delivery to the destination systems [17]. MDM may be one of the boxes of the ETL procedure.
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5.10 Subscription-Based Data Delivery

Within this mode, every DC system subscribes to a particular fragment of the master data (fragment
of the logical model or a subset of entities and their attributes). Then one or several queues receive
the newest version of this master data after each update. Finally, all the DC systems load their
updates from the queues according to their subscriptions. This model's convenience lies in the hub
being a centralized place of management and administration of the master data across all DCs. The
complexity of its implementation is that either the existing queue mechanism used by DCs has to be
reused, or the DCs have to be modified in order to use MDM solution queues. This component is
software and analytical at the same time similar to the previous one.

5.11 Real-Time Data Delivery

This component consists of master data delivery to DCs in real time, i.e., immediately after the
master data has been modified (consolidated and updated). This mode is often hard to implement
due to conflicts that arise on the consumer's side as the DC system can temporarily block access to
the data fragment during some operations execution, which leads to delays in the master data updates
in the hub. This component is both software and analytical.

6. Case Study

In the presented case study, we consider organizations that belong to different business sectors (the
energy industry, telecommunications, transportation, retail, government, and machine
manufacturing industries) in order to demonstrate that the iterative approach and the proposed
functional model are universal and independent of the subject area in question. The list of the
organizations and their characteristics is presented below. We have considered medium-size and
large business organizations (i.e. more than 10 000 employees) because the iterative approach to
MDM is most relevant for them. Due to their large size, these organizations contain many various
data domain segments which are often located in the separate departments. In their turn, the latter
may be independent subdivisions of the whole organization having their own local information
systems and data. The iterative approach enables MDM implementation not for the whole
organization but for selected individual department considering limited data domain segments and
based on the department business needs and scenarios. After successful completion of the first MDM
project the following MDM project may be initiated in the organization for another department.
Departments and their domain segments considered in this case study are presented in Table 1.
The original goals and business case(s) of the studied MDM projects (let’s code the MDM solutions
of these projects in bold to reference further in this work) are described below.

e [IP: Producing a global inventory catalog in a large corporation in the energy sector (sales
department).

e PIM: Consolidation of technical and marketing information to produce a product catalog
within a telecommunication organization (sales department).

e PSC: Creation of catalogs of products/services and customers/suppliers for procurement
purposes, management of the relationships between customers and suppliers (supplier
department).

e CS: Enrichment of a clothing retailer’s customer database with social media data in order
to identify and support influencers (customer support department).

e CPO: Personal data consolidation across regional and federal databases — real estate,
vehicles, etc. (citizen communication department).

e CDYV: Identification and verification of the customer data for a global corporation;
management of legal and related hierarchies. Support of the customer’s segmentation
(customer onboarding department).

To meet these requirements the MDM projects were conducted within the corresponding department
of the organizations, which characteristics are described in Table 2.
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Table 1. Studied Organizations.

Organization| ) c2 c3 c4 cs c6
code name
Business Energy &
sector Energy Telecom Transport Retail Government machine
manufacturing
Organization
size (number 48 800 36 000 729 000 14 630 100 000 184 000
of employees)
doerg:Ptlriaetr:?n Sales Sales Supplier Customer Citizen Customer
dep PP support communication | onboarding
involved
MDM
- Products,
domain Inventory personal PrOdl.JCts' Products, Personal data | Customer data
segments d services personal data
ata
selected
Table 2. Real-life MDM projects.
Proiect | Or O&/Z::II I\/(I;stt:r Number F;;Jﬁa Project Project work
Ne ) g of data 9 | duration distribution, %
code code volume volume SOUrCes (man- (months)
(K'records) | (K records) months) sw |analysis| dp
1. IP C1 500 350 15 9450 18 23 70 7
2. PIM C2 100 000 70 000 12 3024 12 30 30 40
3. PSC C3 2000 700 7560 24 30 45 25
4. Cs c4 70 30 1890 9 16 64 20
5. CPO C5 170 000 30000 15 4536 12 45 25 30
6. CDV Cé6 4000 1500 213 10080 24 56 24 20

“Overall data volume” indicates the overall data volume in these segments measured in
thousands of records.

“Master data volume” presents the resulting master data volume, extracted and consolidated
in the context of the studied MDM projects. It is obvious that not all of the domain
segments’ data should be included in the master dataset, i.e. be considered as master data.
The volume of these data is also measured in thousands of records.

“Number of data sources” describes the number of data sources for every MDM project.
This is one of the primary characteristics for determining whether the MDM approach is
suitable to address the needs of an organization as MDM is focused on consolidating data
from various sources. If, however, there is a small number of sources, consolidation is
unnecessary and therefore, other means should be used to satisfy the organization needs.
“Project sizing” indicates the overall estimation of the MDM projects (in man-months).
“Project duration” shows the calendar duration of these projects (in months).

“Project work distribution” shows percentage distribution of the total work between
software development (sw), analytical work (analysis), and actual data processing (dp)
including all the uploads, incremental loads, etc.

Note, that MDM projects are actually smaller than projects of information system development from
the scratch. Moreover, as we can see in, the ratio of software development in these projects is 33%
on average, analytical work is the most significant — 43% on average.
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It should be noted that the authors of the article have actively participated in these projects, utilizing
the proposed functional model for defining the key aspects of MDM projects. Table 3 shows which
components of the model were implemented in the specified MDM projects. The following scale
was used:

e High denotes that the component is crucial for the project (business-critical or
technologically complex)

e Med(ium) refers to a component that is necessary, but was not high-priority or effort-
demanding

e Lowdenotes a component that has a "light" version: it either existed within the organization
previously and required only modifications within the given MDM project, or was moved
out into a separate project

e N/A means that the component was not required for the project

Let us consider the data presented in Table 3 from the MDM project’s perspective.

e [IP: One of the project’s business requirements was to automate complex organization data
handling policies that were employed in more than ten various departments. Implementing
a material resource classifier (data classification and hierarchy building) as well as creating
a logical data model were its key points.

e PIM: The project was mainly focused on the data inventory of the organization products
taken from various DSs, creating a unified logical master data model, and data
consolidation. Besides, it required the construction of a product tree that contained all
product information, including financials, so the sales department and financial experts
would be able to perform further analysis (data classification and hierarchy building).

e PSC: The project addressed consolidation of data of the goods purchased by the
organization. It was necessary to combine all the information about purchased items
obtained from various commodity nomenclatures, and to create a list of contractor services.
Besides data consolidation, the project was also focused on the access rights model and
subscription-based data delivery.

e CS: The project required data enrichment and consolidation with the purpose of identifying
top influencers on social media among the customers of the clothing retail organization to
provide them with some special treatment and preferences.

e CPO: This project was developed for a government management service in order to create
a “smart” personal account of a citizen. It was necessary to integrate the account within
federal and regional information systems. The particular goals of the project were
information security and corresponding access rights model, as well as real-time and
subscription-based data delivery.

e CDYV: The organization her had hundreds of thousands of customers worldwide, and so its
customer onboarding procedure was very complicated. Before the MDM project got
implemented, the procedure had taken 21 days, but after it got moved to production, the
duration decreased to just 8 days. This project was focused on data inventory and logical
master data model, which facilitated duplicate detection of legal entities and the search of
their affiliated entities. Besides, it’s required real-time master data delivery in order to
speed up the target business process.

So, we can conclude that the proposed MDM functional model objectively describes organization’s
needs and allows to consider MDM projects significantly decreasing the costs and risks of their
implementation. Additionally, the proposed model appears to be convenient to identify high level
functional components of these projects. Besides, it can be seen that different MDM projects have
significantly different focal points, and many model components are marked as “low” or “N/A”, i.e.,
they were very easy or omitted altogether, which also has cut implementation costs.
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Table 3. MDM Solution functionality.

Target MDM-solutions
IP PIM PSC Cs CPO Cbv

Functional Model Components

I. Data Collection

Data Inventory Med High Med N/A Med High
Data Source Access Low Med Low Low Low Med
Data Cleaning Med Low Med Med Med Med
Data Enrichment N/A Med Med High N/A N/A
11. Data Processing

Logical Data Model High High Med Low Med High
Data Consolidation Med High High High Med Med

Data Classification and Hierarchy High High Med N/A N/A Med

Building

111. Data Delivery

Access Rights Model Low Low High Low High Med
Subscription-Based Data Delivery Med Low High Low High Med
Real-Time Data Delivery Med N/A Med Med High High
Package-Driven Data Delivery Med Med Med N/A Low Med

7.Related Work

In recent years, a significant number of standards and data management methodologies has emerged:
DAMA-DMBOK [3], CMMI Data Management Maturity Model (DMM) [18], IBM Data
Governance Council Maturity Model [19]. MDM s included in these standards, and DAMA-
DMBOK considers it most extensively.

The following are the DAMA-DMBOK models that concern master data management.

e "Context Diagram: Reference and Master Data". This model defines the intents of data
management, describes all the necessary activities (see the following model), their inputs
and outputs, identifies suppliers, participants, and consumers, introduces the notion of a
business driver and a technical driver, and finally, defines the necessary methods, tools, and
metrics.

e Model that describes activities for MDM implementation: (i) identifying drivers and
requirements of MDM, (ii) analyzing and evaluating data sources, (iii) selecting data hub
architecture, (iv) modeling master data, (v) implementing master data management and
integration; (vi) defining control policies and ensuring compliance.

"Context Diagram: Reference and Master Data" is a comprehensive vision of the MDM framework.
Nevertheless, it is predominantly a descriptive model that provides a conceptual framework rather
than a tool suitable for a practical use.

Let us consider in detail the model of MDM implementation activities within an organization.
Despite its rather pragmatic viewpoint, it omits the issues concerning software. In general, the vision
behind this model is based on analysis and administrative work, while we substantially highlight the
role that software plays in MDM implementation.

Another type of existing studies is focused on MDM software in particular. Generally speaking,
these studies consider MDM product adoption methodologies which every MDM manufacturer
possesses: a good example would be the Velocity Methodology by Informatica [20]. These
methodologies are focused on adoption of specific products of the selected manufacturer to the
organizations. In contrast, the model proposed in the current paper is independent from any
particular MDM product.

Among the numerous papers by Gartner who widely analyze questions of MDM implementation,
[21] can be highlighted. It proposes a framework consisting of seven components: vision, strategy,
metrics, information governance, organization and roles, information life cycle, and enabling
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infrastructure. Similarly to our model, it is intended for the early stages of MDM implementation.
However, the scope of this model is the conceptual MDM implementation within an organization,
i.e., it assumes a top-down strategy. In contrast, our model is intended for the iterative strategy
focused on satisfying specific organization needs.

An example of an academic MDM research is presented in [22], which proposes a model for analysis
of the master data life cycle in a organization. It is intended for analyzing the existing master data
management cycle, i.e., identifying missing activities and bringing to light its challenges. The main
components of this model are: (i) data portfolio (organization data that undergoes master data
management); (ii) data and system design (data hub architecture, 1T-related aspects of MDM) (iii)
data management (development and maintenance of the master data (including its updates), quality
control); (iv) data maintenance (monitoring and controlling the MDM process). Note that the
proposed model does not consider the software aspects of MDM solutions. Furthermore, it is not
focused on the specific MDM implementation tasks within an organization.

8. Conclusion

In the current paper, we propose a functional model of an MDM solution intended for development
within the iterative strategy. The model is designed for the early stages of the MDM implementation,
and its main purpose is to translate the needs of an organization into the MDM terminology in order
to estimate the percentage of MDM specific tasks. It allows to plan and estimate necessary
functionality of the MDM solution and proceed with the tools selection and composing technical
requirements. We provide a case study of the real MDM projects that were implemented with the
model in question.

As a further direction of our research, we plan to develop evaluation techniques for the early-stage
MDM project functionality and fine-grained metrics of the MDM solution complexity. Additionally,
we intend to map the functionality of a typical MDM solution to various MDM products, as well as
integrate our approach more tightly with knowledge management [23-24] and visualization
techniques [25-26].
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