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AHHoTanus. B cratbe mpezcrtaBieH 0030p COBPEMEHHBIX MOAXOAOB K aBTOMAaTHYECKOMY OOHApY:KCHHUIO
KOTHATOB, COYETAIOINI METOABI INTyOOKOT0 00yUEHHS U KIACCHIECKHE TMHIBUCTHIECKHIE TeXHUKH. OCHOBHAs
HeTb MCCIEOBAHUS - CUCTEMaTH3UPOBATh CYIIECTBYIOIIUE aPXUTEKTYPHI, BBIABUTH MX CHIIBHBIE M CIa0ble
CTOPOHBI ¥ TIPEIJIOKUTH WHTETPATUBHYIO MOJEJb, OOBEAMHSIOMYI0 (hOHETHUecKue, Mopdoiornueckue u
CEeMaHTHYECKHUE MPEACTABICHNS JIEKCHIECKUX JAaHHBIX. [ TOCTHKEHUSI 3TOM 1IeN NPOBeEH KPUTHYECKUH
aHanu3 paboT, ony0IMKOBaHHBIX B ieproa 2015-2025 rr. 1 0TOOpaHHBIX ¢ IOMOIIBIO CIECIUATH3HPOBAHHOTO
napcepa HayqHOro penosutopwus arXiv.org. B pamkax aHammsa paccMOTpeHs! cieayronme 3agaqun: (1) oneHka
TOYHOCTH M YCTOHYMBOCTH CHAMCKHX CBEPTOYHBIX HeHPOHHBIX ceTeld (CNN) u TpanchopMepoB mpu epeHoce
(hoHETHUYECKHX MTATTEPHOB MEXIY Pa3HOPOIHBIMHU S3BIKOBBIMH CEMBAMH; (2) COMOCTaBICHUE 3P PEKTHBHOCTH
opdorpadrueckux merpuk (LCSR, HOpmanmm3oBaHHOe paccrosHue JleBeHmTeiHa, WHIEKCH JIkappo-
Bunkiepa u ap.) u cemantndeckux amoenaunroB (fastText, MUSE, VecMap, XLM-R); (3) uccinenosanue
THOPHUIHBIX APXUTEKTYp, BKIIOYAIOMIMX MOP(OJIOTHYECKHEe CIOM ¥ MEXaHM3Mbl TPaH3UTHBHOCTH IS
BBIIBJICHUS] YACTHYHBIX KOTHATOB. B pe3ynbraTre BBLIBICHO, YTO KOMOMHHMPOBaHHE (OHETHYECKHX MOIYJNeH
(cuamckue CNN + tpancdopmepsr), Mopdonorundeckoit 06padotku (BiLSTM Ha ocHoBe manubix UniMorph)
1 00yJ4aeMbIX CEeMaHTHUECKHX BEKTOPOB OOECIIeYMBaeT HAMIIYYIIHE MTOKAa3aTeNd TOYHOCTH U YCTOHYMBOCTH
JUISL Pa3IMYHBIX SI3BIKOBBIX Iap, BKITIOYAsh MajopecypcHble. I[IpemnokeHa WHTETpaTHBHAS apXHUTEKTYpa,
CIIOCOOHAsT aJanTHPOBATHCA K Pa3HOOOPA3HIO SA3BIKOBBIX TPYMIT M 3(P(PEKTUBHO OLICHUBATH CTETIEHb POJCTBA
cioB. Mtorom paboThl cTald HE TONBKO AHATUTHYECKHI OTYET O MEepeloBBIX METOAaX, HO M pa3paboTKa
PEKOMEHAINH JUTS JATbHEHIIEro pa3BUTHS aBTOMATH3HPOBAHHOTO BBISIBICHHSI KOTHATOB.
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Abstract. The paper provides a comprehensive review of contemporary methods for automatic cognate
detection, integrating deep learning techniques with traditional linguistic analyses. The primary objective is to
systematize existing architectures, assess their strengths and limitations, and propose an integrative model
combining phonetic, morphological, and semantic representations of lexical data. To this end, we critically
analyze studies published between 2015 and 2025, selected via a specialized parser from the arXiv repository.
The review addresses three core tasks: (1) evaluating the accuracy and robustness of Siamese convolutional
neural networks (CNNs) and transformer-based models in transferring phonetic patterns across diverse
language families; (2) comparing the effectiveness of orthographic metrics (e.g., LCSR, normalized
Levenshtein distance, Jaro-Winkler index) with semantic embeddings (fastText, MUSE, VecMap, XLM-R);
and (3) examining hybrid architectures that incorporate morphological layers and transitive modules for
identifying partial cognates. Our findings indicate that a combination of phonetic modules (Siamese CNNs +
transformers), morphological processing (BiLSTM leveraging UniMorph data), and learnable semantic vectors
yields the best accuracy and stability across various language pairs, including low-resource scenarios. We
propose an integrative architecture capable of adapting to linguistic diversity and effectively measuring word
relatedness. The outcome of this research includes both an analytical report on state-of-the-art methods and a
set of recommendations for advancing automated cognate detection in large-scale linguistic applications.
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1. BeedeHue

ABTOMaTHUYECKOE OOHApYKEHHE KOTHATOB CTAHOBUTCS BCE OoJiee BOCTpEOOBAaHHBIM HaIpPaBICHUEM
HCCIICIOBAHMM, MOCKOJIbKY IO3BOJIIET YCKOPUTh M CTAHAAPTU3UPOBATH IPOILIECCHI BBISBICHHS
POICTBEHHBIX CIIOB B Pa3HbIX s3bIKaX. L[ebI0 HACTOSIIETO WCCICAOBAHUS  SBISIETCS
CHUCTEMATHUYECKHUI aHAIH3 CYIIECTBYIOMIHMX MOX0/I0B K TOCTPOSHHUIO MOACIICH IS HIACHTU(DUKAIIH
KOTHATOB, popMHpOBaHUe HaOOpa 00OCHOBAaHHBIX BBIBOJIOB U BhIJENICHUE Hanboee 3 (hEKTUBHBIX
mpakThK. Ha OCHOBe TIONYYEHHBIX pPE3yJiIbTaTOB IUIAHUPYETCS pPa3padoTaTh COOCTBEHHYIO
HWHTETPATUBHYIO apXUTEKTYPY, OOBEIHHSIONIYIO JTyUIlIue JOCTIKCHHUS B 00JIACTH (POHETHIECKOTO,
opdorpaduaeckoro u ceMaHTHIECKOTO MPEICTABICHHS JEKCUISCKUX JaHHBIX.

B pamkax MOCTaBJIEHHOW MLENU IUIAHUPYETCs peumth cieayiomue 3agayun: (1) HeoO6xoaumo
KPUTHYCCKH MIEPEOCMBICIUTD CYIIECTBYIOIINE METOIOJIOTHYCCKUE PEIICHUS, BRITBUTh UX CHJIBHEIC
U cla0ble CTOPOHBI C TOYKH 3PEHHS TOYHOCTH, YCTOMYMBOCTH K IIymMaMm H 00o0OIIaromiei
crnocobnoctH; (2) COMOCTaBUTH HUCMOJB3yEeMble IPUHIMOBI  BBISBICHHUS MPU3HAKOB H
ITOPUTMUYECKUE TTOAX0IbI, YTOOBI HAa MX OCHOBE C(HOPMHUPOBATH ONTHMAJIBHBIN HAOOP MPU3HAKOB
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1 MeXaHu3MOB 00yuenus; (3) Ha 6a3ze 000OIIEHHOIO OMBITa CKOHCTPYHPOBATH MOJIEID, CIIOCOOHYIO
ruOKO aJaNTUPOBAThCS K Pa3HBIM S3bIKOBBIM rpynnaM u 3()(EeKTHBHO OLEHHBATh CTENEHb
POACTBEHHOCTH CJIOB.

Takum 00pa3oM, HACTOSAIIEE UCCICIOBAHNUE MPU3BAHO HE TPOCTO OMKMCATh UMEIOLIHECs MOIXOIbI,
HO M Ha WX OCHOBE CHHTE3MPOBATh HOBBIH METOJ, CHOCOOHBIH OOBEAMHUTH JOCTOHHCTBA
pPa3HOOOpa3HbIX AapPXUTEKTYp M MPU3HAKOBBIX MpeAcTaBicHWil. HWTOroM crTaHer Mo[eb,
ONTUMHU3UPOBAHHAS 10 TOYHOCTH M HAAEKHOCTH, M HAO0Op PEKOMCHMAIMHA Ui JajdbHEHIIEero
pa3BUTHUsI aBTOMATH3UPOBAHHOTO BBISBICHHSI KOTHATOB B MACHITAOHBIX JIMHTBUCTUUECKHX 3a7[a4ax.

2. Memodonozus c6opa u aHanusa numepamypb|

Juist peanuzanmu 3aa4i CHCTEMAaTHYECKOT0 aHAM3a COBPEMEHHBIX IT0JIX0/I0B K aBTOMaTHYECKOMY
0oOHapy)XEHHI0O KOTHaTOB HaMu ObUT pa3paboTaH CHEIMaIn3UpOBAaHHBIA TEKCTOBBIA mapcep,
npesHa3HaYeHHBIH Ul aBTOMAaTU3UPOBAHHOTO IIOMCKAa W W3BJICYEHHS HAYYHBIX ITyOJHMKAILUH,
COZICPIKAIIMX PEICBAHTHBIC MCCIICOBAHMU B JaHHOM oOnactu [1]. Beibop BpeMeHHOTO HHTEpBaa -
nocneanue aecsts yet (2015-2025) - 00yciioBieH psimoM coOOpaKeHHiA: BO-TIEPBBIX, B JAHHBIH
neprosi HaOJI0JaeTcsl 3HAYMTENBHBIA pPOCT HMHTEpeca K HCIOJIb30BAHUIO METOJOB TIIyOOKOTrO
o0ydeHUs, BKJIIOYas PEKyppPEHTHbIE HEHPOHHBIC CETH, APXUTEKTYphl Ha OCHOBE BHUMAHHSA U
TpaHcopMepsl, B 3a1a4ax JIMHTBUCTUYECKOTO aHAIN3a, BKIIOYAs MICHTH(UKAIIMIO KOTHATOB; BO-
BTOPBIX, IMEHHO B TEUCHHUE TIOCIICTHETO IECATHIICTUS CTAIN JOCTYIHBI KPYTTHBIC JINHTBUCTHUECKHE
KOPIYCBl W KpOCC-TMHIBUCTHYECKHE 3MOCIINHTH, CYIIECTBEHHO PACIIMPUBIINE BO3MOXKHOCTH
aHalu3a JIEKCUYECKUX CBA3EH.

B kadecTBe OCHOBHOTO MCTOYHMKA MyOJMKanuii ObUT BEIOpAaH HAay4YHBIM perno3uTopuit arXiv.org,
KOTOpBIH TIPEACTaBIseT COOOW KPYMHYIO OTKPBITYIO IUIaTGOpMy Ml IpPEABAPUTEIHHOU
MyONMMKALMKM HAayIHBIX CTaTed B OOJACTH KOMIBIOTCPHBIX HAyK, JMHTBUCTHKH, MAaTEMaTHKH U
CMEXHBIX IucHuiUiH. Beibop arXiv obocHoBaH cienyrommmMu (axtopaMu: (1) OTKPBITOCTh H
JIOCTYITHOCTh: BCE MaTepHalbl PEHO3UTOPHUS HAXOAATCS B OTKPBHITOM JOCTYIIE, YTO IapaHTHPYeET
BOCTIPOM3BOAUMOCTE METOJIOB U TIPOBEPKY PpEe3yJIbTaTOB HCCIENOBaHUA; (2) aKTyalbHOCTh H
OINEepaTHBHOCTH: arXiv pa3MellaeT MPENpUHTHl J0 MyOJHMKalMd, YTO IO3BOJISIET OTCIIEKUBATH
nocieqHue TeHAeHnMH; (3) TeMaTHYecKHuil OXBaT: PENO3UTOPHI CONEPKHUT 3HAYHUTENIFHOE
KOJIMYECTBO MyOJMKaIMii 110 HampasieHusM ‘computation and language’, ‘artificial intelligence’,
‘machine learning’, 4to menaet ero peIeBaHTHBIM PECYPCOM IS OMCKA CTaTel 10 COBPEMEHHBIM
MeToJlaM HJIeHTU(PUKAINK KOrHATOB; (4) API 1 TexHNYecKast MHTETpalys: HaJInIue OQHUINaIbHOTO
API u mognmepxkka cTpykTypupoBaHHBEIX (opmaroB (XML, JSON) ympomiaroT aBTOMAaTH3AIHIO
cOopa nHdpopManny U U3BJICYEHNE METAIAHHBIX JUIS OCIEeNYOIero aHaIn3a.

C wucnonp30BaHNEM pa3pabOTaHHOTO Iapcepa OB BBIIOIHEH AaBTOMAaTH3WPOBAHHBIN ITOHCK
myONHKanuil 0 KIFOYEBEIM CIIOBaM, BKJIFOUAIOMINM «cognate detectiony», «cognate identificationy,
«automatic cognate recognition». ITo pe3ynbpraTaM GUIBTPALINH 11O COEPKAHHIO, TATE ITyOITHKAIIIH
W PEJeBAaHTHOCTH KOHTEHTa OBUI OTOOpaH pSAJ HCCIEIOBaHWH, COOTBETCTBYIOUIMX KPHUTEPHUSIM
BKJIFOUCHHUS: pabOTH TOCBSIMICHHI 33a7adaM aBTOMATHYECKOTO aHaJIM3a KOTHATOB M HCIIOJIB3YIOT
100 OpUTHHAIIBHBIE MOJIENH, TM00 MOAU(PHUKAINN H3BECTHBIX apXUTEKTYp ITyOOKOro 00ydeHUs.
JanHblit Kopnyc ObUI COXpaHEH B CTPYKTYPHUPOBaHHOM BHJIE M TOJBEPTHYT COAEPIKATEILHOMY
ananmmsy. Jlanee mpencraBieH MOApOOHBIH aHAIN3 PabOT, BKIIIOYAsT apXUTEKTYpHBIE OCOOCHHOCTH
Mo/iesiel, CIOCOObI MPEACTABICHHUS IMHIBUCTHYECKUX PU3HAKOB, THITbI HCIIOJIb3YEMbIX TAaHHBIX U
METOJIUKH BaJIUIALHH.

3 0630p nony4yeHHbIx OaHHbIX

B pa6ote T. Pama [2] mpemmoxkeHa apxuTeKkTypa CHaMCKO# cBepToYHO# Helpouuoii cetu (CNN),
IpefHa3sHAaYeHHas U1 aBTOMATHYECKOTO aHaln3a KOTHATOB Ha OCHOBe cmuckoB Caojermra.
BXO)IHI)IMI/I JaHHBIMHU JJII MOZICIHN CJIYXaT JABYMEPHBIC MaTpUIlbl, KOAWUPYIOUINE (I)OHCMHBIC
MIOCJIC/IOBATENILHOCTHU CJIOB C TIOMOIIBIO 1 6-MEpHBIX OMHAPHBIX NPU3HAKOBBIX BEKTOPOB (CM. TabII.
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1), a Takke OWHApHBIE BEKTOPHI, OTPAKAIOUIWE IMaphl CPABHUBAEMBIX S3BIKOB (HAIpHUMED,
«HEMELKUN—aHTTHACKUIT).

Tabn. 1. @pacmenm mabnuybi OUHAPHBIX POHEMUYECKUX NPUSHAKOG.
Table 1. Fragment of the table of binary phonetic features.

IMpusnak \ ®onema p b f v m
3BOHKOCTb 0 1 0 1 1
I'yoHo#t 1 1 1 1 1
3yOHoit 0 0 1 1 0
AJbBEOIISIPHBII 0 0 0 0 0
Bensipnblii 0 0 0 0 0
YByssIpHBIIL 0 0 0 0 0
ImorranbHbII 0 0 0 0 0
CMBIYHBIH 1 1 0 0 0
DpukaTuBHBII 1 1 1 1 0
Addpuxar 0 0 0 0 0
HazanpHblil 0 0 0 0 1
Ilenkarormmit 0 0 0 0 0
ATNpOKCHMAaHT 0 0 0 0 0
JlarepanbHbIit 0 0 0 0 0
Poruueckuii 0 0 0 0 0

CBEpTOYHBIC CIIOHM CETH MO3BOJIAIOT A(()EKTUBHO BBIACIATH JOKAIBHBIC ()OHETHYCCKHE MATTCPHBI
13 BXOAHBIX JIaHHBIX M MHTErPUPOBAaTh MX C HMH(POpMAIMEH O SA3BIKOBOW IPUHAIC)KHOCTH.
[ocnemyromue TMONHOCBSI3HBIE CIIOM OOYYalOTCS OLEHUBATH BKIJIAA SI3BIKOBOW ONHM30CTH B
BEPOSATHOCTH TOTO, UTO JBa CJIOBA SBJIOTCA KorHatamu. OmeHKa Moaenn Ha Habopax MaHHBIX W3
Pa3IUYHBIX A3BIKOBBIX CEMEUCTB NOKa3ana yBeIMYEHUE TOUHOCTH U F-mepbl Ha ypoBHe oT 15 10 20
% mo cpaBHeHHIO ¢ SVM-KkiaccuukaTopoM, KpoMe TOTO, MPEUIOKEHHBIN MOIXO0J COXPAHSET
BEICOKYIO 3((PEKTHBHOCTD J1aXKe TPH OTPAHUICHHOM 00BEMe 00yJaroInuX JaHHBIX, YTO OCOOCHHO
aKTyaJbHO JUISI aHAJIN3a MAJIOPECYPCHBIX S3BIKOBBIX CEMEH.

JlaHHas Wpes HAXOAWT pa3BHTHE B OoJiee MO3THUX paboOTaX, TIe MPOBEPSIETCS YHHBEPCATHHOCTD
MOOOHBIX MOJIENICH 3a TpefeslaMi HCXOIHBIX S3BIKOBBIX cemeit. Hampumep, E. CoiicanoH-
Coiinuned u M. I'parpot-Bunaunr [3] cTaBsT BOonpoc o ToOM, MOXHO JIH TATTEPHBI, BEIYUEHHbIE Ha
HH/I0EBPOTEHCKUX A3bIKaX, IEPEHECTH Ha CTPYKTYPHO OTAAJIEHHBIE TPYIIIBL, TAKHE KaK YPaJIbCKHUE
CaaMCKHe S3bIKH. ABTOPHI CONOCTaBISIIOT TPH METOJA: pacuéT HOPMAIM30BAaHHOTO PACCTOSHUS
JleBenmreiina, SVM ¢ HabOpOM CTPOKOBBIX METPHUK B KauecTBE NPH3HAKOB M CHAMCKYIO
cBéprounyto Heipocers (S-CNN). OOyuyenue Bcex Mogelnei mpoBoauioch Ha WordNet s
MHJIOEBPOIEHCKHX SI3BIKOB, ITOCJIE Yero ObIJIO MPOU3BECHO 1000y4YEeHUE Ha TPEX CAaMCKHX SI3bIKaX.
Pesynpratel moatBepawid, uTo apxurektypa S-CNN  1neMOHCTpHpYeT CYIIECTBEHHOE
peBOCXOACTBO Ham SVM u 0a30BEIMH METpUKaAMH pelakTHpoBaHmsA. Kpome Toro, Momenb
YCIENTHO HICHTH(OUIUPYET YHUBEPCAIbHBIC (DOHETHUECKUE 3aKOHOMEPHOCTH, aJalTUPYs MX IS
aHanmM3a pa3HBIX S3BIKOBBIX ceMeil. Hampumep, ceThb KOPPEKTHO HISHTH(UIIMpOBala KOTHATEHI,
CBSI3aHHBIE PETYISIPHBIMH COOTBETCTBHSMH TJIACHBIX (B YacTHOCTH, Iepexoxa *a — *0), HecMOTps
Ha OTCYTCTBHE SIBHOM pa3METKH JUIS ATHUX S3BIKOB.

Yenemnas pemoHcTpamus crocooHoct S-CNN Kk mepeHocy (OHETHUECKHX MaTTEPHOB MEXIy
Pa3HBIMH SI3BIKOBBIMH CeMbsMH [3] BBIABHJIA BaXKHBIH BONPOC: HACKOJIBKO TAKHE apXUTEKTYPhI
MOTYT OBITH pacHIMpeHbl 3a CUET WHTErpaluH JIONOJIHUTEIbHBIX JIMHIBUCTHYECKUX YPOBHEH.
OrpannyeHne, CBA3aHHOE C NTHOPHPOBAHHEM CEMaHTHKH, OBUIO YACTHYHO IMPEOIOJICHO B paboTe
Ha MaTepuajie aHTJIMHCKOTO M TOJUIAHJICKOTO SI3BIKOB [4], menbi0 KOTOPOTO SIBIISUIOCH CO3/IaHHE
KOHTEKCTHO-HE3aBUCHMOTO CTaHJAapTa OIEHKH KIACCU(PUKATOPOB M BKIIOUEHHE CEMAHTHYECKOU
nH(pOpMAaIMM HA OCHOBE BEKTOPHBIX Mojeneil. Opdorpaduueckne mpu3HaKW, HCIONH3yeMbIE
aBTOpaMH, BKITIOYAH 15 MeTpHK (popMabHON CX0KECTH, TAKUX KaK KO UIIMEHT cCaMOoil ATTMHHON
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obmeit moamocienoBarensHocT (LCSR), HOpManmm3oBanHOe cxoxactBo JleBenmreitHa (NLS),
nHaekcel Jaiica, Kakkapa n JIxappo-Bunkinepa. CeMaHTHYECKHE TPU3HAKH OCHOBBIBAIMCH Ha
KOCHHYCHOM CXOXECTH BEKTOPHBIX mpexacraBieHuii fastText, mpenBapurenbHO OOYYCHHBIX Ha
kopryce Wikipedia U BRIDOBHCHHBIX B OOIIEM MPOCTPAHCTBE [T aHTIMHACKOTO U HUJICPIAHICKOTO
SI3BIKOB.

PesynpraTel mokasamu, urto opdorpadpuueckne merpukn, ocoberHo LCSR (F1=85.47%) u NLS
(F1=84.24%), neMOHCTPUPYIOT BHICOKYIO 3((EKTHBHOCTD, MX KoMOUHanus gocturaet F1=84.38%.
AHanu3 Ba)XXHOCTM TPH3HAKOB C MCHOJIB30BAHUEM JEPEBBbEB pEIICHUH W CIy4alfHOro Jieca
MOATBEPAMI ToMUHHpYIo1yto poib LCSR n merpuknu [xappo-BuHkiepa (coBrnaseHne HayanbHbIX
CHMBOJIOB). BakHO oTMeTHTh, uTO cMbIcn LCSR 3akiodaeTcss B OLEHKE CTPYKTYPHOTO CXOJICTBA
JIBYX CJIOB BHE 3aBUCIMOCTH OT HETIOCPEACTBEHHOT0 coceicTBa OyKB. Hanpumep, B clI0Bax «KHUTa»
U «KaHUCTpa» camas JJIMHHasi o0Ilias IOANOCIIeI0BATEIbHOCTh OYKB B NPABHJILHOM IOPSAKE —
«kHHay (K-H-1-a). YeM JuInHHEee Takas 00IIas [eTmovYKa CHMBOJIOB, TEM BBIIIIE TIOKA3aTENb CXOKECTH.
LCSR mo3BosieT yCIEemHO BBISBIATH KOTHATHI, KOTOPBIE YacTO MMEIOT OOIIWii KOpPEeHb, HO CO
BpEMEHEM HM3MEHSAIOTCS B HANHMCaHUM (HampuMmep, AoOaBieHrne Cy(h(UKCOB MM 3aMeHa OYKB).
LCSR cnocoOHa pacmo3HaBaTh TaKMe CKPBITHIC CTPYKTYPHBIE COBIAJCHUS JaXXe y CIOB, BHEITHE
CHJIFHO Da3NIMYaONINXCs, HANpUMep, OTIMYaTh KOTHATHl (Hampumep, problem—probleem) ot
JIOXKHBIX JApy3ed mepeBoaunka (Hampumep, actual-actueel), y KOTOPBIX OYKBBI IOXOKH, OJHAKO
oOmas cTpykTypa pas3Has. VHTerpanus CEMaHTHYECKHX NPHU3HAKOB CYIIECTBEHHO YJIydlIMja
Pe3yabTATHL: H30JIMPOBAHHOE UCIIOIBb30BaHUE BEKTOPHBIX MpecTaBIcHu obecneumno F1=89.14%,
nx KoMOnHanus ¢ opdorpaduueckumu mpu3HakaMu nosbicrina oommii F1 o 88.30%.

TeMa nHTErpali CEMaHTUYECKUX U OpdorpadguiecKux Mpu3HAKOB JUIsi OOHAPYKEHUS] KOTHATOB,
HaxOJAHMT CBOE pa3BUTHE B pab0TaX, OXBATHIBAIOIINX OOJIEE CIIOKHBIE INHI'BUCTHYECKHUE KOHTEKCTHI.
B uccrenmoBanny Ha MaTepuane HHIMHCKHUX S3bIKOB [5] aBTOPBI cHOPMHUPOBAIH KOPITYCHI TaHHBIX
ucronb3ysi cuHTakcuueckue ciosapu IndoWordNet u pomonuuB cuamckyto CNN-apXHTEKTypy
ceMaHTHYeCKUMU pecypcamu. [lepseiii Habop (WNData) o0beMHAT CII0Ba, CBSI3aHHBIC OOIIUMHU
KOHIICTITAMH 4Yepe3 CHHOHHMHUYECKHe cetH, a Bropoir (PCData) ocHOBEIBasCS Ha HapaiieIbHBIX
KOpITycaX C BBICOKOH opdorpaduueckoii cxoxkecThro. s KiaccupuKanuy map CIOB aBTOPHI
CPaBHHUBAIOT JIBE APXUTEKTYPHI HEHPOHHBIX ceTeil. B mepBoM MOIX0/1e UCTIONB3YeTC s TOTHOCBS3HAS
cethb (Feed Forward Neural Network), e cioBa HCXOIHOTO H LEIEBOTO SI3BIKOB KOTUPYIOTCS C
TTOMOIIBIO OTJENBHBIX SMOCIIMHT OB, TTOCJIE YeT0 MX MPEICTABICHUS KOHKATCHUPYIOTCS H IIPOXOIST
yepes cKpeITHIH cioii ¢ ReLU-aktuBarmed u BRIXOOHOH softmax-cnoii. Bo BTopoM momxoze ciioa
TPaKTYIOTCS KakK IIOCJIeIOBATEIbHOCTH CHMBOJIOB: CHUMBOJIBI KaXKJOTO SI3bIKa KOIUPYIOTCS B
COOCTBEHHOM SMOEIJIMHIOBOM MPOCTPAHCTBE, OOBEIUHSIOTCS M IEPEAaloTCsl B PEKYPPEHTHYIO
CeTh, BBIXOJ| IIOCIEIHEr0 CKPBITOTO COCTOSHUSI KOTOPOHM JOMOJHUTENbHO 00padarhiBaeTCs
MOJIHOCBSI3HBIM  citoeM U softmax. ABTOpbI cpaBHHBAaIOT 3()(GEKTHBHOCTH TMOJHOCBSA3HONH U
PEKypPPEHTHOI Mojieneli Ha IeCATH Iapax SI3bIKOB — OT OJIM3KOPOJCTBEHHBIX (HANpHMep, XUHI—
canckput, riae RNN memoHcTpupyeT TouHOCTh 70 93,9 %) no Gonee oTman€HHBIX (TaKMX Kak
XUHIU—TaMIIIBCKUH, T1Ie TOYHOCTh, COOTBETCTBEHHO, HIDKE). BO BceX ciydasx peKyppeHTHAs CeTh
npeBocxoqut FFN, 4To CBHIETETHCTBYET O MPEHMYIIECTBE PAaOOTHI C MOCIECAOBATEIHHOCTSIMH
CHMBOJIOB B 3ajJjade OOHapy)KCHHs KOTHATOB, TAaK)Ke IOJUEPKUBAETCS POJIb CEMAaHTHKH: Jaxe
MHHUMAaJIBHOE BKJIIOYEHHE KOHIENITYIbHBIX CBA3el (Harmpumep, o0mux onpenenennii B WordNet)
YCHIIMBAJIO CIIOCOOHOCTH CETH OTJIMYaTh WCTUHHBIE KOTHATHl OT CIYYalHBIX TIpadUuecKux
COBIIA/ICHUM.

Hdannoe wucciemoBanue [5], nokasaBiiee 3((EKTHBHOCT HHTerpauuu cemMaHTukd B CNN-
ApXUTEKTYpBl, TEM HE MEHEE, OCTABWJIO OTKPBITHIM BOIPOC O TOM, KaK OOBEIMHHTH aHAIU3
(hOHETHYECKUX M CEeMAHTHUYECKHX MHPU3HAKOB B €IMHYIO CHCTEMY, CIOCOOHYIO YYMTHIBaTh Kak
rpaguyeckue, TaKk W KOHIENTYyalbHbIE CBS3M MEXAy ciioBamu. I[IpoGiema OblL1 perieHa B
MPOJIODKCHUH JIaHHOM paboTh, Ilie aBTOPBI BBILIUIM 32 PAMKH H30JIMPOBAHHOIO HCIIOJIB30BaHHS
WordNet, mpeayio’)KuB KOMIUIEKCHBIH ITOIXOJ Ha OCHOBE KPOCC-IMHTBAJIBHBIX 3MOEIIMHIOB U
rpadoB 3Hanuit [6].Eciu panee ceMaHTHYECKHE CBSA3H KOIUPOBAIUCH YePE3 CHHOHUMHUYCCKUE CETH
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IndoWordNet, To HOBasi METOIOIOTHSI AOTMOJHUIA UX KOHTEKCTHBIMH CJIOBApSIMH M JTHHEHHBIMH
peoOpa30BaHUAMH BEKTOPHBIX MPOCTPAHCTB, YTO MO3BOJIMIO YJIAaBIMBATh CMBICIOBYIO OIM30CTh
JTake TIPX OTCYTCTBUH MPSAMBIX opdorpadruecknx cooTBeTcTBHA. HamprumMep, mapa «aar» (XuHIN)
U «arHu» (TeNyry), CBsi3aHHas OOLIMM 3HAYCHHWEM «OTOHbY», ObLIa MICHTHU(HIMPOBAHA HE uYepe3
rpaduyeckoe win (OHETHUECKOE CXOJCTBA, a YEPEe3 CEMAHTHUYECKOE BHIPAaBHHBAHHE BEKTOPOB H
aHamu3 KoHTekcTtoB n3 WordNet. J{ns omeHKH OJIM30CTH CIIOBa M €ro KOHTEKCTHOTO CIIOBaps
MIPUMEHSIaCh KOCUHYCHAs CX0XKECTh MEXy COOTBETCTBYIOIMMH BEKTOPHBIMU MPECTaBICHUAMH,
MOJIyYEHHBIMHU U3 TPEX Pa3InYHbIX BhIpaBHEHHBIX aMOenaunr-moaenei: MUSE, VecMap u XLM-
R. Kiaccugpukanust KOTHaToB OCYLIECTBIISIACH METOAAMH MAIIMHHOTO o0yueHust (SVM,
JorucTuaeckas perpeccus) u HelipoHHbME ceTsiMu (FFNN). PesynpraTs! nokasanu yiydamienune F-
Mepel Ha 18% o cpaBHEHHIO C MPEABLIYIIMMH MOAXOAAMH, AEMOHCTPHUPYSI, YTO OOBEIUHEHHE
KPOCC-IMHTBAJIbHBIX O3MOENMHIOB C B3BEIICHHOM JIEKCHIECKOW CXOXKECTBIO IPEOO0IEBACT
OTpaHUICHUS MOeIeH, (POKYCHPYIOIIMXCS TOJIBKO HAa OJJHOM YPOBHE aHaIN3a — (POHETHIECKOM HIIH
CEMaHTUYECKOM.

BMmecte ¢ COBEpIICHCTBOBAaHHEM METOJIOB OOHApyKEHHS KOTHATOB B COBPEMEHHBIX S3BIKAX,
HeWpoceTeBbIe ITOXO0/bI HAIIIIN IPUMEHEHNE B PEIICHUH 33/1a4 HCTOPHYECKON JIMHIBUCTUKH. Taxk,
K. Menorn m ULI. PaBdorens [7] mpoaeMoHCTpHpOBaiH, Kak apXHTEKTYpHl JUIi paboThl C
MIOCJIEI0BATENILHOCTAMH (s€q2seq) MOTYT PEKOHCTPYHPOBATh JIATHHCKHE NTPadOpMbl. APXUTEKTYypa
BKJIIOYasa 3HKOJIep, 00pabaThHIBAIONINIA CIIOBA IIATH POMAHCKUX S3bIKOB (MTAIbSHCKHUNA, HCIIAHCKUH
U Jp.) KaK MOCJIEA0BAaTEILHOCTH CUMBOJIOB, U JACKOJIEP, TEHEPUPYIOIINii TaTHHCKHE (HOPMBI Yepes3
MexaHu3M BHUMaHus. OOy4yeHne MOJIeNN OCYLIECTBIUIOCh Ha 8799 mapax «KorHaT — JIATWHCKast
npadopMa» B IBYX mpexacraBieHusx: opdorpadpuyeckom u donernyeckom (IPA). BaxubiM
aCIIeKTOM palOoThl SIBJISETCS BBISBICHHE CIOCOOHOCTH MOJENM K YCBOGHHIO CHCTEMHBIX
(DOHOJIOTUUECKUX 3aKOHOMEPHOCTEW M aHaIn3 OMIMOOK. AHaNIM3 TO0Ka3all, YTO YTO IOJAABIISIOIIEE
GonpmHCTBO OommMOOK (okosmo 80 % B opdorpaduueckoit m 75 % B ¢doHeTHUECKOH dYacTH
9KCTIEPUMEHTA) MOXHO OOBSICHUTH W3BECTHBIMH JIMHIBHCTHUCCKUMH (PEHOMEHAMH, CIIOKHOCTBIO
(hOoHETHUECKOH SBOJIIOINHU M BApHATUBHOCTHIO €€ OTPa)KEHHsI B COBPEMEHHBIX sI3bIKax. Yarie Bcero
OIIMOKU CBSA3aHBI C YEPEOBAHUSIMU TIacHBIX (Hampumep, /il <> [el, lu/ < /o) u koHTpacTom
JIONITOThI, BBINAJICHAEM CJIOTOB U YIPOIIEHHEM COTJACHBIX KJIACTEPOB, & TAKKE C CHCTEMHBIMU
MpOIIECCaMK  O3BOHYCHUS], OTIyIIeHHs W accuMmisiiuu (K mnpumepy, nepexon [K] — [ts] B
UTAJIBSHCKOM U Jiajiee B [s] Bo ¢paniry3ckom; Bapuaiuu [b] < [v]). JlonodaHuTeNbHBIE 3aTPy THEHUSI
B BOCCTaHOBJICHHH MNPEACTABISIET PeLyKLUsT MOP(HOIOrnyeckux (opM JIATHHCKUX CHPSHKEHHH U
HeperyJsipHbIX CJIOBO(OpPM, YTEPSHHBIX HIIM YHPOUIEHHBIX B POMAHCKHX S3bIKaX, a TaKXke
creuuduKka rpeyeckux 3aMMCTBOBaHHMH, OTpaKarolascs B HECTaHAAPTHBIX opdorpaduyeckux
coveranusix (<ph>, <th>, <rh>, <y> u J1p.), KOTOpble B COBPEMEHHBIX S3BIKAX COXPAHSIOTCS
HepaBHOMEpHO [7].

Jlnst mpoBepku cOCOOHOCTH MOJENU ycBauBaTh (HOHETHUYECKHE YepeloBaHUs ObLI pa3paboTaH
HCKYCCTBEHHBI KOPIYC KPaTKUX CJIOTOB, WILUIIOCTPUPYIOHMIMX 33 pa3iuuHbIX (POHOIOTHYECKUX
npasuiia. [Ipy TeCTUpOBaHNMHU Ha 3TOM KOPITyCE MOJIEJIb IPAaBUIILHO PEKOHCTPYHpPOBaJia OKOJIO JBYX
Tperel ATux npaswi (22 u3 33). I3MeHeHus, KOTophIie OBLTH MpeCKa3yeMbl U OJTHO3HAYHEI BO BCEX
JIOYEPHUX s3bIKaxX (HampuMmep, acCCHMHJLIIMM HOCOBOTO IiepeJl CIeNYIOLeH COrjacHOW) ObuH
BOCIIPOM3BEICHBI MPABMIILHO, TaM, I/Ie¢ U3MEHEHHs ObLIM Pa3HBIMHM WM HEHTPaIM30BaHHBIMHU B
OJTHOM HJIM HECKOIIBKHX S3BIKAX, OBLIH JOMYIIEHBI OMHOKH [7].

S1. Mun Kum [8] MoaepHH3upOBaN AaHHBIN MOJX0A, IPUMEHHUB apXUTEKTYPY TPAHCHOPMEPOB IS
00paboTKM  OOBEAMHEHHBIX IIOCIEAOBATEIFHOCTEH JIOYEpHHMX s3bIKOB. Hampumep, mnis
PEKOHCTPYKIIMHU JIATHHCKOW NpaOopMbl MOJIENb MOJyYaeT Ha BXOJ KOHKaTEHHPOBaHHBIC (hOPMEI
CJIOB-KOTHATOB M3 IISITH POMAHCKUX SI3BIKOB (PYMBIHCKOTO, (DpaHIly3CKOTO, HTAJIBSHCKOTO,
UCMAHCKOTO, TopTyraiabckoro). Kaxknas 1odepHssi IocienoBaTeNbHOCTh  00padaThIBaeTCs
OTJEJIBbHO: K TOKEHaM JI00aBIISIOTCS SI3BIKOBBIE 3MOEUTMHTH (4TOOBI MOJIENb OTJIMYAIIA, U3 KaKOTo
A3bIKa TIPOUCXOANUT CHMBOJI) M TTO3UIIMOHHBIE KOAMPOBKH (YTOOBI COXPAHUTH MOPSAIOK CHMBOJIOB
BHYTPH S3bIKa), HAIIPUMeE:
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e tooth (t, 0, 0,1, h):

t — mo3uius 0,

0 — mo3unwms 1,
0 — TIO3ULHA 2,
t — mo3uIus 3,

h — mosunms 4.

e dent(d, e, n,t):

d — mosumms 0,
e — no3unus 1,
n — Mo3unus 2,

t — mo3umus 3.

[Tocne 3TOro0 BCe MOCIEAOBATEILHOCTH OOBEANHSIIOTCS B OJIHY M IOJAIOTCS B 9HKOoAep. Hampumep,
KOTHATBl JJIs CloBa «3y0» B aHrimiickoM (tooth), romranackoMm (tand), HemerkoM (Zahn) u
PEKOHCTPYHPOBAaHHOM MPOTO3amagHOTepMaHCKOM (tanp) ObutH OB OOBEAWHEHBI B EAWHYIO
nocienoBarenbHocTh Biaa: [RO] tooth [FR] dent [IT] dente [ES] diente [PT] dente, rae [RO], [FR]
U TJ. — METKH SI3bIKOB. MOPSIOK MEXIY Pa3HBIMH sI3bIKAMHM WrHOpUpyercs. Takod momxon
UMHTHPYET pabOTy JIMHIBUCTOB, KOTOPBIE CPABHHBAIOT CUCTEMATHUECKHE COOTBETCTBUSI MEXKIY
KOTrHaTaMM (HampuMmep, HayalbHBIH *t-* B aHMIMHCKOM, TOJJIAHACKOM W HPOTOr€PMAaHCKOM).
Tpanchopmep, Gnaronmapsi MexaHW3My BHHMAaHUS, BBIBISET TaKHE IMATTEPHBI aBTOMAaTHUECKH,
Jla’ke eCIT BXOAHBIC ITOCIIEJ0BATEIbHOCTH AIMHHBIE U Pa3HOPOIHBIE.

MeTtobl, HCTIONB3yIONIME TPaHCHOPMEpHBIC apXUTEKTYphI [8] 1 MeMOHCTpUpYIONIE MOTECHIHAT
ABTOMATHYECKOTO  BBISBJICHHS CHCTEMHBIX IIaTTEPHOB B  KOTHAaTax, CTaJKHUBAIOTCA C
($yHAaMeHTATBHOM TPOOJIEMOI IMHIBUCTHYECKOH PEKOHCTPYKIMHU - HEOAHO3HAYHOCTHIO Tpadopm,
0COOCHHO B YCJIOBHSAX OTPAHMYCHHBIX WM NPOTHBOPEYMBBIX JaHHBIX. B CBOIO odepenp,
HCCIIeIOBaHMs, TaKue Kak aHcamOneBble moaxoasl [9], mpeanaraoT NpUHINIHAIEHO WHOHM B3I
Ha 33/1a4y: BMECTO ITOMCKA €JMHCTBEHHOH «MACaIbHOI» PEKOHCTPYKIIMH, OHU (POKYCHPYIOTCS Ha
KOJIMYECTBEHHO! OILICHKE HeonpenesIEHHOCTH. B dacTHOCTH, Ha MpuMepe OMPMHUICKUX, KAPEHCKUX
Y NTAaHOAHCKUX SI3BIKOB aBTOpaMM ObLIO co3maHo 10 mMozenel, Kaxaas U3 KOTOPHIX o0ydayach Ha
MOJIU(UIMPOBAHHBIX BEPCHSIX MCXOMHBIX MaHHbIX (¢ ynanenuem 10% cioB). PesymbraTs
OOBEAMHUIUCh B «pa3MbIThie» Tpadopmbl, Tae Kaxias (GoHeMa MpeacTaBisuiack HabopoM
IBTEPHATHBHBIX BAPUAHTOB C YKa3aHUEM X YaCTOTHOCTH B BHJE IISITH YPOBHEH WHTEHCUBHOCTH.
Taxue «fuzzy-cTpoku» He TONBKO OB IIPO3PAYHOCTh BBIBOJIOB, HO U BBISIBIISUIN POOJIEMHBIE
yuactku. Tak, Ha HpUMepe OMPMHUIICKOTO KOpIyca aBTOPbl MIUTIOCTPUPYIOT STHMOJIOTHYECKYIO
HEOJHO3HAYHOCTH (CM. TabI. 2).

Tabn. 2. [Ipumep ceemenmayuu cio8 ¢ SMUMONOUYECKOU HEOOHO3HAUHOCTIBIO 8 OUPMULICKOLL 2pYnne A3bIK08.
Table 2. An example of segmentation of words with etymological ambiguity in the Burmese language group.

SI3BIK CnoBo  BripaBHEHHBII B

Lashi lat lat
Achang  [fot Jat
Khumi xat xat
Atsi sat sat

Shwe Lu fat Jat

B Tabnuie BUAHO, YTO B YETHIPEX U3 MATH S3bIKOB HAYAIbHBIM CErMEHT BapbUPYETCsl B Mpejenax
/-], [s-] u [x-], Torma kak B Lashi BcTpeuaercst aHOMaibHO oTnmMuaroiuiics [l-]. AHamus c
ynanerarem 1o 10 % jaHHBIX OKa3bIBaeT, 4To B 40 % cirydaeB alNropuT™ peKOHCTpyHpyeT *[-, B 35
% —*s- u B 25 % — *I- (cm. Tabn. 3), mpuuém naxe HeOOJbIIAs A0S BApHAHTA *1- CBHACTEIBCTBYET
0 cepb&3HOoM BIISTHUN (Gopmbl Lashi Ha 0011y10 yCTOMYHMBOCTE PEKOHCTPYKITHH.
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Tabn. 3. Pacnpedenenue yacmomHocmu pekOHCmMpYUupOSaHHbIX 6aPUAHMOs npagpopm.
Table 3. Frequency distribution of reconstructed variants of the protoforms.

IMozunmss  Bapmant  Yactota (%)

Wunnman  *[- 40
*s- 35
*]- 25
dunan *.at 50
*-ot 30
*-aj 20

Cxodkasi KapTHHa HaOJoaeTcs BO (MHAIBHBIX YacTsIX: Ipeo0iIajaloliuM BapUaHTOM sIBIIsIeTCs *-
at (50 %), onrHako reHepauusi MOKa3bIBaeT ycToiunBoe mnosieieHue *-ot B 30 % u *-aj B 20 %
ciyyaeB. Takas MHOXKECTBEHHOCTh PEKOHCTPYKIMH HWCKIIOYAeT OJHO3HAYHBIA  BBIOOD
€MHCTBEHHOW mpadopMbl W MOTYEPKHBAET HEOOXOAMMOCTh Oosiee TIIyOOKOro aHajmu3a
MOTEHIMATIBHBIX PETYIPHBIX COOTBETCTBHU [9].

[TpoGnema HeonpenenEHHOCTH B PEKOHCTPYKIMK padopM, TECHO CBsA3aHa C APYTO#l CI0KHOCTBIO
aHaJM3a KOUHATOB - HEXBATKOW Pa3MEUCHHBIX AAHHBIX JUIS MaJOPECYPCHBIX SI3BIKOB, TIE Aaxe
MUHHMalbHas aHomanus (Bpone *1-* B Lashi) moxxer ucka3uth pe3ynbrarel. Ecnu ancamOuneBble
METO/IbI TIPEIAraloT «MSATKOe» pelIeHie uepes3 BeposTHoCTHBIe mpadopmer, To K. T'ocBamu [10]
UJIET Aajblie, AeTas MOMBITKY IOJHOCTBIO OTKa3aThCs OT 3aBUCHMOCTH OT Pa3MEUECHHBIX KOPITYCOB.
ABTOpSBI pa3paboTany c1ab0 KOHTPOIMPYEMYIO MOAENb AJISI MAJIOPECYPCHBIX A3BIKOB, TAE METOIBI,
TpeOyroIye pa3MEUCHHBIX JaHHbBIX, OKa3bIBAIOTCS ManodhPeKTuBHEIMA. OCHOBHAS HIes pPaOOTHI
3aKIIOYaeTcss B pa3pabOTKe MOAX0Ja, KOTOPBI HCIONB3yeT MOP(OIOTHYECKHE JaHHBIC
ONM3KOPOJICTBEHHBIX S3BIKOB /NI IOBBIMICHHS TOYHOCTH OOHApyKEHHS KOTHATOB. ABTOPHI
MPEAaraloT apXUTEKTYpy Ha OCHOBE CHAMCKHX CeTeH, 0OBeIMHAIONIYIO TiTyOoKkoe oOydeHue n
KJIaCTepPHU3aLHUI0, YTO II03BOJSIET MHUHUMHU3UPOBATH 3aBHCUMOCTh OT aHHOTUPOBAHHBIX JaHHbIX.
Mopgenb BKIIOYAET TPU KOMITOHEHTA: KOJMPOBIIMK CJIOB, COYETAIOIIUI CBEPTOYHbIC HEHPOHHBIE
cetu (CNN) s u3BJIeUCHHS N-TPAMMHBIX IPU3HAKOB Ha YPOBHE CHUMBOJIOB, MO3MIHOHHBIC
SMOEIMHTY U MEXaHU3Mbl BHUMaHHUS; MOP(OIOTHUECKHH MOJYJb, UCIIOJIB3YIOUIMH JTaHHBIE U3
pecypca UniMorph; nerektop Ha ocHoBe t-pacmpenencHus CrbromeHTa W onTuMmm3anuu KL-
JIMBEPTEHIIUH JJIsl KJIacTEepU3allii KOTHATOB 0€3 MCIIOJIb30BAaHMS Pa3MEUEHHBIX JaHHBIX.

IMoaxon, B 4acTHOCTH, IMO3BOJIIET MCHOPUPOBATH BapualMu IIacHbIX (Hanpumep, Alankar —
Alankaaram), ¢okycupysice Ha cornacHbix marrepHax (*-1-n-k-*) u pacmosnaBate o06Iie KOpHH
ke Tpu u3MeHeHusX B addukcax winm Quekcusx (Hanpumep, umggibelo vs. um-geibelo).
CpaBHeHHe ¢ 06a30BBIMH METO/AMHM I10Ka3ajJ0 3HAYUTENbHOE IMOBBIIIEHHE KadecTBa - 0e3 SBHBIX
MeTOK Mojienb gocturana F1 ~0.85, uro B 2—3 pasa npesbiano ux pe3yaprars: [10].

B ommune or cnabo konTponmpyemoro nmoaxona K. I'oceamu [10], MOJHOCTEIO YCTpaHSIOLIETO
3aBUCHMOCTDh OT Pa3MEUYEHHBIX KOPITYCOB 3a CUET HCIIOIBb30BAaHMS MOPQOIOTHUECKUX ITaHHBIX
OIM3KOPOJICTBEHHBIX SI3BIKOB M CHAMCKUX CeTei, B craTbe M. AkaBapany u A. bxarrauapsu [11]
peanuzyeTcst MpsIMO TPOTHBOIIOJIOXKHASI CTpPAaTETHs: BBISBICHHE KOTHATOB CBOAWTCSA K 3ajade
oOyuenust ¢ yumrenem monenu CogTran2. B kadecTBe HCXOAHBIX J@HHBIX HCIOIB3YIOTCS
BBIPOBHEHHBIE  (DOHETHUECKHE IIOCIEAO0BATEIIbHOCTH, NONydeHHble anroputMoM SCA n
npuBen€HHbIe K KOMIakTHOMY andaButy ASJP, npu 3TOM K KaXAOMY psiiy BbIpaBHUBaHHS
nobaBiseTcst TOKeH, oOo3Hawarommii s3bIk, Hampumep, [LAT] mns matmackoro, [ESP] mms
ucnanckoro win [FRA] s ¢ppaniry3ckoro.

B XoJe SKCHepHUMEHTOB aBTOPbI TNPHUBOIAT IMPHMEDP BBIPABHMBAHMS CJOBA «OTEl» B TPEX
WHJOCBPOTIEUCKIX SI3bIKaxX: JIATHHCKOE pater, ucmanckoe padre m ¢paniysckoe pére, rae B
LEHTPAIBHBIX CTOJNONAX BBIPABHUBAHUSI COXPAHSETCS KOPEHb p—t-r, a BapuallMK INIACHBIX a, € U
apdukcoB -dre, -re OKa3pIBAIOTCS IO KpasM MaTpPHUIBl. AHAJOTHYHBIM 00pa3oM st
ABCTPOHE3MHCKUX SA3BIKOB MOJIENb YCIENTHO WACHTH(UIIMPYET KOTHATHI tangi (taramor) u tangis
(Manaickuii) — Ha ypOBHE KOpHsI tar)- OHa UTHOPHPYET pa3nudus cy(hPHKCOB -i U -iS.
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Apxutexrypa CogTran2 BxmrouaeT aBa cios Transformer ¢ pa3menéHHBIM BHUIMaHHEM IO CTPOKaM
M cronlnaM, 4YTO MO3BOJIICT Y4YeCTh KaK BHYTPHS3BIKOBBIE (DOHETHUECKHE CBS3H, TaK U
MEXBSI3BIKOBBIC COOTBETCTBHS. 3areM Omok ‘Outer Product Mean’ ¢opmupyeT mnomapHbie
MPE/ICTABIICHUS CJIOB, & CIICIHAIbHBIC «TPEYTOJIbHBIE» MOJYJIH, 00ECIeYHBAIOT TPAH3UTUBHOCTS!
€CITH, HallpHMep, KUTalCKOe CII0BO C HadYaJIbHBIM K- CBSI3aHO ¢ THOETCKUM CJIOBOM ¢ h-, a TuGeTckoe
CJIOBO CBSI3aHO C €lI€ OJHUM CIOBOM B IPYrOi BETBH, MOJIEb BEIBOJUT CBS3b U MEXKy KUTallCKUM
U TIOCJIEJIHAM CJIOBOM. B 3akitodeHue JIMHEWHBIH KilacCUpHUKAaTOp Ha copTMaKce IpecKa3bIBaeT
BEPOSITHOCTh KOTHATHOCTH [UISl KaXKAOH TapBbl.

st 0O0yuenus ucrnosp3oBal kopiyc u3 6 817 xonuentos (16 609 cnoB) n3 12 sI3bIKOBBIX ceMeild, a
Jutst TectupoBanus — 19 136 konnentoB (67 347 cnoB) u3z 14 cemeii, BKJIro4ass HHAOEBPOINEHCKHE,
ypaJbCKHe, aBCTPOHE3UHCKUE U CHHO-THOETCKHE S3bIKU. B KauecTBe MeTprku BeiOpana B-Cubed
F1, orpaxaromas Ka4ecTBO KJIACTEPHOW CTPYKTYphl KOTHATOB. ABTOPHI 00paIlaloT BHUMaHHE Ha
CHIDKEHHE KauecTBa IPH aHAJIN3E SI3BIKOB CO CIIOKHOW Mopdonorueii — HanpuMep, pOMaHCKUX H
HEKOTOPBIX aBCTPOHE3MHCKHX — & TaKK€ Ha HEJOCTATOYHYIO CIIOCOOHOCTH MOJENH BBIIBISTH
YacTUYHBIE KOTHATHl Ha ypoBHe Mopdem. B kadecTBe mepcrnekTwB manpHEWIIeld pabOTHI OHHU
IpeaIaraloT yrryOnéHHsId aHamu3 (OHETHYECKHX 3aKOHOMEPHOCTEH, pacIIMpeHHe KOPITyCHOH
6a3bl 171 MaJIOPECYPCHBIX SA3BIKOB, a Takke aganrtanuio CogTran2 g 3agad (puiIoreHeTHIecKOn
PEKOHCTPYKIUH U y4&Ta 3auMCcTBOBaHuit [11].

B ommmune or oOydeHust ¢ yuurenem B monenn CogTran2 [11], rme KIIFOYEBYIO pOJNb HIPArOT
BBIPOBHEHHBIE (DOHETHUYECKHE IIOCIENOBAaTEIbHOCTH M ciom Transformer uisi mpeackazaHus
korratHoct, I'. Opaysii u B. Tlatpanmkenapy [12] mpeanararor moJHOCTHIO HHOW B3I OHH
MepeMeIaloT 3aJady B TEOMETPUYECKOE IPOCTPAHCTBO TPEXIY4eBOM CTPYKTYpPBI S3BIKOB,
UCTIONB3YSl METPUKY Ha OCHOBe cmucka CBojema. ABTOPHI paccMaTpUBAaIOT TPOHKU A3BIKOB Kak
TOYKH THPOCTpaHCTBa T3, Iie Kaxkzaas U3 TPEX BeTBEH COOTBETCTBYET OAHOM M3 map SA3BIKOB, a
paccTosiHUE BJIOJIb BETBU ONPEIIISETCS JIEKCHYECKOM OJIM30CThIO sI36IKOB 10 207 6a30BBIM CII0BaM
cnucka Cojenia.

Mertpuka paccTosiHUSI MEXIy IBYMs si3blkamMu L, u L, paccuntbiBaercs opdorpaduuecku: ams
KaXJIOTO CJIOBA U3 CITHCKa OIpeeNseTcs, COBNAAET JIM UX nepsas OykBa (paccrosHue 0) wiu HET
(paccrosuue 1), a UTOrOBOE PacCTOsIHUE d;; BBIYUCIAETCA KAK CyMMa TaKMX HHMKATOPOB 110 BCEM
cioBaM. Hanpumep, uist Tpoiiku «1at. aqua — UCIL. agua — (paHIl. eau» paccTOSHHUS COCTABIISIOT:

d(aqua,)\ agua) = 0\ d(aqua,\ eau) = 1,\ d(agua,\ eau) = 1,\ d(aqua,\ agua)
= 0,\ d(aqua\ eau) = 1,d(agua,\ eau) =1,

MOJIy4EeHHAs TOYKa PacIoiaraeTcs Ha Jiyde, COOTBETCTBYIOIIEM CaMOMY «YAAJIEHHOMY» SI3BIKY, Ha
paccrostaud min{d; j }OT LEHTpa TPOHKH.

KnroueBbIM B HCCIICJOBAaHHM SBJISICTCS H3ydeHHe «cpemHeit toukm» (Fréchet-cpemnee, wiu
barycenter) Ha CTpyKType U3 TpEX Jiydel, aBTOpPbI BBISICHWIIN, YTO €CJIH BCE TPH SI3bIKOBBIE BETBU
UMEIOT TPUMEPHO OJMHAKOBYIO JUIMHY (TO €CTh HMX CpeJHHME JIEKCHYECKHE PAacCTOSHUS He
OTIIMYAIOTCS U OCTAIOTCA HeBeNukH), To Fréchet-cpemHee cTpeMuTCs K IEHTpaIbHOH BEpIIHHE.
Ecmu kakas-To w3 BeTBel OKa3bpIBacTCS 3aMETHO JUIMHHEE NIBYX IPYTUX (TO ecTh €€ CpemHss
JIeKCU4ecKast TUCTaHIUs OOJIbINe HyJIS ), TO CPEHSIS TOUKA CMEIAETCs BIOJIb 3TOTO Jyda OT LEHTpA.
Taxoe cMelieHne yKa3blBaeT Ha TO, YTO JIAHHBIN SA3BIK YAAJIEH OT Hapbl Oosiee ONM3KUX SI3BIKOB H,
CJIeZIOBAaTENIbHO, HE UMEET C HUMHM TaKOTrO e YpOBHs poAcTBa. MHBIMM caoBamu, KOrjga BCE TpH
A3bIKa OJIMHAKOBO «OJIN3KW», CPEIHssI TOYKa OCTAa&Tcs B LEHTPE M CHUTHAIM3MpYeT 00 oO0Iem
npoucxoxaeHuu. Korma ke OgWH SI3BIK OTYETIIMBO OTIMYACTCS, TOYKA CMEIIAeTCd B CTOPOHY
HUMEHHO 3TOrO S3bIKa, IOKa3bIBasl pa3HUIly B CTEIIEHU UX POJCTBA.

ABTOpPBI IPOBEPWIIM METOJ Ha TPEX TUIOBBIX IpuMepax. s poMaHCKON TPONKH «UCHaHCKUN—
MOPTYTaJbCKUW—HUTANbSIHCKUID» JTaHHAasg TOYKa OCTaJach B IIGHTPE, YTO COOTBETCTBYET
MPEACTAaBICHUI0 O EOWHOM JIATWHCKOM mpeake. Jmsd Tpynmsl «aHTIHACKHHA—(ppPaHITy3CKHH—
pyCcCKuil» OKa3aloch, YTO CpEIHEe II0 BETBH PYCCKOTO (WM aHIJIIMHCKOT0) S3bIKa CTallo
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MOJIO>KUTEIBHBIM, U TOUYKA CMECTHIIACh 10 COOTBETCTBYIOIIEMY JIydy, OTpakas IPHUHAIC)KHOCTD K
pa3HbIM  BETBAM  HMHAOEBpONEWcKkoll  cembu. [lpumep  MPOMEKYTOUHOTO  CpPEIHETO
MIPOJEMOHCTPUPOBAH HA IPUMEPE «UPIAHICKUH—TIOTIAHICKUA—BaNIMHCKUI», TI€ OJHA U3 BETBEH
HE3HAYUTENHHO BBIACISECTCS MO cpeaneii mune [12].

B ommume ot reomerpudeckoro nomxonaa Opayas u [arpanmkenapy [12], mepeBosiiero 3amadqy
B TpEeXMepHOe TPOCTPAaHCTBO Ha ocHoBe cmmcka Copemra, ucciemosanue ‘Improved Neural
Protoform Reconstruction via Reflex Prediction’ [13] Bo3Bparaercs k Hef{poceTeBbIM METOAAM H
ONUpaeTcsl Ha JIByHANpPaBICHHYIO Seq2seq-apXUTEKTypy AJIsl PEKOHCTPYKLHUH MpadopM. ABTODEI
UCTIONIB3YIOT YeThIpe Kopiryca: kurtaiickue s3b61ku CpenHero Kuras (WikiHan) u ero pacimpennas
Bepcust WikiHan-aug, kotopast BKIIIO4aeT JONOIHUTEIbHBIE UAIEKTHbIE BApUaHThI, faTaceT Hou,
OXBATHIBAOIINIA 39 Pa3IMYHBIX AHATICKTOB, HOHETHYESCKHUI KOPIMYC POMaHCKUX A36IKOB Rom-phon
n opdorpaduueckuii Rom-orth, kakaplii U3 KOTOPBIX COAEPKHUT JaHHBIE O ISATH S3BIKAM.
PexoHCTpyKIINS TPON3BOAUTCS € MOMOIIBIO seq2seq-Monaenb Ha ocHoBe GRU u cocTouT M3 ABYX
stamoB: (1) reHepanms KaHAMZATOB Npadopm: Hadaja HEHPOCETh «YyUUTCS» IPeoOpa3OBHIBATH
Ha0Op COBPEMEHHBIX CJIOB 00paTHO B mpadopMy, 3allOMHHAS OOIINEe 3aKOHOMEPHOCTH 3BYKOBBIX
n3MeHeHnd. Monens Gopmupyet He onHY (GopMy, a HECKOJIBKO KaHIUJATOB, YIIOPSAAOUYCHHBIX 10
BEpOSATHOCTH; (2) MpoBepKa W BBHIOOp Jydiero kanauaara (reranking): 9ToOBI MOHATH, KaKas W3
npadopM IEHCTBUTEIIFHO MPaBAONO100HA, aBTOPHI 00y4JaroT BTOPYIO HepoceTh, KoTopast OepeT Ha
BX0/1 Ipa)OopMy U IIBITAETCS 110 HEil BOCCTAHOBHUTH BCE MCXOAHBIE CJIOBA. /ISl KaXKI0ro KaHIuaaTa
npadopMbl 00paTHasi MOZENb I'eHEpUPYET MperoiaraeMeie (JOpMBI B KaXKIOM U3 COBPEMEHHBIX
SI3BIKOB. 3aTeéM HOBBIE «IpEJICKa3aHHbIE» (OPMBI CPaBHMBAIOT C HACTOSAMIMMH. YeMm Iydine
COBIIAJICHHE, TE€M BbINIE Oamn y KaHauaara. HakoHel, OpUTHHANBHYIO OLIEHKY YBEPEHHOCTH
reHeparopa mpadopM KOMOMHHUPYIOT C OLCHKOH «00OpaTHOW» MOJENH M MNepeyHopsaouYnBarOT
KaHIN/IAaTOB: Ha IEPBOE MECTO BBIXOIUT (popMa, KOTOpasi ¥ cama BBITJIAEIa IPaBAONOI00HO IIpH
TeHepalyy, U U3 KOTOPOH JIy4Ille BCETO BOCCTAHABIMBAIOTCS BCE COBPEMEHHBIE CIIOBA.

HpI/IMeHﬂH TaKyl0 IABYHAIIPABJICHHYIO BajluAalluio MOJCJIb YUYUTCA OTAaBATh MNPHUOPUTET TEM
PEKOHCTPYKIHAM, KOTOPHIE HE NMPOCTO «IPaBAONONO0HBI» HW30JIMPOBAHHO, HO M JEHCTBUTEIHHO
«BO3BPAIIAIOTY» COBPEMEHHbBIC (HOPMBI CBOMX MOTOMKOB [13].

4 3aknrovyeHue

B cBere mocTaBIeHHBIX 33729 — MIEPEOCMBICICHHS CYIIECTBYIONINX METOJOJIOTHYSCKIX PEIICHUH,
COTIOCTaBJICHUS TIPUHIIUIIOB BBIABJICHUS IPH3HAKOB M aNTOPUTMHYECKHX ITOIXOJOB, a TaKXKe
MPOSKTHPOBAHUS aJalITUBHOW MHTETPATUBHOW MOJIETH — MPOBEAEHHOE MCCIIEIOBAHUE MTO3BOIIIIIO
BEISIBUTH 3aKOHOMEPHOCTH W OTPAaHWYCHHS COBPEMEHHBIX ApXUTEKTYp IS aBTOMATHYECKOTO
oOHapykeHus: KOrHatoB. CBOJHOE COMOCTaBJICHHE PACCMOTPEHHBIX METOJIOB MPEACTABIECHO B
T1abn. 4. Anamm3  ¢onetmueckux cuamckux CNN  u  TpaHc)OpMEpHBIX  IHKOICPOB
MIPOJAEMOHCTPUPOBAI UX BBICOKYIO TOYHOCT M CIIOCOOHOCTh MEPEHOCUTH (POHETHYCCKHE TATTEPHBI
MEXy S3BIKOBBIMH CEMBSIMH, OJHAKO OIPaHUYECHHOCTh YHUCTO (DOHETHUECKHUX MPEICTABICHHIMA
cTana odeBHIHA TpuU paboTe ¢ MajJOPECYpPCHBIMHU SI3bIKAMH M B YCJIOBUSAX IIIYMHBIX JIaHHBIX.
Hccnenoanus, ommparoniuecss Ha opdorpaduieckue METPUKH M CEMaHTHYECKHE SMOEITUHTH,
mokazanmu, 4ro komOwmHHpoBanme LCSR, HOpManm3oBaHHOTO paccTosiHUs JleBeHIITeHHAa W
KOCHHYCHOTO CXOJICTBa BeKTOpoB fastText CyIiecTBeHHO MOBBIIIAET KAYeCTBO KIIacCH(DUKAIIUH, HO
IIPH 3TOM HEPEIKO TEPSCTCS YYBCTBUTEIBHOCTH K (DOHOIOTMYECKHM H3MEHEHUSIM. Takxke OBLIO
OTMEYEHO, YTO COBpPEMEHHBIC TpaHchopMepHbie pemreHus, Takue kak CogTran2 u seq2seq-
MOJIXO/BI JUT PEKOHCTPYKIUU MpadopM, MPEBOCXOAAT H30JIUPOBAHHBIC MOJACTH MO CIIOCOOHOCTH
VIIaBIMBATh CHUCTEMHBIC JICKCHYECKUE COOTBETCTBUS, OJHAKO CTAJIKHBAIOTCA C MPOOIeMOit
HEOTPeAeIEHHOCTA PEKOHCTPYKIIMHA MPH OTrPaHUYCHHBIX KOPITyCcaX.
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Tabn. 4. Ceoonas mabauya mMemooos asmoMamuieckol 0emeKyuu KOZHAmMos u PeKOHCMpPYKYuu npagpopm.
Table 4. Summary table of methods for automatic cognate detection and preform reconstruction.

Astop / HazBanue

SA3biku / Kopmycsl

ApXHTEKTypa

Jlono/THHTeIbHbIE XapPAKTePHCTHKH

Taraka Rama (2016).
Siamese CNN for Cognate
Identification

Hnnoesponeiickue
(pomaHckue,
TepMaHCKUe)

Cnamckast cBEpTOUHAS
HeHlpoceTs Haj
(hOHEMHBIMHU BEKTOpaMU

®donernueckue 16-MepHbIe OMHAPHEBIE BEK-
topsl ASJP/IPA; unrerparms nadopmanuu
0 SI3BIKOBOH Tape; JIOKAIbHOE BBIIEICHHIE
(hOHETHUECKHX TATTEPHOB

Kanojia et al. (2019).
Utilizing Wordnets for
Cognate Detection

10 uHauiACKUX
SI3BIKOB (XMHIH,

CaHCKPHT, OeHraum,

NeHDKa0u 1 ap.)

FFN u RNN Hag
IMOEIIUHTaMH CJIOB K
CHMBOJIOB

CeMaHTHYECKHE NTPU3HAKY U3
IndoWordNet; opdorpaduueckue
metpuku (LCSR, NLS, Dice, Jaccard,
Jaro-Winkler);

Soisalon-Soininen &
Granroth-Wilding (2019).
Cross-Family Similarity
Learning

Indo-European

(train) — caamckue

SI3bIKH (test)

Cuamckast CNN Haz

(onemubiMu one-hot IPA;

CTPOKOBBIE METPUKH
(Levenshtein, Gurpammsi,
TpepUKCHI, IJIHHbI)

IpoBepxka nepeHoca (OHETHIECKUX
MaTTEPHOB MEXY CEMbSIMHU; BBISBICHHE
PEryIsIpHBIX INIACHBIX COOTBETCTBHUIT Oe3
SIBHOU pa3MeTKU

Kanojia et al. (2020).
Harnessing Cross-lingual
Features

14 unauiickux
SI3BIKOB

FFN (1 ckpbIThIii CI10¥1)
HaJl KOHKaTeHaIMel
(hoHETHUECKHUX BEKTOPOB
1 KPOCC-SI3bIKOBBIX
9MOEUINHTOB

Vcnosnb30BaHue BHIPABHEHHBIX
amberuaros MUSE, VecMap, XLM-R;
uHTerpauus GOHETHYECKUX U
CEMaHTUYECKUX PU3HAKOB

Meloni, Ravfogel &
Goldberg (2021). Ab
Antiquo: Neural Proto-
language Reconstruction

5 poMaHCKUX
SI3BIKOB +
JIATUHCKUH

Seq2seq GRU ¢
MEXaHU3MOM BHHMAaHHUS

JIByxdazHas BamugaLus: reHepanus
KaHAuAaToB 1padopm u obpaTHast
MPOBEpKa uepe3 seq2seq-MoJIelb; OlleHKa
ournOOK (HOHOJIOTHIECKHUX YPEJOBAHHI U
penykuuii; ~80 % 0OBSCHSAIOTCS U3BECT-
HBIMH (DOHETHYECKHMH ITPOLIECCAMH

Kim et al. (2023).

5 poMaHCKUX

Tpauchopmep-sHKOAED-

SI3bIKOBBIE SMOEIIMHTH + ITO3UIIMOHHBIE

Transformed Protoform SI3BIKOB + JIeKoziep Hal KOJTMPOBKH; KOHKATECHAIHSI
Reconstruction JIATUHCKUH; 39 00bEeTUHEHHBIMU MOCJIEIOBATEILHOCTEH C METKAMU SI3bIKOB
CHHUTHYECKHX (oHeMHBIMH
SI3BIKOB I0CJIIOBATENILHOCTAMH
List et al. (2023). Burmish, Karenic, Ancamb6ieBsie MHoromozensHoe 00yUeHNE ¢ YIaIeHuEM
Representing and Panoan s3p1xu PEKOHCTPYKTOPBI; 10 % paHHBIX; BEPOSITHOCTHAS OLICHKA

Computing Uncertainty

«fuzzy»-npadopmsr ¢
YaCTOTHBIMU yPOBHAMH

(1)0H€MHLIX BapHaHTOB

Goswami et al. (2023). Wnnuiickue, Cunamckuif CNN (n-gram  OTka3 OT pa3Me4eHHBIX JaHHBIX; MOpdo-
Weakly-supervised Deep KeIBTCKHUE, IOKHO-  + BHUMaHUE) — normgeckue npusHaky u3 UniMorph; me-
Cognate Detection adpuKaHCKHE TIOJTHOCBSA3HBIH CIIOM ¢ TEKTOp Ha OCHOBe t-pacnpeneneHus Crbio-
SI3BIKH KJIacTepHu3anuei nenra + onrtumusarust KL-nuBeprenuun
Akavarapu & Bhattacharya 14 cemeiicTts (mo  J[ByxcioiHBII Paznenénnoe BHUMaHUE MO CTPOKAM U
(2024). Automated Cognate Rama & List, 2019) tpanchopmep Hax crosnbuam; Outer Product Mean st mo-
Detection as a Supervised MHOKECTBEHHBIM MapHBIX MPEACTABICHUN; «TPEYTOIbHbIE)»

Link Prediction Task with
Cognate Transformer

BEIpaBHUBaHHEeM (MSA) +

link-prediction

Moy Jutst Tpan3uTuBHOCTH; B-Cubed F1
Ha OOJBIINX KOpIycax

Ordway & Patrangenaru
(2024). Sampling the

Swadesh List in Tree Spaces

EBponeiickue
SI3BIKU (JIATHHHMIIA,
HMHAO0EBpONencKue
BETBH)

Single-linkage clustering
B «3-spaiinepe»
MPOCTPAHCTBE JIEPEBHEB

MertpuKka Ha COBIAJICHHH TIePBO GYKBBI
o crimcky Csonenra; anamm3 Fréchet-
CPEIHEro ISl TPOHHBIX S3BIKOB;
BBISIBIICHHE YIAJIEHHOCTH Yepe3 CMeIeHIe
barycenter

Labat & Lefever (2019). A
Classification-Based
Approach to Cognate
Detection Combining

Orthographic and Semantic

Similarity Information

AHTITHACKAHR <>
Tomnanackmii

JlepeBbs pemienuii /
Random Forest nax 15
opdorpadryeckuMu
METPHUKaMHU U
CeMaHTHYECKUMH
¢actText amOeTHHraMI

Opdorpaduueckue merpuku: LCSR, Dice,
Jaccard, Jaro-Winkler; cemanTHueckue
TIPH3HAKH: KOCHHYCHas cxoxecTh fastText

Lu, Wang & Mortensen
(2024). Improved Neural
Protoform Reconstruction
via Reflex Prediction

Cpennekuraiickue
JTNAJICKTHBIC
xopryca (WikiHan,

WikiHan-aug, Hou)

U pOMaHCKHUE
kopryca (Rom-
phon, Rom-orth)

Seq2seq GRU c beam
search 11 reHepanuu
KaH/AUaToB + seq2seq-
pamKupoBIIUK (reranker)

JIBySTamHas BalUIaLuMs: TCHEPaTop
npadopM 1 0OpaTHas MOJENb IS
BOCCTaHOBJICHHSI COBPEMEHHBIX (opM;
00beIMHEHHE BEPOSITHOCTEH TCHEpALHU U
TOYHOCTH PEKOHCTPYKLIMH ISl BBIOOpa
Ty4qiier mpadopMsl
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CoIocTaBIIeHNE ITUX PE3YJIBTATOB ITO3BOJIMIIO CHHTE3UPOBATH APXUTEKTYPY, O0BEIUHSAIOLIYIO TPH
KJIIOYEBBIX KOMIIOHEHTA: BO-TIEPBBIX, MOIYJIb (POHETHYECKOTo aHaimu3a Ha 6ase cuamckux CNN u
TpaHc(hOpMEPOB, WHTETPUPYIOMHUX (oHONIOTHUECKHE M opdorpaduyuecKkie COOTBETCTBHS, BO-
BTOPBIX, MOP(OJIOTHUECKUH CJIOH, W3BJIEKaroImuii rpaMMmembl U addukcsl, oOpabaTsiBacMble
BIiLSTM u o0beauHsiemble ¢ OOIIMM TIPEJCTABICHHEM CIIOBA; M, HAKOHEI, CEMaHTHYECKYIO
NPOCJIOIKY, B KOTOpO# cMemeHHe (OHETHYECKHX W CEMaHTHYECKHX BEKTOPOB C 00y4aeMbIMU
BecaMu oOecreunT y4y€T mHpenanonaraeMblX 5BPHCTHK. [Ipenmnonaraercsi, 4To Takoe COuYeTaHHE
o0ecIieuuT He TOJILKO NEPEHOCUMOCTD MEXIY SI3BIKOBBIMU CEMbSIMH, HO U CTa0MIBHOCTh METPHK
npH paboTe ¢ MaOPECYPCHBIMH SI3BIKAMHL.

TakuM 00pa3oM, BBHIIOJHEHHOE MCCIIEOBAaHUE MO3BOJIMIO HE TOJBKO KPUTHYECKH OICHUTH
CYIIECTBYIOIIE METOJIUKH, HO M Ha MX OCHOBE MNPEAJIONKUTH APXUTEKTYPY, OOBEAMHSIONIYIO
¢doneTHyeckue, MOPHOIOTHISCKIE K CEMAHTHIECKHE KOMIIOHEHTEL.
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