Tpyowr UCIT PAH, mom 37, evin. 5, 2025 . // Trudy ISP RAN/Proc. ISP RAS, vol. 37, issue 5, 2025

DOI: 10.15514/ISPRAS-2025-37(5)-6 @(:-H

Detection of SQL Injection Attacks through the
Network Logs Using Machine Learning Methods

IM.A. Lapina, ORCID: 0000-0001-8117-9142 <mlapina@ncfu.ru>
IN.R. Kapshuk, ORCID: 0009-0004-3644-7530 <kapshuknik06@gmail.com>
2M.A. Rusanov, ORCID: 0009-0000-7069-7542 <mix.rusanoff@yandex.ru>

LE.F. Timofeeva, ORCID: 0000-0001-5824-4778 <teflena@mail.ru>

! Faculty of Mathematics and Computer Science named after Professor N.I. Chervyakov,
North Caucasus Federal University,
1, Pushkina str., Stavropol, 355017, Russia.

2 Institute of Information Technology, Moscow University of Finance and Law,
building 1, 17, Serpukhovskiy val str., Moscow, 115191, Russia.

Abstract: The article examines machine learning methods for detecting the introduction of SQL code into the
network logs using the KNIME program, based on finding patterns between incoming features and subsequent
forecasting in a binary classification problem. Unlike existing works, this article examines the effectiveness of
five tree-based machine learning methods. The content and sequence of work stages are presented. The highest
results were shown by the Random Forest method (accuracy — 97.58%; area under the ROC curve is 0.976).

Keywords: machine learning; KNIME; classification; dataset; data selection; SQL injection; threat detection
on the network; detection of suspicious patterns; protection of web applications.

For citation: Lapina M.A., Kapshuk N.R., Rusanov M.A., Timofeeva E.F. Detection of SQL injection attacks
through the network logs using machine learning methods. Trudy ISP RAN/Proc. ISP RAS, vol. 37, issue 5,
2025, pp. 81-92. DOI: 10.15514/ISPRAS-2025-37(5)-6.

81



Lapina M.A., Kapshuk N.R., Rusanov M.A., Timofeeva E.F. Detection of SQL injection attacks through the network logs using machine
learning methods. Trudy ISP RAN/Proc. ISP RAS, vol. 37, issue 5, 2025. pp. 81-92.

O6HapyxeHue aTak ¢ ucnosnibaoBaHnem SQL-MHBEKLUM NO ceTeBbIM
XXypHanam ¢ NOMOLb METOA0B MaLIMHHOIO 06y4YeHus

Y M.A. Jlanuna, ORCID: 0000-0001-8117-9142 <mlapina@ncfu.ru>
YH.P. Kanuyx, ORCID: 0009-0004-3644-7530 <kapshuknik06@gmail.com>
2M.A. Pycanos, ORCID: 0009-0000-7069-7542 <mix.rusanoff@yandex.ru>

LYE.®. Tumogpeesa, ORCID: 0000-0001-5824-4778 <teflena@mail.ru>

Y @akynomem mamemamuxu u komnvromepuvix nayk umenu npogeccopa H.U. Yepsskosa,
Cesepo-Kaskasckuii pedepanvHulii yHuepcumen,
Poccus, 355017, 2. Cmasponons, ya. Ilywkuna, 0.1.

2 Uncmumym ungopmayuontslx mexnono2utl,
Mocxkosckuil punancoso-opuduyeckuil yHusepcumenn,
Poccus, 115191, e. Mockea, yn. Cepnyxosckuil éan, o. 17, kopn. 1.

AHHoTauus: B craThe paccMaTpHBalOTC METO/IBI MAIIMHHOTO 00y4eHuUs Uil OOHapyKeHHs BHeaApeHust SQL-
KOJIa B CETEBBIE )KypHaIBI ¢ HoMoIsio nmporpamMmel KNIME, ocHOBaHHBIE Ha HOMCKE 3aKOHOMEPHOCTEH MEX Iy
BXOJUSIIIMIMH IIPH3HAKaMH U IIOCIIEIYIONEM IIPOrHO3UPOBAaHHN B 3a/1ade OMHApHOM Kiaccuukayu. B oTmrane
OT CYIIECTBYIOIIMX paboT, B 3TOH craTthe paccMaTpuBaercsi 3(Pp(HEeKTHBHOCTh ISATH METOJOB MAaIIMHHOTO
o0y4eHHs Ha OCHOBE JiepeBbeB. [IpescTaBieHO cofeprkaHue 1 OCIIeN0BaTeIbHOCTh 3TanoB paboTsl. Hanbonee

BBICOKHE PE3YJIbTAThI TTOKa3a MeTo/ ' CItydaifHbIii Jiec' | To4HOCTD — 97,58%; MIIOIajh Mo KPUBOU OMIHOOK
(ROC-xpusoit) — 0,976.

KioueBble cinoBa: mamuaHOe oOydeHme; mporpamma KNIME; kmaccugukanus; Habop JaHHBIX; O0TOOP
nanHbix; SQL-uHbEKIHs; 00HapyKEeHHe Yrpo3 B CETH; OOHApyKEHHE OJ03PUTEIbHBIX [IA0JIOHOB; 3aIIUTa
BeO-TIPUIIOKCHUT.

s uutupoBanus: Jlamuaa M.A., Kammyk H.P., PycanoB M.A., TumodeeBa E.®. OOHapyxeHHE aTak
ucrosib3oBaHreM SQL-nHBEKINi O CeTEeBBIM JKypHaaM ¢ UCIIOJIb30BaHUEM METOJI0B MAIlIMHHOTO 00yYeHHSI.
Tpynst UCIT PAH, Tom 37, Boim. 5, 2025 1., ctp. 81-92 (Ha anrmuiickom sizeike). DOI: 10.15514/ISPRAS—
2025-37(5)-6.

1. Introduction

In the modern world, in the age of information technology, databases store a lot of different
information: logins and passwords, bank card numbers, home addresses, credit history and much
more. Attackers interested in stealing this information are capable of using various types of cyber
attacks aimed at hacking servers storing valuable information [1]. One of these methods of cyber
attacks is SQL injection. SQL injection is a serious security vulnerability of web applications and
systems that have access to databases [2]. The essence of this method is the introduction of malicious
SQL code into an Internet resource, which in turn allows attackers to gain access to change data and
steal it [3-4]. Usually, this attack is possible when input data is not filtered thoroughly enough when
using SQL queries. To successfully neutralize the introduction of malicious code on sites,
applications, and ensure the protection of stored information, it is necessary to detect a hacking
attempt early and then prevent it. Machine learning in comparison with manual analysis allows you
to do this quickly and accurately. This approach not only provides a high level of security, but also
provides effective means of detecting, analyzing, and preventing threats [5].

The purpose of the study: creation and identification of the most effective machine learning model
for detecting SQL injection into the network in terms of detection accuracy.

To achieve the stated goal of the study, the following tasks were identified: studying the history of
the issue, analyzing the parameters of a dataset of SQL attacks, determining input data for machine
learning models, creating machine learning models to solve binary classification problems, selecting
the most effective models, setting PCA values (principal component analysis), determining the depth
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of machine learning, using methods of combating overfitting, building ROC curves and conducting
a system analysis of machine learning results.

There are few works with a similar research purpose. One of the differences between this study and
others that conduct a comparative analysis of machine learning methods for detecting SQL injections
[6-8] is a visual explanation of the implementation of machine learning in the KNIME program and
a special methodological toolkit - tree-based machine learning methods, which increases the value
of the article.

Among the existing approaches (administrative, legal, and technical), technical ones are used, in
particular, using network filters [9].

When solving problems, both general scientific research methods were used: analytical,
comparative, and problem-solving methods; and machine learning methods: Decision Tree, Random
Forest, Simple Regression Tree, Gradient Boosted Trees, and Tree Ensemble.

Machine learning (ML) is the process of automatically learning and improving the behavior of an
artificial intelligence system based on processing an array of training data without explicit
programming [10]. In other words, ML is based on finding patterns between incoming features for
subsequent prediction.

Analysis of the history of SQL injection attacks showed that they originated in the 1990s, when web
applications began to gain popularity. The first such attack was recorded in 1998, highlighting
vulnerabilities in database-driven websites that allowed attackers to manipulate SQL queries by
injecting malicious code through user input fields [11]. Since then, SQL injection attacks have been
used for a quarter of a century. For example, large-scale destructive attacks using SQL injections
occurred at Heartland Payment Systems in 2008, when a major payment processor experienced one
of the largest data leaks and about 130 million credit and debit card numbers were exposed [12]. In
2011, Sony Pictures was attacked, which compromised Sony's network and digital infrastructure,
affecting around 77 million PlayStation Network accounts, costing Sony around $170 million [13].
In 2012, Yahoo Voices suffered a massive data leak, affecting its vast user base and exposing around
half a million email addresses and passwords [14].

In 2015, the telecommunications giant TalkTalk suffered a cyberattack, which resulted in almost
157,000 customers losing their personal data [15].

In recent years, the number of cyberattacks has increased many times over [16]. For example, in
2023, in the United States, a group of ransomware attackers successfully injected malicious SQL
code into MOVEit Transfer software and a Progress Software product designed to manage file
transfers. This attack was only detected a month later [17].

SQL attacks have also been recorded in Russia. For example, in 2024, there was a massive attack
on ticket purchasing services. During this period, the total nhumber of simultaneously conducted
cyberattacks increased more than 2-fold [18].

Thus, it can be concluded that SQL injections are one of the most common and dangerous methods
of attack in the field of cybersecurity, and that in the modern world, network security is of critical
importance.

2. Research

During the research, the KNIME platform was used to implement ML and predict potential SQL
attacks. KNIME is an environment designed to create algorithms aimed at data analysis and ML,
while not requiring full-fledged programming. Unlike other implementation technologies, this
program has a user-friendly and flexible interface, and the algorithms are implemented using pre-
configured nodes that can be used for built-in data processing pipelines. The advantages of the
KNIME program are also open source and its extensibility - the ability to support integration with
other platforms such as Python, R, Java and others, and open source code [19].
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2.1. Dataset analysis

The dataset chosen for the implementation of the ML was the Web Network dataset [20]. It contains
network traffic logs and is designed to classify web requests as "good" or "bad" based on their
characteristics. By analyzing patterns in network logs, this dataset helps to identify web requests
that can be categorized as "legitimate" or "malicious". It has various HTTP(S) requests, including
headers, URLs, and request bodies. Each request is labeled based on its perceived legitimacy. The
detection strategy is to identify certain key patterns that indicate an attack [20].

Let us consider the dataset in more detail.

The original dataset contains 522 rows of data and there are 29 columns in total, each of which
belongs to a specific data type and contains specific information that can help in training the model.
The target column is the "class" column. The ratio of safe requests to suspicious ones in this column
is 321 to 201. In the course of the study, a comparative analysis of the web network dataset was
carried out (Table 1).

The dataset [20] contains 12 duplicate columns with similar data. Repeated recordings can lead to
incorrect operation of the models. To solve this problem, duplicate columns were not used as input
data. There are also various concepts such as "method", "path", "features" and "prediction". In the
"method" column only 22% of the cells have the values "GET" or "POST", and the rest contain
zeros, which indicates that this column has incorrect values, so it should be excluded. The "path”
column, contains various query paths, but it does not have information about the contents of the
queries, since information about the number of special characters has been placed in separate
columns. The "features" column contains arrays with the same data that were presented in the
previous columns. And "prediction™ is the results of a study conducted by the author of the dataset.
Thus, we can conclude that for the most efficient ML, the following columns will be used as input
data for the models: “single g 1", "double_qg 2", "dashes 3", "braces 4", "spaces_ 5",
"percentages_6", "semicolons_7", ™angle_ brackets 8", "special_chars_9", "path_length_10",
"body_length_11", "badwords_count_12" and "class". It is important to keep in mind that the "class"
column is the target column. No transformations will occur with it, and it will be used to compare
the values contained in it with the values that will be output by ML models in order to obtain a
percentage of prediction accuracy.

2.2. Modeling

After selecting the input data, the ML models were constructed (Fig. 1).

The justification for the order of connecting the nodes of the generalizing model is determined by
the analysis (Table 2).

A total of 5 models were created, each using its own training method. Among them: Decision Tree,
Random Forest, Simple Regression Tree, Gradient Boosted Trees, Tree Ensemble. The selected
machine learning methods related to trees are characterized by high accuracy, interpretability, and
they can also be used to work with missing values.

It should be noted that with ML for the same model and with the same settings, different accuracy
results could be obtained, and the error was about 1-2%. To get more objective results, training was
performed 10 times for each ML model setting option, after which the average value between the
results was returned.

With the initial (default) settings, each model showed the following accuracy results (Table 3).

In order to improve the accuracy of the models, it is necessary to perform additional adjustments.
One of these adjustments is the PCA adjustment. PCA (principal component analysis) is a statistical
method that allows reducing the dimensionality of data (Table 4), while preserving the greatest
amount of information [21]. The values were adjusted in the PCA block.

The accuracy of the models from the PCA value is presented more clearly below (Fig. 2).
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Table 1. Analysis of data from the Web Network dataset.

Name of the columns Data type Description
. Indicates the type of operation the user wants to perform
method Categorical (GET or POST).
path Text Request path
single_q Quantitative Number of single quotes in the query ()
double_q Quantitative Number of double quotes in the query (*)
dashes Quantitative Number of dashes in the query (-)
braces Quantitative Number of curly braces in the query ({})
spaces Quantitative Number of spaces in the query
percentages Quantitative Number of percent characters in the query (%)
semicolons Quantitative Number of semicolons in the query (;)
angle_brackets Quantitative Number of angle brackets (< >)
special_chars Quantitative Number of special characters in the query
path_length Quantitative Request path length
I Length of the request body. Only available when using
body_length Quantitative the POST method in the "method" column.
badwords_count Quantitative The number of suspic_ious Wo_rd_s th_at may be frequently
used in SQL injections.
single_q_1 Quantitative Similar to "single_q"
double_g_2 Quantitative Similar to "double_g"
dashes_3 Quantitative Similar to "dashes"
braces_4 Quantitative Similar to "braces"
spaces_5 Quantitative Similar to "spaces"
percentages_6 Quantitative Similar to "percentages"
semicolons_7 Quantitative Similar to "semicolons"
angle_brackets_8 Quantitative Similar to "angle_brackets"
special_chars_9 Quantitative Similar to "special_chars"
path_length_10 Quantitative Similar to "path_length"
body length 11 Quantitative Similar to "body_length"
badwords_count 12 Quantitative Similar to "badwords_count"
Mark what the request is (0 — safe, 1 — suspicious). This
class Binary is also the target column, since it will be compared with
the predicted data.
features Text The previously specified"c;eill values combined into a
prediction Binary Prediction of the previously used learning model.
String to Number ROC Curve
> 52 > P
Learner ° °
CSVReader  Column Filter PCA Number to String SMOTE X-Partitioner ™ . Predictor X-Aggregator Sl:olelb
N T Y g ° sy IS
L] L] L] L ] L] I-— ! .’ -
Decision Tree Learner Random Forest Learner Simple Regression Tree Learner Gradient Boosted Trees Learner Tree Ensemble Learner
Training blocks used: s > e - <

Decision Tree Predictor Random Forest Predictor Simple Regression Tree Predictor Gradient Boosted Trees Predictor Tree Ensemble Predictor

— = w L L S

Fig 1. Generalized Machine Learning Model and Machine Learning Blocks in KNIME.
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Table 2. Purpose of nodes in each model.

Node Node name Purpose of the node
CSV Reader
CSV Reader Uploads a CSV file.
H »

Column Filter

TS Column Filter Discards the specified columns.
PCA
A PCA Reduces the dimensionality of data.
Number to String
Number to String Converts numeric data to strings.
> 5 b
SMOTE
> SMOTE Makes the dataset balanced.
Splits the data into a set number of parts and
X-Partitioner performs cross-validation. During the research, the
> X-Partitioner data is divided into five parts, after which, during
» - - g
> each iteration, four parts are sent for training and one
for testing.
Learner
Learner Learning node.
> |
Predictor

‘ Predictor Testing node.
S

X-Aggregator

Returns the average accuracy value of the results at

> }x : X-Aggregator each iteration after cross-validation.
Scorer
g > Scorer Outputs the accuracy of the model.
>
String to Number
R String to Number Converts string data to numbers.
ROC Curve
ﬁ ROC Curve Builds a ROC curve.
Table 3. Accuracy of machine learning models on initial settings.
Machine learning method Accuracy (in %)
Decision Tree 93,730
Random Forest 93,502
Simple Regression Tree 94,199
Gradient Boosted Trees 93,729
Tree Ensemble 94,008
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Table 4. Dependence of model accuracy on the PCA block value.

Model accuracy (in %0)
PCA Block - Simple Gradient
Value Decision Random Regression Boosted Tree
Tree Forest Ensemble
Tree Trees
1 93,730 93,502 94,199 93,729 94,008
2 94,131 94,617 93,868 93,903 94,617
3 94,814 94,706 94,581 94,461 94,531
4 95,053 95,054 95,229 95,611 95,211
5 96,025 96,342 96,080 96,064 96,569
6 96,271 97,039 97,038 96,950 97,073
7 96,236 97,126 96,848 96,656 97,144
8 96,273 97,231 96,395 96,672 97,214
9 96,169 97,598 96,480 96,811 97,562
10 96,533 97,195 96,672 96,882 97,231
11 96,427 97,160 96,550 97,125 97,336
12 96,341 97,108 96,741 97,089 97,370
98,00%
i
g é 97,00%
o
< S 96,00%
Sllse!
Lo O
9= 95,00%
g 5
© S 94,00%
[
[a 9}
93,00%
1 2 3 4 5 6 7 8 9 10 11 12
PCA Block Value

«=@==Decision Tree

=@==Random Forest

=@=— Gradient Boosted Trees ==@=Tree Ensemble

Simple Regression Tree

Fig. 2. Dependence of the accuracy of the models on the value of the PCA block.
Table 5. Dependence of model accuracy on learning depth.

Model accuracy (in %)
Learning . -
depth Decision Tree | Random Forest Regr?srsri]grlleTree Bogsizg'.er%es Tree Ensemble
1 96,307 91,516 92,754 96,707 90,485
2 96,290 96,467 95,958 96,828 95,785
3 96,707 97,073 96,482 96,879 96,690
4 96,898 97,143 96,342 96,864 96,795
5 96,464 97,546 96,550 97,003 97,038
6 96,237 97,580 96,255 96,483 97,283
7 95,924 97,580 96,618 96,306 97,213
8 96,133 97,545 96,534 96,725 97,387
9 95,890 97,300 96,498 96,637 97,473
10 96,081 97,421 96,603 96,830 97,457
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From these results, we can conclude that for a model with the "Decision Tree" learning method, the
most optimal reduction is to 10 columns, for the "Random Forest" and "Tree Ensemble” methods -
to 9 columns, for the "Simple Regression Tree" — to 6 columns, and for the "Gradient Booste
Trees - to 11 columns (Fig. 2). For each model, the learning depth — number of hidden learning
layers [22] — was adjusted with the numbers of columns that were obtained before (Table 4). The
depth of learning was adjusted in the Learner block.

The results showed that the Decision Tree model achieves the best result with 4 training layers, the
Random Forest model with 6-7 training layers, the Simple Regression Tree with 7 training layers,
the Gradient Boosted Trees with 5 training layers, and the Tree Ensemble with 9 training layers
(Fig. 3).

98,00%

= -0 - ~ ‘
& 97,00% — -
E  o600% R
=
= 0
= 95,00%
S 4 94,00%
Lo
5 4 93,00%
S
= © 92,00%
& 91,00%
I
£ 90,00%
O 1 2 3 4 5 6 7 8 9 10
[«F]
A Depth of learning

==@=Decision Tree ==@==Random Forest Simple Regression Tree

=@=— Gradient Boosted Trees Tree Ensemble

Fig. 3. Dependence of model accuracy on learning depth.

2.3. Combating overfitting

It is important to consider that during the training of neural networks, so-called overfitting may
occur, which can lead to worse forecasting results. This phenomenon occurs when the model adjusts
too much to the training data, which is why it begins to work poorly with new data. Combating
overfitting is an integral task in the field of ML. One of the methods for solving this problem is
cross-validation - a method for assessing the quality of a model by dividing the data into several
parts, after which the model is trained and predicted on different subsets of data. In this case, the
dataset [20] is divided into five equal parts using the " X-partitioner" block. The model is then trained
through five iterations, where one part of the data is used in testing and the rest in training. After
that, the "X-aggregator" block returns the average accuracy value. To clearly see the forecasting
quality of each model, it is necessary to use ROC curves (receiver operating characteristic) - graphs
that are used to assess the quality of binary classifiers [23]. An important part of the ROC curve is
the area under it, where a value of "1" indicates an ideal classifier, and a value of "0.5" indicates a
large amount of randomness during forecasting. Based on the ROC curve graphs (Fig. 4), it can be
concluded that the resulting ML models were quite effective in predicting the potential introduction
of malicious SQL code into the network. The resulting models showed high efficiency in detecting
patterns between input features and subsequent prediction, as evidenced by the results.

Based on all the obtained results, a comparative table of machine learning methods was compiled
(Table 6).
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Fig. 4. ROC curve graphs.
Table 6. Best results of the models.
. . Learning depth . AUC (Area
Machine learning PCA Block Value (number of nghes.t accuracy Under the
method . (in %)
learning layers) Curve)
Decision Tree 10 4 96,898 0,972
Random Forest 9 6-7 97,580 0,976
Simple Regression 6 7 96,618 0,071
Tree
Gradient Boosted 1 5 97,003 0,970
Trees
Tree Ensemble 9 9 97,473 0,974
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2.4. Analysis of the results

The general characteristics of the models as a whole indicate the high efficiency of each of the ML
methods used. The analysis of accuracy and ROC curves shows that a model using a Random Forest
as a machine learning method provides the highest quality of binary classification. Optimization of
the model parameters to achieve maximum classification accuracy was achieved by adjusting the
values of the PCA block and the depth (number of layers) of the ML.

3. Conclusion

The conducted research on the creation of machine learning models to detect the introduction of
malicious SQL code into the network differed from similar studies of this problem by implementing
models in the KNIME program. An analysis of other work related to the detection of potential SQL
injections using ML was carried out. The data set was analyzed, and ML tree-based models were
compiled. Each ML method used was configured in such a way as to increase the percentage of
correctly identified classes, and a comparative analysis was performed. The "Random Forest" model
showed the best result with the highest accuracy of 97.58%, and the area under the ROC curve graph
compiled to assess the quality of this model is 0.976. Thus, the ML in the KNIME program allows
you to create effective models for detecting the potential introduction of malicious SQL code into
the network.
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