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AunHotaumsi. O0y4eHre BBICOKOKAQUECTBEHHBIX KIACCH(PUKATOPOB B YCIOBHAX OIPaHHYCHHOTO KOJHYECTBA
pa3MEUCHHbIX JaHHBIX SBISCTCS OAHOM U3 (yHIAMCHTAIBHBIX IIPOGIIeM ManHHOTO 00y4eHus. HecMoTpst Ha
TO, 4TO GosbIIHeE 53b1KOBBIC MOAeH (LLM) neMoHCTpHpyYIOT BHEUATISIONIHE PE3YIbTaThl [IPH PEIICHHH 32184
Knaccuukanun s;BHOro oOydeHust (zero-shot), ux mpsiMoe MpUMEHEHHWe Ha MPAKTHUKE 3aTPYIHEHO H3-3a
BBICOKOU BBIYHUCIMTEILHONW CTOMMOCTH, 1yBCTBUTENHLHOCTH K (hOpMyIHpoBKaM 3ampocos (prompt engineering)
U OrpaHHYCHHOW HHTEPIPETHPYEMOCTH. B kauecTBe MaclTabupyeMoil albTepHATHBBI BBICTYIIAeT 00yUeHHEe
COo CIa0bIM KOHTPOJIEM, KOTOPOE€ OCHOBAaHO Ha OOBEIMHEHHH MHOXKECTBA HETOYHBIX (YHKIMI pa3METKH
(labeling functions, LF). Ognako co3nanue u mocieayromas HacTPOiKa Takux (YHKIHH OOBIYHO TpeOyeT
CYILIECTBEHHBIX 3aTpaT Py4HOro Tpyaa. B nanHo# pabote Mbl peiaraem nojaxox LLM-Guided Iterative Weak
Labeling (LGIWL), koropslii coueraer reHepanuio (QyHKIHMA Pa3METKH C MOMOIIBIO GOJBIINX SI3BIKOBBIX
MOZeNeH U METOAMKY oOydeHHs co clabbIM KOHTPOJIEM B paMKax HTEPaTUBHOIO IWKJIA OOPaTHOM CBSI3H.
Bwmecto npsimoro ncnonszoBanus LLM B kadecTBe kimaccudukaropa, Mbl IpUMEHsIeM €€ Tt aBTOMAaTHIeCKOTO
CO3/IaHUsS M TIOCTENICHHOTO YTOYHEHHs (YHKIMH pa3MEeTKM Ha OCHOBE OLIMOOK IPOMEXKYTOYHOTO
kinaccuduraropa. [lomydeHHple (QyHKIHM QHIBTPYIOTCS C HCIIONB30BAHMEM HEOOINBIIOTO Pa3MEYeHHOTO
Habopa JaHHBIX M 3aTeM NMPUMEHSIOTCS K HEpa3MEUCHHOH BBIOOpKE INPH MOMOIM TCeHEPATHBHOW MOJCIH
METOK. DTO MO03BOJSET 00YYNUTh MTOTOBBIA JHCKPHMHHATHBHBINA KIACCH(PUKATOP BBICOKOrO KAyecTBa MPH
MHUHHMAJIBHBIX ~ 3aTparax Ha py4YHy aHHOTalWi0. O(GEKTHBHOCTh  MPEIOKEHHOTO  MOJX0Ja
MPOJEMOHCTPUPOBAaHA Ha peajibHOW 3ajaue KIacCH(HKAIMU JUAJIOTOB CIYXOBI IMOJIEPKKH KIUSHTOB Ha
pycckoM sizbike. LGIWL cymiecTBeHHO TPEBOCXOANT KaK KJIACCHYECKHE IBPHCTHKN Ha OCHOBE KITIOUEBBIX CJIOB
(Snorkel), tax u momxost zero-shot ua ocaoBe GPT-4, a Takke MOIHOCTHIO KOHTPOJIUPYEMBIi KiIacCH()UKATOP
CatBoost, o0y4eHHBII Ha pa3sMEUCHHBIX JaHHBIX aHAIOTHYHOTO pasMepa. B wactHocTH, Bapmant LGIWL ¢
Mmozensio RUModernBERT nocruraer BBICOKOTO IOKa3aTess MOJHOTHI MPH 3HAYUTEIHLHOM YIYYIICHHH
TOYHOCTH, JIEMOHCTPUpPYS HTOTOBBI pe3ymbrar mo Metpuke F1 = 0.863. IlomydeHHBIE pe3ynbTaThI
MOJTBEPIKIAIOT KaK BBICOKYIO YCTOHUMBOCTH METO/A, TAK M €ro MPAKTHYECKYIO IPHUMEHUMOCTD B YCIOBHSX
OrpaHMYEHHBIX PECYPCOB Pa3MEUCHHBIX JAHHBIX.

KiioueBble ciioBa: o0y4eHue co cnabbiM KOHTpoJieM; puHaHCOBBIN cexTop; Monenu LLM.
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Abstract. Training high-quality classifiers in domains with limited labeled data remains a fundamental
challenge in machine learning. While large language models (LLMs) have demonstrated strong zero-shot
capabilities, their use as direct predictors suffers from high inference cost, prompt sensitivity, and limited
interpretability. Weak supervision, in contrast, provides a scalable alternative through the aggregation of noisy
labeling functions (LFs), but authoring and refining these rules traditionally requires significant manual effort.
We introduce LLM-Guided Iterative Weak Labeling (LGIWL), a novel framework that integrates prompting
with weak supervision in an iterative feedback loop. Rather than using an LLM for classification, we use it to
synthesize and refine labeling functions based on downstream classifier errors. The generated rules are filtered
using a small development set and applied to unlabeled data via a generative label model, enabling high-quality
training of discriminative classifiers with minimal human annotation. We evaluate LGIWL on a real-world text
classification task involving Russian-language customer service dialogues. Our method significantly
outperforms keyword-based Snorkel heuristics, zero-shot prompting with GPT-4, and even a supervised
CatBoost classifier trained on a full labeled dev set. In particular, LGIWL achieves strong recall while yielding
a notable improvement in precision, resulting in a final F1 score of 0.863 with a RuModernBERT classifier—
demonstrating both robustness and practical scalability.

Keywords: weak supervison; financial sector; LLM.
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1. BeedeHue

OOyueHne ¢ y4uTelleM CTaIO0 IOMHHHPYIOIIMM MOAXOAOM K OOyYEHHIO BBICOKO3((EKTHBHBIX
KiIaccuUKaTopoB B 3amadax oOOpPabOTKM €CTECTBEHHOro s3blka. OJHAKO €ro YCIEHIHOCTb
KPUTHYECKH 3aBHCUT OT HalM4us OONbIIOro 00bEMa KAaueCTBEHHO PAa3MEUEHHBIX MAHHBIX —
YCIIOBUSI, KOTOPOE PEJIKO BBITIOIHAETCS Ha ITPAKTHKE, OCOOEHHO B CIIEIMAIN3UPOBAHHBIX 00IaCTsIX,
TakuX Kak (MHAHCHI, 37IpaBOOXpaHEHHE M KIMEHTCKas IMOJJIepKKa. PydyHas aHHOTanus SIBISETCS
JIOPOTOCTOAIICH, MEIEHHON M 3a4acTyio TpeOyeT 3HaUUTeIbHON IPeAMETHOMN 3KCIIEPTH3HI.
OOyuenne co cinaObIM KOHTPOJIEM IIpeAjiaraeT YyOeAWTENbHYI0 aJIbTEPHATHBY, IO3BOJIS
CHeLuaIicTaM IPorpaMMHO 33]1aBaTh IBPUCTUKHI Pa3METKH — TaK Ha3bIBaeMble (QYHKIIMU Pa3METKH
(labeling functions, LF), koTopbie MOTyT OBITh IPUMEHEHBI K OOJBIINM HEpa3MEUSHHBIM KOPITyCcaM.
OtH cnabble CUTHAJBI 3aTEM arperupyOTCs C TIOMOIIBIO BEPOSITHOCTHBIX MOJAETICH [T MTOTyYeHHS
IIYyMHBIX, HO MacmTabupyembix oOywarommx MeTok. DpeiimMBopku, Takue Kak Snorkel,
MTOKa3BIBAIOT, YTO MPH aKKYpPAaTHOM IPOEKTUPOBAHUM (YHKIUI pa3sMETKH MOJAETH, 0OydeHHbIE Ha
c1ab0 pa3MEUeHHBIX JaHHBIX, MOTYT MPHUOJIMKATHECS MO KauecTBY K MOAETSM, OOy4eHHBIM Ha
TIOJIHOCTBIO PY4YHOH pasmeTke. OHAKO pa3paboTka GyHKIUN Pa3METKH OCTAETCsS HETPUBHAILHOM
3ajadeli: oHa TpeOyeT BPEMEHH, JKCIIEPTH3bl M WTEPaTUBHON NOPAOOTKH, YTO OrpaHUYMBAET
JIOCTYITHOCTh U MacCIITa0MPyeMOCTh 00yUeHHs CO cIabbIM KOHTPOJIEM Ha MPaKTHKE.

Tem BpemeneM, Oosbmme si3bikoBbie Momenn (LLM), takue kak GPT-4, mpomeMOHCTpUPOBAITH
BBIJIAIOIIHECS CIIOCOOHOCTH, MO3BOJISASA PEIIaTh HOBBIC 33a7a4d Mpu MuHHUMaibHOM (few-shot) mim
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MOJIHOM OTCYTCTBUH (Z€ro-shot) pasmedeHHBIX JaHHBIX. OnHaKo ucnons3oBanne LLM HampsMyro
B KauecTBe KIACCH(HUKATOPOB IIOPOKIAET HOBbIe cloxHOCTH: BhiBOxA (inference) tpeGyer
3HAYUTENbHBIX BBIYMCIUTEIBHBIX PECYPCOB, NPEACKA3aHUS YYBCTBUTENIBHBI K (HOPMYIUPOBKE
MOJCKa30K, @ OTCYTCTBHUE UHTEPIPETHPYEMOCTH MEIIaeT X MHTErPallii B PerjaMeHTUPOBAaHHbIC
WM KPUTHYECKH BaXKHBIE JUIS IPOU3BOACTBA CHCTEMBIL.

B mannOi#t pabote MBI mpemsiaraeM HOBBIM MOJXOX, OOBEOMHSIOUINA CEMAHTHYECKYI0 THOKOCTh
OoubIINX SA3BIKOBBIX Moielieit LLM 1 Hafé&XHOCTh ¢ MHTEPIIPETHPYEMOCTHIO O0YUEHHS CO CIa0bIM
KoHTposieM. Mel mpeactaBimsiem Meron LLM-Guided Iterative Weak Labeling (LGIWL) -
¢peiiMBopk, B koTopoM Monenu LLM paccmaTpuBatoTcs He Kak Y€pHbIE SIIUKH, a KaK TeHEPaTOPbI
¢ynkimii  pasmerkn. LGIWL paboTtaeT B HTepaTMBHOM LHMKIE: OLIMOKHM KiaccU(pHUKaTopa
UCTIONB3YIOTCS ISt (pOpMUpOBaHUs 1ojicka3ok LLM c 1enblo renepanny HOBBIX MM YTOUHEHHBIX
(GyHKIMA pa3MeTKH; IOJy4YeHHble (QYHKIMM (GHILTPYIOTCS Ha HEOOJBIIOM BaJIMIALMOHHOM
Habope, M WX BBIXOJBI arperupyOTCs I IIOBTOPHOTO O0YUICHNUS KiIacCuPUKaTOpa. ITOT MpoIIecc,
OCHOBAaHHBIH Ha OOpPaTHOI CBA3M, MO3BOJIACT aBTOMAaTHYECKH PACIIMPATD U yIydIlaTh MHOXKECTBO
(yHKIMHA pa3MeTKH, CHIKAas HEOOXOAWMOCTh B PYYHOH HACTpOHKE MOACKAa30K M pa3paboTke
TpaBHJL.

Mer mpumensiem meron LGIWL k peampHOW 3amade kiaccuuKauu OOpalleHHH B CITykKOY
HOACPXKKH B QUHAHCOBOM XKHOCHEPE U IEMOHCTPHPYEM, YTO OH 3HAYHTEILHO MPEBOCXOAUT METOL
3ampocoB 0e3 siBHOro o0Oyuenusi (zero-shot prompting), cratudeckoe oOydeHHe CO chaabbiM
KOHTPOJIEM U JJaKe MOJHOCTBIO CYIICPBH3HPOBAHHBIC MOJEIH, OOyYCHHBIE Ha TaKOM ke 00BEMe
pa3MedeHHbIX NaHHbIX. B wactHocTn, LGIWL gocturaer BbICOKOM HMOJNHOTHI MPH CYIIECTBEHHOM
pOCT€  TOYHOCTH, JEMOHCTPHPYS CBOIO 3(GQEKTUBHOCTh Kak  MacIITadHpyeMoro u
MUHTEPIPETHPYEMOTO NOAX0a K 00YYESHHIO B YCIOBHAX OTPaHHYCHHBIX PECYPCOB.

2. O630p penesaHmMHbIX pabom

IIporpammupyemoe o0y4yeHue co cjJadbIM KoHTposeM. OOydeHHe co cliabbiM KOHTPOJIEM
MO3BOJISIET CO3/1aBaTh pa3MedeHHbIE HA0OPHI JaHHBIX, 3aMEHSS PYYHYIO aHHOTAIMIO 9BPUCTUKAMHU
WM T[paBWJIaMH, W3BECTHBIMH Kak ¢yHKuun pasmerkd LF. ®peiimBopk Snorkel BBén
(hopMann30BaHHBIM MOAXO0A K 3TOMY MNPOLECCY, MOACIHUPYS TOYHOCTh M KOPPEISIIHI0 MEXIy
(bYHKIHSIMA pa3METKH € TIOMOIIBIO TeHEPATHBHOM Mo/ienu MeTOK [1]. DTo mo3BOIHI0 arpernpoBath
IIyMHBIE W TIOTEHIIMAJIbHO KOH(IMKTYIoMmue ciaadble MeTkH. [locnenyromue paboThl pacIIMpHiIn
Snorkel mns nmpumeHeHWs B KpymHOMAacIITaOHBIX 3amadax [2] u paspaboTanm MeTonsl IS
BBISIBJICHUSI CTPYKTYypbl Mexay Gyukuusmu pasmerku [3].  Tlozxe wabop WRENCH
CTaHJaPTU3UPOBAJ POTOKOJIBI OIEHKH st ciiaboro oOyuenust [4].

OnHako, HECMOTpSl Ha CYIIECTBEHHYIO aBTOMAaTH3AIMIO MOJEIMPOBAHUS METOK, HallMCaHUe
(yHKIHUHA pa3MeTKH OCTaéTcs PYJHOW W TPYHOEMKOW 3amadeil, yacTo TpeOyromei MmpeaIMeTHO’
JKCMEPTU3bI K UTEPATUBHO# 1opaboTku. CucteMsl, Takue kak Snuba [5] u WITAN [6], crpemuiuch
YMEHBIINTh Harpy3Ky Ha pa3paboTky LF myTém reneparum mpaBwil U3 HadaabHBIX IPUMEPOB HIIH
00paTHOW CBSI3M MOJIB30BaTENs. TeM He MEHee, MHOTHE U3 3THUX CHCTEM IO-TIpeKHEMY TPeOyroT
y4yacTusl 4eJOBeKa B IIUKJIE WM 3aBHUCAT OT KECTKO 3aJaHHOM JIOTHKH TPaBHJL.

Pa3meTka Ha 0CHOBe MOACKA30K ¢ Hcnob3oBanueM LLM. Bonbiue s3p1koBbie Mogesu (LLM)
Npe/IaraloT HOBBIM IyTh ISl TEHEpaluu NpaBHI IyTEM WHTEPIIPETAMH II0/ICKA30K Ha
€CTECTBEHHOM si3bIKe. B pabote [7] 6110 mpemioxeno ucnosp3oBare LLM s co3nanust crnabeix
METOK IMyTEM [MOCTAHOBKH CTPYKTYPHUPOBAHHBIX BOIIPOCOB, pacCMaTpuBasi BBIXO/IHbIE AaHHbIe LLM
KaK UCTOYHHUK nryMHO# cynepsusun. Cucrema Alfred [8] passina sty uzero, npiuMeHss MOICKa3KH
Ha €CTECTBEHHOM S3bIKE B KadyecTBe HHTepdeiica sl IeHepalud W yHpaBieHHs (QYyHKIHIMH
pasmerku. JIpyrume cucremsl, Takme kak ScriptoriumWS [9], emé Gosbire aBTOMAaTH3HPYIOT
nporecc, npeodpasyst MOACKa3KH B UCTIOJHsAeMble (DYHKIMU pa3MeTKHU Ha s3bike Python.

HenaBHo TOSBWJIMCH MOJIHOCTBIO WTepaTuBHBIE (peiiMBopkn. Hanpumep, DataSculpt [10]
ucnons3yer LLM s pesioskennst HOBbIX (GyHKIHNIA pa3MeTku Ha ocHoBe few-shot mogckaszok u
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YTOYHSET HAOOp MpPaBUII B XOJE HECKOJNBKUX payHIOB oOyueHHss M oreHkd. PRBoost [11]
HPEIUIOKII IUKI B CTHIIE OyCTHHTa, IIe CreHEPUPOBaHHbBIE NIPAaBHIIA OLICHUBAIOTCS U IIOCTEIEHHO
JI0OABIISIFOTCS JUIsl TIOBBIIEHHSI TOYHOCTH KIacCH(UKAIINH.

Bxaan nannoii padorsl. Hamr meton LGIWL ommmpaetcs Ha 3TH pa3paboTKH, HO BBOAUT KIFOYEBOE
HOBIIIECTBO: MTEPATUBHOE yTOYHEHHWE (YHKIWH pa3MeTKH, creHepupoBaHHBIX LLM, Ha ocHoBe
cuTHANOB 00 ommOkax kiaccudukaTropa, BCTPOCHHOE B CTPYKTYPHPOBAHHYIO apXHUTEKTYpPY
o0yd4eHust co cabbIM KOHTpOJIeM. B oTinuune oT npenplayIux METOA0B, KOTOPBIE pacCMaTpUBaIOT
TeHEepalrIo IOJCKa30K WM MpPaBWJ Kak ojaHopaszoBble maru, LGIWL 3amblkaer mukia Mexnuy
noackazkamu LLM, arperanueli MeTok M 0OOydyeHHEM JIUCKPUMHUHATUBHOM MOAEIH. OTO
obecrieunBaeT MacIITaOUPyeMy0 U aIalTHBHYIO CI1a0yI0 pa3METKy B PEATMCTUYHBIX YCIOBHSX C
OrpaHUYECHHBIMHU PECYpCaMi 1 MUHUMAJIGHBIM Y4aCTHEM YeJIOBEKa.

3. locmaHoeka 3adayu

PaccmoTpuM cTanmapTHYIO 3a1a4dy GHHApHOW KiaccH(UKALUH, B KOTOPOil TpeOYeTCsl MOCTPOHTH
oyukmuo fo: X — {0,1}, npeackaspiBaroiyo MpUHAAICKHOCTh TEKCTOBOrO 00bekTa X € X K
3alAaHHON CEMaHTHYECKOW KaTeropwu (Hampumep, OOpalleHHIo, CBsi3aHHOMY ¢ Tapupom). Ilpu
THIIMYHOM TIOOXO/E C yUIUTENeM Ui O0ydYEeHHS MOJCIH HEOOXOAUM IIOJHOCTBIO Pa3MEUYCHHBIN

na6op mauubix Dsup = {(Xi, Yi)}Viz1. OmHAKO HA NpaKTHKE MOJYYEHHE TAKOrO HAbOpa 4acTo
3aTpyJHEHO M3-32 BBICOKOH CTOMMOCTH DPYYHOH aHHOTAllMH, HEXBATKU KBaJIH(UIMPOBAHHBIX
CHEUATMCTOB MM MAJIOr0 KOJMYECTBA IPUMEPOB LIEIEBOr0 Kiiacca.

Bwmecro aToro Oyznem mpearnonaratsk, 4T0 HaM JIOCTYIIEH OOJBIION Hepa3MeueHHbIH KOPITYC TEKCTOB
Du = {(xi)}i=1 1 HEOOMBIION pa3sMeUeHHBIH BamuaanuoHHbIi Ha6op Ddev = {(Xj, ¥;) V=1, mpraém
M « N. BanmmmaunonHsId HaOOp HCIONB3YyeTCS HCKIIOYUTEIBHO IS OTOOpa W (IIBTpAINH
LIYMHBIX 9BPUCTUK M HE PUMEHSETCS] HAPSAMYIO JUIsl 00Y4eHHs UTOTOBOTO KilaccupukaTopa.

Jlist cosmanmst cnabbix (HETOYHBIX) METOK Ha Kopmyce DU BBeAéM Habop (DYHKIMIA pasMeTKH
A = {u}Ki=1, roe kaxmas Qymxmua A : X — {0,1,0}, 160 comocTaBIseT BXOAHOMY OOBEKTY
HETOYHYI0 METKYy Kiacca, JIMOO BO3JepXKHUBaeTCs OT pa3MeTku. Takue (YHKIUH MOTYT
MPEJICTaBISITE COOOM MPOCTHIE MPABUIIA HA OCHOBE KIIFOUYEBBIX CIIOB, PErYIISPHBIC BBIPAXKCHUS HITH
Oosice CIOXHBIE CEeMaHTHYECKHE KOHCTPYKIMH. B paccmarpuBaemoil MOCTaHOBKE (YHKIUH
pasmetku LF renepupyrotcs myTéM 3ampoca K OOJBIION SI3LIKOBOW MOJIENH C HMCIOJb30BAHHEM
MHCTPYKIIUA U IPUMEPOB HA €CTECTBEHHOM SI3bIKE.

Kax et smeMenT BIGOPKU Xi € DU MOXKET OBITh Pa3sMEYeH HECKOILKUMH (QYHKIUSIMU Pa3METKU
OJIHOBPEMEHHO, B pe3yJibTaTe uero popmupyercs marpuna Metok L € {0, 1, @INxK. BeposrHocTHas
Mozens Metok P(Yi | Li;) arperupyer mONydYeHHBIC IIyMHBIE DPa3METKH B BHIE MSTKHX
(BepositHOCTHBIX) MeTOK Y'i € [0, 1], Ha KoTOpHIX 3aTeM 00yuaetcs knaccupurarop fo.
LlenTpanbHas 3a1a4a COCTOUT B TOM, YTOOBI, HCIIONB3Ysl 00paTHYIO CBS3b OT MOZENH fy, HTEpaTHBHO
yiydmare Habop (QyHKOMH pasMeTkH A TakuM o0pa3oM, 4TOOBI KakJoe HOBOE IOKOJICHHE
¢yHKuuit LF TouHee oTpaskaio cCeMaHTHKY 3a/1a4i, 00ecTieYBaio OOJbIee MOKPHITHE BEIOOPKHU H
YMEHbBIIAJIO YPOBEHb IIyMa. [laHHBII 1OIXO0/ JEXKHUT B OCHOBE Ipe/laraeéMoro HamMu gppeiMBopka
LGIWL, xoTopslii mpeBpamniaeT mpouecc NpoeKTUPOBaHMS (PYHKINI pa3METKH B a1 TUBHBIH [TUKII
00paTHOM CBsI3H, YIPABISEMBIN OIMOKaMU 00ydaeMOi MOJIEINH.

4. Memodosnozusi: umepamueHoe oby4yeHue co cslabbIM KOHMPOJsIeM Ha
ocHoee LLM

@peiimBopk LGIWL ocHoBaH Ha njee MCHOJIb30BaHUS OOJBIINX SI3BIKOBBIX MOJIENIEH HE B POJIH
HEMOCPECTBEHHOro Kiaccu(ukaropa, a B KadecTBE TIe€HEparopa CEMaHTHUYECKHX MpPaBHII,
BCTPOCHHOT'O B UTEPATHUBHBIN Hpoliecc 00ydeHus co ciabbiM KoHTposeM. Llenbro Takoro noaxoxa
SIBJISIETCS CO3JaHUe TIIATENLHO MOJ00paHHOro Habopa (YHKUMI pa3MeTKH, MO3BOJISIOLIMX
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dhopmupoBaTh HHOOPMATHBHBIE BEPOATHOCTHBIE METKH JUIsI OOJBITMX HEpa3MEUYeHHBIX HAaOOPOB
JIAaHHBIX TIPY MUHUMAaJIbHOM y4YacTHH YEJIOBEKa.

IIycte mMeeTcs Hepa3MedeHHBIH KOPITYC TEKCTOB W HEOOJBIIOW pa3MEUYCHHBIH BaJIMIAIIMOHHBIN
HaOop, rae M <« N.

Banunannonusiit Habop pasfensercs Ha JBe 4acTH: DdevP™™', UCIONB3YEMYIO IS BBISBICHHS

ommuO0K TeKyIero kaaccuduraropa, 1 Ddev e

¥ QUIBTPAMY KAaHOUIATHEIX QYHKINH pa3sMETKH.
Kaxxnast urepauus t € {1,..., T} mukira LGIWL Brimrouaet cieayoIine maru:

, IPEAHA3HAYCHHYIO IS KOJIMIECTBEHHOH OIICHKH

i. ®opmuposanue noackazok (Prompt Construction). Mcnonb3ys npuMeps! u3 Habopa
Ddev™™!, Ha KOTOPBIX TEKYyIIUH KIACCU(DHUKATOP OMMOAETCS WM JEMOHCTPHPYET
HEONpeeNEHHOCTD, (hopMUpyeTCs TeKcToBas nosckaska 7. [IpuMepsl TpyHIUPYIOTCS MO
MaKeTaM U MepearoTCs B GONBIIYIO SI3BIKOBYIO MOJICNb (HampuMep, Mojens kiacca GPT),
KOTOpasi TeHepupyeT HAOOp KaHAMIATHBIX (YHKIHMHA pa3METKH B BHAE CEMaHTHYECKHX
NpaBWii, MIA0JOHOB WJIM TPYNIl KIIOYEBBIX cloB. O003HaYMM IOJy4eHHBIH Habop
KaK Acand®.

ii. Hopmanusanus n gexymmkamus (Normalization and Deduplication). Jlanee, BHOBB
00pamasch K A3bIKOBOM MoJeH ¢ Ha60poM Acand®, TPOMCXOMMT CIUAHKME CEMAHTHYECKH
9KBHBAJICHTHBIX TPABUI U yJAICHHE 3AIIYMISHHBIX MIH HU30BITOYHBIX (GOPMYIHPOBOK, B
pe3yJsbTaTe Yyero NoIydaeTcsl OUMILEHHBIH HA0Op KaHUJATHBIX (DYHKIHH.

iii. ®uabrpanus na panmuganuonnwix ganneix (Filtering on Development Data). Kaxas
KaHAUIATHAS DYHKIMS Pa3sMETKH Ak € Acand® orleHuBaeTcs Ha HaGope Ddev ™. OyHKIMH,
JUIT KOTOPBIX [OKa3aTelid OILEHKH TouHocTh (precision) u mokpeiTus (coverage)
NpPEBBIIAIOT 3aJaHHble MOPOTH Jp U Jc COOTBETCTBEHHO, BKIOYAIOTCA B  OOIIMiA
HaKOTLICHHBIH Habop (yHkimit pasmerku A,

iv. Pasmerka m arperammsi (Labeling and Aggregation). Bee HakomneHHblEe (QyHKIHH
pasmetku u3 MmuokecTBa AY mpuMensioTes k HepazsMedeHHOMy koprycy DU npu momoru
nérkoro JBwxka mnpasumn (Hampumep, t-lite-it-1.0), uto mpuBOAMT K (OPMHPOBAHHIO
MAaTpPHUIIbI METOK:

L € {0,1,@8}Nx[A0),

3aTeM reHepaTHBHas MOZENb MeTOK ¢ (Hampumep, Snorkel) arperupyer mosrydeHHbIC
CUTHAJIBI B BEPOSITHOCTHBIE METKH:

y'i=¢(Li).

V. Huka odpatnoii ceszu (Feedback Loop). Ha nmonyuennsix metkax {(Xi,y"i)} o0yuaercs
BPEMEHHBIN pabounii knaccudukarop. OmmOku knaccudukanuu Ha Habope Ddey O™
(GUKCHPYIOTCS W HCHOJB3YIOTCS Uil (OPMHUPOBAaHUS MOACKa3KW  CIEIYHOIeit
ureparmu 7Y,

HWTeparuy TIPOAOIKAIOTCA A0 TeX IOp, MOKa KayecTBO clabkIX MeTok Ha Habope Ddey ™

crabmwmmsupyetca. Ilocne mocTmkeHHS CTaOMIM3alUM TPOU3BOAWTCS 0OydeHHe (QHUHANBHON
NPOTHO3HOM MoOjenu Ha MojdydeHHbIXx cinabeix  Metkax  {(Xi, Y'i)}. Takum oGpasom,
BBICOKOIIPOM3BOJIUTEINIBHBIN  KJIacCU(UKATOP OKa3bIBae€TCS IMOJHOCTHIO OTHAENEH OT IHKJIA
MIPOEKTUPOBAHUS QYHKIIUI pa3METKH.

HC

Pasnensisi craguu reHepanuu MpaBWil, UX NMPUMEHEHHs W (QuHAIBHOTO 00yuenus, metox LGIWL
COYETaeT CEMaHTHYECKYl0 THOKOCTh  S3BIKOBBIX  Mopenedl ¢ 3(QQEeKTUBHOCTBIO |

HUHTEPIIPETUPYEMOCTHIO CUCTEM, OCHOBAHHBIX Ha IpaBUJjiaXx.
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5. 9kcnepumeHmarnbHas Yacmb

5.1 3agaya n Habop AaHHbIX

MsI olleHMBaeM TIPEIUIOKEHHBIH IOAXOJI Ha 3agade OWHApHOW TEKCTOBOM KiaccupuKamum
oOpaIeHnii KIMEHTOB B CIIyOy MOIJEPKKM Ha pPyccKOM s3bIke. Llenmb 3amaum — ompenenuTs,
OTHOCHTCSl JIU MHOTOXOJOBOHM IHMajor K BONpOcaM, CBsA3aHHBIM ¢ Tapudamu. [lomHblili Habop
nmaHHbIX conepxutr 10,000 Hepa3MEUYCHHBIX JHMATOrOB, COOpPAHHBIX C IUIATGOPMBI ITHUPPOBOrO
6ankuHTa. LleneBoii Ki1acc mpeAcTaBIeH JOCTaTOYHO PEAKO U COCTaBisaeT mpuMepHO 8.2%

Jlist pa3paboTKK M OLIEHKH METOAa MbI JOTOJIHUTEIBHO Pa3METHIIH JiBa MOAMHOXECTBA JaHHBIX.
Banunarmonnsrit Hadop u3 1,000 pa3MeueHHBIX TUAIOTOB UCIONB3YETCS B MpoIecce OOyUCHUS
UCKJIIOYUTEIBHO ISl TeHepauuu W GuiIbTpauuu (GYHKIUHA pa3METKH, HO HE NPHMEHSETCS
HarnpsiMyIo 1J1s1 00y4eHHUsI UTOTOBOM Moien. B pamkax mpeanaraemoro ¢peiimBopka LGIWL stoT
Ha0Op JenuTCs Ha ABE paBHbIE YaCTH: IIepBas HCIHONb3YyeTcs Ui (OPMHUPOBaHMS I10/ICKA30K
SI3BIKOBOW MO/JIEITH HA OCHOBE OLIMOOK TEKYILETo Ki1accu(puKaTropa, a Bropast — JUlsl OLICHKH KayecTBa
KaHAUOATHBIX (YHKIWH pa3METKH Iepe]] NX BKIIOUSHHEeM B o0muit Hadop LF.

OTIeNbHbIH TECTOBBIA HA0OP M3 THICSYU TUAJIOTOB C PYYHOI pa3MeTKoil ocTaBieH 1isi puHAILHOM
OlLIeHKH. MeTKH U3 TeCTOBOTr0 Habopa He UCIOJIBb3YIOTCS NP 00y4YeHUH WK NoAOOpe MoJeel HU
B OJJTHOM M3 pacCMaTpHBAEMBIX ITOJIX0JI0B CO CIIa0BIM KOHTPOJIEM.

5.2 O630p cpaBHUBAEMbIX METOAOB

B OKCIEpUMEHTANFHOM CPaBHCHHHM MBI HCIONB3YyeM CICAYIOIIME METOIbl, OTPAKAIOIINE
pa3iu9HbIe clieHapuu o0ydeHus (cM. Tabm. 1):

* Zero-Shot Prompting (LLM). Basogsiii zero-shot moaxox, B kotopom momens GPT-4
HAMPSAMYIO KIaCCUHUIUPYET IUATOTH Ha TECTOBOM Habope, Moyyas OMHUCAHKe 3aa49H U
HECKOJIBKO TprMepoB (zero-shot). JTanHblii HOAX0 PEACTABIIET COOO0M KIIacCH(PHUKAIIUIO
6e3 siBHOTO 00y4YeHUs Ha pa3MEYCHHBIX JIaHHBIX.

* Snorkel (Keywords). Kiaccuueckunit momxoq oOydeHHsI CO CIaObIM KOHTPOJIEM, MPU
KOTOPOM (DYHKITUH Pa3METKHU CO3IAI0TCS BPYUHYIO WIIM aBTOMaTH4YecKu Ha ocHoBe TF—IDF
acconanuii ¢ IeneBsIM kiaccoM. IlomydeHHble (QYHKIMHM arperupyroTcss ¢ MOMOIIBIO
Snorkel m7s reseparu BepOSTHOCTHBIX METOK.

» CatBoost + Snorkel (Keywords). [luckpumuHaTuBHbIN Ki1accudukaTop, 00y4IeHHbIH Ha
crmabblX METKaX, IMOJXYyYEHHBIX C IOMOLIBIO ONHCAHHOTO Bbille moaxoxa Snorkel
(Keywords). DToT Meronq JIEeMOHCTPHUPYET MPUPOCT KayecTBA OT MPUMEHEHUS
JMCKPUMHUHATHBHOM MOJIENTH MOBEPX CTATHYECKUX CTAOBIX METOK.

» CatBoost (Supervised, Small Data). Knaccugukarop Ha OCHOBE IpaJHEHTHOTO OYCTHHTA
CatBoost, o0yuennsbIif Hampsimyto Ha 1,000 pazMedeHHBIX MpUMepax U3 BaJHIAIOHHOTO
Habopa. DTOT MOJXOJA OTpaKaeT PEATHCTHYHYIO CHUTYAlHI0, KOrja HeOGonbluas pydHas
pa3MeTKa JaHHbBIX AOCTYIIHA, U TO3BOJIET OLCHUTh JOCTATOYHOCTh NPOCTON CYMEPBU3HH
B YCJIOBHSIX OTPAHMYCHHBIX JAHHBIX.

* Snorkel (Default LLM). OyHkuum pa3MeTKH T'€HEPHPYIOTCS € HOMOILIbI 0O0Ien
S3BIKOBOM MOJENH TI0 OMNPENEJCHHI0 LEJeBOro Kiacca M HMHCTPYKLUAM, 3aTeM
arperupyrotcs 4epe3 Snorkel. {aHHBIN MOAXOM HE UCMOJB3YET UTEPATHBHYIO OOpPATHYIO
CBSI3b M MPEICTABISET COOOH OMHOLIATOBBIA BapHAHT pasMeTKH ¢ momoisio LLM ¢
6a30BbIM 33J]aHHBIM BPYYHYIO OMHCAHUEM IIEJICBOTO Kiacca.

* LGIWL (CatBoost u RuModernBERT). [Ilpemnaraempiii HaMu  METO/,
KOMOWHHUPYFOIINIT KITFOYEBBIE CI0Ba, (pyHKIMM pa3mMeTkn Ha ocHoBe LLM u nrepatnsHyio
JI0paboOTKY, OCHOBaHHYIO Ha 00OpaTHOM CBsI3M 0T Kinaccugukaropa. Hosele LF ureparnsHo
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TEHEPUPYIOTCS, OLIEHUBAIOTCS 10 TOYHOCTH M MOKPBITHIO HA BATUIAIIMOHHOM Habope u
T00ABISIOTCS B arperupyeMbiii Habop GyHKkui. IToroBeie ciiadble METKH UCTIOIB3YIOTCS
1 oO0ydenns kinaccudukatopa CatBoost mnmm ToHKO HacTpoeHHOTO TpaHchopmepa
RuModernBERT. Dtor MeTomx oOTpakaeT TMOJHBIH TMOAXOA K  aJalnTHBHOM,
MacIITabupyeMoi pa3sMeTKe.

Tabn. 1. Ceéoora cpasnugaemvix Menooos u UCHOYHUKOE PA3ZMEMKU.
Table 1. Summary of Compared Methods and Annotation Sources.

Metoa

Onucanue

HUctounuk pasMeTKun

Zero-Shot Prompting
(LLM)

Ipsimast Zero-shot knaccupukanust ¢
nomorneio LLM

Toibko TIPOMIITEL

Snorkel (Keywords)

Craruueckue QYHKIIUH Pa3METKH Ha
OCHOBE KJIFOUYEBBIX CIIOB, arPErHPOBAHHBIE
yepes Snorkel

Ospuctuka (TF-IDF)

CatBoost + Snorkel
(Keywords)

CatBoost, 00yucHHBIN Ha CTa0bIX METKaX
ot Snorkel (Keywords)

Ca0bIit KOHTPOJIb
(cratnueckuii)

CatBoost (Supervised,
Small Data)

CatBoost, o6yuennsiii Ha 1000
pa3sMeUEHHBIX PUMepax

Pyunas pa3metka
(orpaHuYeHHAs)

Snorkel (Default LLM)

LFs, crenepupoBannsie u3 LLM u
arperupoBanHbie uepe3 Snorkel

Cna0blit KOHTPOJIb
(LLM)

LGIWL (CatBoost /
RuModernBERT)

WrepaTtuBnas reaeparust LF gepe3 LLM,
¢unpTpanysa u odyueHne

Cna0blit KOHTPOJIb
(amanTHBHBIN)

5.3 AeTtanu peanusauum

Bce cpaBHHBaeMbIe METO/IbI pEaIM30BaHbI C UCTIOJIB30BAHMEM €IMHONW HHPPACTPYKTYPHI U €IMHBIX
npouenyp oOydeHus. B kadecTBe NMCKpUMHMHATHUBHBIX Mozeneil wucnoib3ytorcs CatBoost
(rpamueHTHBI OycTHHT, S(QQEKTHUBHBI Ha HEOONBIIMX CTPYKTYPUPOBAaHHBIX MJAaHHBIX) W
RuModernBERT-base (mpenobyuennasi TpaHchopMepHas MOJIENb Ui pyccKoro si3bika). Crabbie
METKH FeHepupyroTcs uepe3 Snorkel i ucrnonb3yroTest kKak MsrKue LeJeBble METKH Ul 00y4eHHUs
mozeneld. Ilpum 3ToM pa3MedeHHbIE BPYYHYIO METKH BO BpeMsi OOydeHUWs! AMCKPUMHHATHBHBIX
MOJIeJIe He UCTIONB3YIOTCS.

@OyHKINN pa3sMETKH CO3AAIOTCS Kak KOMOMHAIMS KJIIOYEBBIX CJIOB, CEMAaHTHYECKHX IIA0JIOHOB H
yCIoBHH, creHepupoBaHHBIX ¢ momompio LLM. B merome LGIWL HoBeie LF wutepatmBHO
MPe/IaraloTcst I3bIKOBOH MOJIENBIO 110 OIIMOOYHEIM IPUMEpaM M MPUHUMAIOTCS B 0OIIUil Habop
TOJIBKO B CIy4ae NPEBBIIICHUS ITOPOTOB MOKPBITHS M TOYHOCTH, OLEHWBAEMBIX Ha BBIAEICHHOM
YaCTH BAJIMIAIIMOHHOTO Habopa.

5.4 NpOTOKOS OLUEHKMN

PesynbTaThl Kilaccu(pUKaMy Ha TECTOBOM HA0OPE OLICHUBAIOTCSI M0 MATH METPUKAM: TUIOLIA (b O
ROC-kpusoii (AUC), cpeanss Tounocts (AP), TounocTs (precision), nonxota (recall) u F1-mepa.
Ioporn knaccupukauum BBHIOMpaAOTCS MO MakcuMyMmMy Fl-mepsl Ha BanumalMoHHOM Habope.
I[ToMumo TOuYHOCTH KinaccH(UKANWU, Mbl AHAIM3UPYEM IIOKPHITHE W pa3zHOOOpasue IpaBull,
KamuOpOBKY MoJieneid U 3G GEeKTUBHOCTH HcTonb3oBanus LLM.
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6. Pe3ynbmambl u aHanu3s

B nmaHHOM pasmene MpPENCTaBICHBI PE3yJbTATHl CPABHUTEIBHOTO aHAIM3a TPEIIOKEHHOTO
¢petimBopka LGIWL u 6a30BBIX METOMOB, ONHMCAaHHBIX B pa3zgeine 5. OmeHka MpoBOIWIACH Ha
TECTOBOM Ha0Ope M3 THICAYN BPYUYHYIO PasMEUCHHBIX IHAOTOB C MCIOJIB30BAHUEM CTaHIapPTHBIX
METPHK KauecTBa Kimaccupukanuu: miromann mox ROC-kpusoii (AUC), cpenneit Tounoctu (AP),
tounoctu (precision), momuotsr (recall) u F1-mepsr. [Toporu mist kiaccuUKaIMU TOOGHPAIIHCH 10
MakcuMyMy F1-Mephbl Ha BATMIAIMOHHOM HaGOPE U OMYLIEHBI B OMMMCAHUM JUIS YA00CTBA UTEHUS.

6.1 OCHOBHbI€e pe3ynbTaThbl

B Tabu1. 2 mpencTaBieHs! pe3yabTaThI OLCHKH BCeX paccMaTpuBaeMbIx MeTooB. LGIWL, ocobenHo
B peammzanui Ha ocHoBe RUMOdernBERT, meMoHCTpupyeT Hawiydimie pe3yJbTaThl MO0 BCEM
METPHUKaM, MPEBOCXOMAs KaK TPaJAWIMOHHBIC MOAXOABI CO CIa0bIM KOHTpOJIeM, Tak u Zero-shot
knaccupukanuio ¢ nmomomnpio LLM. Taxke LGIWL npeBocXoauT CynepBU3HPOBAHHYIO MOJICIH
CatBoost, 00y4eHHYT0 Ha THICSYE pa3MEUCHHBIX IPHMEPAX.

6.2 CpaBHeHMe cynepBU3UPOBAHHOrO OOy4YyeHMst U aganTUBHOro craboro
KOHTpOnS

Xors cynepBuzupoBaHHas Monens CatBoost, oOyuennas na 1,000 Bpy4yHyro pa3mMedyeHHBIX
npuMepax, mokaspiBaeT crabunmbHsie pe3ynbTathl (F1-mepa: 0.816), oHa He MPEBOCXOAUT METO.
LGIWL. Baxxno noguepkuyTh, 4To LGIWL mocturaeT 6osee BEICOKHX pe3yabTaTOB, HE UCTIONB3YS
HanpsIMyi0 BPYYHYIO Pa3MEUCHHBIC NaHHBIC NPU OOYYEHHUH, a pacxomys aHAJIOTHYHBIH 00BEM
PYYHOH Pa3METKH JIMIIb Ha (PUIBTPAIMIO NPaBHI M YTOUYHEHHUE ITOJCKA30K. DTO JIEMOHCTPUPYET
MPEUMYIIECTBO AJAaNTHBHOTO OOYy4eHHsS CO CabblM KOHTPOJIEM II0 CPAaBHEHHIO C MPSIMBIM
CyNepBU3MPOBAHHBIM 00YYEHHEM IPH OTPAaHUYECHHOM OIOJKETE Pa3METKH.

Tabn. 2. Cpasnenue kawecmea mooeneli Ha mecmogom Habope.

Table 2: Comparison of Model Performance on the Test Set.

Meton AUC AP TouHocTh Ioanora F1-mepa
Zero-Shot Prompting (LLM) 0,926 0,612 0,677 0,890 0,769
Snorkel (Keywords) 0,975 0,821 0,765 0,712 0,738
CatBoost + Snorkel
(Keywords) 0,979 0,828 0,836 0,699 0,761
Snorkel (Default LLM) 0,732 0,323 0,800 0,219 0,344
CatBoost (py4Has pa3merka,
1000 npimepo) 0,977 0,877 0,800 0,833 0,816
LGIWL + CatBoost 0,982 0,905 0,851 0,792 0,820
LGIWL + RuModernBERT 0,987 0,913 0,908 0,822 0,863

6.3 MNMoBbIWweHne TOYHOCTU KaKk OCHOBHOM hakTop pocTa F1-mepbl

KiroueBbiM daktopom Oosiee Bbicokoi F1l-mepbl npu ncnonszoBanuu Merona LGIWL seisiercs
CYIIECTBEHHOE YIIydIlIeHHWe TOYHOCTH 110 CPaBHEHMIO C JPYrMMH noxaxoxamu. Hampumep, npu
3anycke moaenu LGIWL Ha HeliponHoii cetn RuModernBERT nocrturaercs Tounocts 0.908 mpu
coxpanenuy noiaHoTel 0.822. [l cpaBHEHUs, METO/1 3aIIPOCOB 0€3 IBHOTO 00y4eHHs 00ecrieynBaeT
BbICOKYI0 NostHOTY (0.890), HO 3HauMTeNBEHO npourpeiBaet B TouHOCTH (0.677), orpaHuunBas Tem
cambIM utorosyto F1-mepy Ha yposae 0.769. Oto ykaspiBaeT Ha TO, uTo MeToq LGIWL e Tonbko
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3G (GEKTHBHO BBIABISACT HMCTUHHBIC MOJOXXHUTENbHBIE TPHUMEPH, HO H YCIENIHO u30eraet
Mepen30bITOYHOM pa3MeTKH, Oaroaaps 60Jjiee TOYHBIM U CEMAHTHICCKH OCMBICIICHHBIM TIPABUIIAM.

6.4 3anpocbl 6e3 fBHOro obyuyeHus. BbICOKass MOJSIHOTA, HU3KasA
achchekTUBHOCTb

MeTton 3ampocoB 6e3 siBHOro 00ydenus (zero-shot prompting) Ha ocHoBe HeiipoHHo# cetn GPT-4
MOKa3bIBaeT OTHOCHTEIBHO BBICOKYIO MOJNHOTY, OMHAKO TPeOyeT 3HAYMUTEIBHBIX TPYAO3aTpar Ha
PYUYHYIO HacTpoiiKy. Pa3paboTka KauecTBEHHBIX TMOICKAa30K MOTPeOOBaia MHOKECTBA UTEPALHH C
y4acTHEM YeNIOBEKa, a Takke creludruueckoil HacTPOWKH MoA 3amady. HecMoTps Ha oTCyTCTBHE
SIBHOT'O 00Y4CHHUS, JAHHBINA MOAXO0/] TPEOYET 3HAYUTEIbHBIX PECYPCOB YESIOBEKA U BBIYHCIUTEIBHBIX
3aTpar, OpH 3TOM obecredrBasl JHUIb CpelHee HUTOroBOe KauecTBO. Ero HM3Kask TOYHOCTH U
OrpaHHYCHHAs aJaTHBHOCTh 3HAYMTEIHFHO HPOMIPHIBAIOT aBTOMATH3UPOBAHHOMY, OCHOBAHHOMY
Ha oOpaTHO# cBsi3u npoueccy LGIWL.

6.5 AdhekT OT UTepaTMBHOro yTOUHEeHUs1 (PYHKLUNA pa3MeTKu

Cpasuenune oanomraroBoro noaxoaa Snorkel (Default LLM) ¢ merogom LGIWL unmoctpupyer
NPEUMYIIECTBO TEHEPAlMH ITOJCKa30K IO ommMOKaM Kiaccudukaropa. @DyHKIMH pa3MeTKH,
CTeHepUpOBaHHEIC 3a onuH mar mozaenbio LLM, nokaseBaroT 3HaueHne F1-mepsr, pasHoe 0.344,
TOr/la KaKk ureparuBHOe yrouHenue mpasuwi B LGIWL nossimaer 1ot nokaszatens qo 0.820 (na
mogenu CatBoost) u 0.863 (ma ceru RuModernBERT). Viayurienue oOycloBIeHO HE MPOCTO
KOJIMYECTBOM IIPABUJL, @ UX 1IeJICHANPABICHHON HACTPOMKOM 1MOJ1 OIIMOKN KilacCU(BHUKALIUH.

6.6 OrpaHM4YeHUs CTaTUYECKOWN pa3MeTKU No KIYeBbIM CrioBaMm

CraTryecKHe METOJBI Ha OCHOBE KIIIOYEBHIX cjIoB, BKarouas Snorkel (Keywords) u CatBoost na
Snorkel (Keywords), yerynator merony LGIWL. Jlaxe ¢ ucrnonb3oBaHHEM TUCKPUMUHATHBHOTO
ki1accudukaTopa moBepx clabblXx METOK, Jydmias Jgocturnyrtas Fl-mepa ne npesbimaer 0.761.
[To06HBIE IBPUCTUKH TIJIOXO CIPABIISIOTCS ¢ iepedpasnpoBaHieM, MHOTOX0TIOBBIMHI KOHTEKCTAMH
Y OTPHULAHUSMH — CUTyalusiMu, kotopbie LGIWL ycnerno oOpadaTbiBaeT 3a CHET CeMaHTHUYECKO
rerepanuu npasmi yepe3 LLM.

6.7 BoiBOAbI

Meron LGIWL npezncrasisier co00it Ha&XHBINH 1 IKOHOMHYHBIH MOJX0]] K 00yYEHHUIO CO CIa0bIM
KOHTpojieM. OH MPEBOCXOIUT TPAJAUIIHOHHBIC IBPUCTHKH U METO/IbI 3aIIPOCOB 0€3 IBHOTO 00yUCHHSI
LLM mo tounocTu, monHote U F1-mepe. MtepaTuBHas CTPYKTypa ¢ 0OpaTHON CBS3BIO MO3BOJISET
IIeJICHAIIPaBICHHO CHHTE3UPOBATh M OTOMPATh MpaBuiIa, yay4lnas 0000IIaroIIyI0 ClIOCOOHOCTh TPH
CHIDKEHHBIX 3aTpaTax. brmaromapst Beicokoi TogHoctr U monHoTe, LGIWL obmamaet 3HAYMMBIME
MPEUMYIIECTBAMH UTS 33Jad PeaibHOW KiaccH(UKAIUK, TIIe BaKHBI KaK KOPPEKTHOCTh, TaK H
MOJIHOTA Pa3METKHU.

7. 3aknroyeHue

B nanHoit padore mbl npencraBuan LGIWL — uteparuBHbIi moxxoa K 00ydeHHIO CO cinaObIM
KOHTpPOJIEM, OCHOBaHHBIH Ha T€HEpalMu, YTOUYHEHWH M (uibTpannd (QYyHKIMH pa3MeTKH C
NOMOIIbI0 OoNbIIMX s3bIKOBBIX Monened (LLM). IpemnoskeHHBIH METOA MO3BOJSET HOOHUTHCS
BBICOKOTO KauecTBa KJIACCU(HUKALMK B YCIOBUSIX OIPaHUUYEHHOTO 00bEMa pa3MEUCHHBIX IAaHHBIX,
He npuberast K MacIITaOHOM py4YHON aHHOTanuK. B oTimune ot nmoaxonoB 6e3 ssBHOro o0ydeHus,
TpeOYIONINX IKCIEPTHON HACTPOWKH WHCTPYKIUN W MPHU STOM CTPAAAIONMUX OT HEJOCTATOYHOM
toynoctd, Meron LGIWL wucnone3yer Oonbliie S3bIKOBbIE MOJEIM HE HANpSIMYyHO Kak
KJ1acCU(UKATOPBI, 8 KAK FeHEPaTOPbl CEMAaHTHYECKHUX TPAaBHJ, HHTEIPHPOBAHHBIX B UTEPATUBHBIH
IIUKJI ¢ 0OpaTHOM CBA3BIO MO pe3ysibTaraM paboThl KinaccupuKaropa.
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OKCIIeprMEHTBl Ha peanbHOil 3amade kiaccHUKalyu OaHKOBCKMX AMAJOrOB IIOKA3aJH, YTO
LGIWL cyIiecTBeHHO MPEBOCXOIUT CTATHUECKUE MOAXOIbI OOYUICHHS CO CIIA0BIM KOHTPOJIEM H
MeTonsl Oe3 siBHOro oOydeHusi, pocturas Fl-meper 0,863 B peammzamuu Ha OCHOBE CETH
RuModernBERT mpu BBICOKO#T TTOTHOTE U 3aMETHOM POCTe TOYHOCTH. [lonydeHHbIe pe3yIbTaThl
COIOCTaBUMBI C TIOJIHOCTBIO CYNEPBU3UPOBAHHBIMUA MOJENSIMH, OOYYECHHBIMH Ha TaKOM XKe
KOJIMYECTBE Pa3MEUYCHHBIX JaHHBIX, U B HEKOTOPBIX CIIy4asiX MPEBOCXOAAT MX. DTO MOATBEPKIACT,
YTO CTPaTerMYecKOe HCIIOJIb30BaHHE OrPaHMYCHHOrO Ha0Opa pa3MEYeHHBIX JAHHBIX IS
YTOYHEHUS MPABIII MOXKET OBITh AP PeKTHBHEE PSIMOTO 00YIEHIS MOJICIIH.

B oTimume OT MOJTHOCTBIO PYYHBIX ITOJIXO0/I0B, TAKUX KaK MOA0O0pP KIIFOUEBBIX CIIOB WM pa3padoTKa
MOJICKA30K JUIs s3BIKOBBIX Mojenei, LGIWL TpeGyeT MUHMMaIbHOI aHHOTALMH, HAIIPABICHHOM
UCKJIIOYNTENIbHO Ha (uibTpanuio (GYHKIMH pa3MEeTKH Mo omuOKaMm kiaccudukaropa. Mertox
aBTOMATU3UPYET BBIABICHHE BBIPA3UTEIBHBIX M BBICOKOIIOKPBHIBAIOIINX IIPaBWJI, MHOTHE W3
KOTOPBIX OTPaKaf0T HETPHBHAIBHBIE CEMaHTHYECKHE 3aKOHOMEPHOCTH, TPYAHBIE AJSI PyIHOTO
KOAUPOBAHMUSL.

B Oyaymem mianupyercs pacmmpenue LGIWL Ha MHOrokmaccoBble 3ajadyd W CIICHApUU
MEXKIOMEHHOTO IIEPEHOCA 3HAHU, a TAK)KE HHTErpalis 00Jiee MPOJABUHYTHIX CTPATEruii TeHepaluK
MOJICKa30K (HAmpUMep, LENoYeK PacCyXICHUN u camMopedIeKCHu) B IUKI CO3AaHHs (DYHKIUA
pasmetku. Takke mianupyercs: popmanu3aiusi KPUTEPUEB CXOUMOCTH [IPU UTEPATUBHOM cI1aboM
KOHTpOJIe ¢ UcIob30BanneM LLM u n3yueHne BO3MOXXHOCTEH MHTETPALUK CUTHAIOB aKTUBHOTO
00y4eHUst B KOHTYp OOpaTHOM CBSI3H.

Takum o6pazom, LGIWL mpencraBmser coboii Macmrabupyemylo, HHTEPIPETHPYEMYIO U
9KOHOMHUYHYIO albTepHATHBY KaK PYYHOIH pa3sMeTKe NaHHBIX, TaK W HENpO3payHbIM Zero-shot
MOAXOAaM, JBUrasCh B HAIpaBICHHH aBTOMATH3HPOBAHHOIO, HO YIPABIAEMOrO YEIOBEKOM
MIPUMEHEHHS SI3BIKOBBIX MOJIEJICH B pealibHbIX 3a/lauaX MalIMHHOTO 00y4YeHHUS.
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