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AHHoTanus. TaGIUIbl MIMPOKO MCIOIB3YIOTCS UL MPEACTABICHNS U XPAHEHUS JAHHBIX, HO, KaK IPaBUIIO,
OHH HE COIPOBOXKIAIOTCSA SBHOM CEMaHTHKOH HEOOXOMMMOW ISl MAIIMHHON WHTEpHpEeTaluH CBOETO
comepxanus. CeMaHTHUecKas HWHTEpIpeTalus TaOnuI sBISIETCS KIIOYEBOW 3amaveil Juisi HHTErparyn
CTPYKTYPHPOBAHHBIX HAHHBIX C rpadaMu 3HaHHWH, OJHAKO CYLIECTBYIOLIIME METOIbI CTAaJKHBAIOTCS C
npobseMaMy Ipu 00pabOTKe PYCCKOS3BIYHBIX TAONHII H3-32 HEIOCTAaTKa Pa3MEUYEHHBIX JAHHBIX H SI3BIKOBOM
cer¢uky. B manHO# paboTe MpeanoikeH MOAXOJ HAa OCHOBE KOHTPACTHOTO OOydUeHWs, HAIlPaBICHHBIA Ha
yCTpaHEHHE 3aBHCUMOCTH OT PYyYHOH Pa3METKH U yJIydIICHHE KadeCTBa aHHOTHPOBAHUS CTOJIOIOB PEAKUMHU
ceMaHTHYeCKUMU TunaMu. [loaxox BKIIOYAaeT agaNTalMI0 aNroOpUTMa KOHTPACTHOTO OOy4YEeHHUs Uit
TaOMMYHBIX JAHHBIX C KCIOJb30BAaHUEM ayrMeHTaluil (yJajdeHne M TepecTaHOBKa s4eeK), a TaKKe
JTUCTHWIIMPOBaHHOM MybTHs3bdHOM Moaenu DistilBERT mist addexTrBHOrO 00ydeHus Ha Hepa3MeueHHBIX
nmaHHeIx Kopryca RWT, comepxkariero 7.4 wmiH. cronOioB. OOydeHHBbIC TaOJIMYHBIC MPEACTABICHUS
HUHTETPUPYIOTCS. B KOHBeWep aHHoTHpoBaHMs (¢peiiMmBopka RuTaBERT, 4ro mno3Bonsier CHU3HTH
BBIYHCITHTEINIBHBIE 3aTPaThl. DKCIIEPUMEHTEHI II0Ka3aJI, YTO MPEATI0KEHHBIH To1X0 focThraeT MUKpo-F1 97%
n Makpo-F1 92%, mpeBocxons HEKOTOphIe 0Aa30BBIC pPEIICHHSA, YTO IOATBEpKIaeT ero 3()(EeKTHBHOCTH B
YCIIOBHSX Pa3peKEHHOCTH JAHHBIX U S3BIKOBBIX 0COOEHHOCTEH PYyCCKOTO SI3bIKa. Pe3ynbTaTel 1eMOHCTPHPYIOT,
YTO KOHTPACTHOE 00yUEHHE MO3BOIISIET MOASIHPOBATH CEMAHTHIECKOE CXOACTBO MEXIY CTOIOIamMu Oe3 sIBHOH
pa3MeTKH, 9T0 0COOEHHO BayKHO ISl JAHHBIX PEAKHUX THIIOB.

KuiroueBbie ¢j10Ba: pPycCKOSI3bIYHbIE TAOMIBI, TAOIMYHbIE JAHHBIE, CEMAHTUYECKAsh MHTEPIIPETALMS TA0IHMIL;
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TabJIMYHbBIE TPEICTABIEHHS.
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Abstract. Tables are widely used to represent and store data, but they are typically not accompanied by explicit
semantics necessary for machine interpretation of their contents. Semantic table interpretation is critical for
integrating structured data with knowledge graphs, but existing methods struggle with Russian-language tables
due to limited labeled data and linguistic specificity. This paper proposes a contrastive learning-based approach
to reduce dependency on manual labeling and improve column annotation quality for rare semantic types. The
proposed approach adapts contrastive learning for tabular data using augmentations (removing/shuffling cells)
and a distilled multilingual DistilBERT model trained on unlabeled RWT corpus (7.4M columns). The learned
table representations are integrated into the RuTaBERT pipeline, which reduces computational costs.
Experiments show micro-F1 0.974 and macro-F1 0.924, outperforming some baselines. This highlights the
approach’s efficiency in handling data sparsity and Russian language features. Results confirm that contrastive
learning captures semantic column similarities without explicit supervision, crucial for rare data types.
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1. BeedeHue

TaOnuuHble  JaHHBIC  SBISIOTCS  OJHUM M3  KIIOYEBBIX  (OPMATOB  MPEICTABICHHS
CTPYKTYPHUPOBAaHHON MH(GOPMAIMY B Pa3IUIHBIX 00JIACTAX: OT HAYYHBIX HCCIIEI0BaHUIT 10 Onu3HeC-
aHamuTukd. OHU UCTIOJB3YIOTCS B PEJISIIIMOHHBIX 0a3axX JaHHBIX, AJIEKTPOHHBIX Tabiuiax, BeO-
pecypcax W TOKYMEHTaX, 4YTO JelaeT UX 00paOOTKY KPUTHYECKH BAKHOW IS aBTOMATH3AI[NH
aHanmm3a AaHHBIX. OMHAKO TaONMUIBI, KaK IMPaBHJIO, HE COMPOBOXMAIOTCS SBHOH CEMaHTHUKOW
HEOOXOIUMON UIsi MAIIMHHONW HWHTEPIPETAIlMA CBOETO ColepXaHus. 1103ToMy ceMaHTHYecKas
HHTEpIpeTanus TaOIuI, 0COOCHHO Ha S3BIKaX OTIMYHBIX OT AHTIMHCKOTO, OCTAeTCS CIOXKHOM
samaueil [1-2]. OcCHOBHBIC BBI30BBI CBSI3aHBI C HEOOXOAMMOCTBIO COOTHECEHHS OTHEIbHBIX
3JIEMEHTOB Ta0JHIIl (CTOIOIOB, CTPOK, STYCCK) C MOHITHIMH U3 rpad)oB 3HaHMM, TakuMK Kak DBpedia
mwm Wikidata, a Takke ¢ 00pabOTKOM CTPYKTYPHOTO U SI3BIKOBOTO Pa3HOO0Opa3ws JaHHBIX.
Pycckos3pruHbIle TaOMUIBI MPEACTABIIIOT 0CO0YI0 MPOOJIeMy H3-3a OTPAaHHYECHHOTO KOJIUYECTBA
CICIMATM3UPOBAHHBIX HWHCTPYMEHTOB M Pa3MEUYCHHBIX aHHBIX. BOJIBIIMHCTBO COBPEMEHHBIX
METOJIOB, B YaCTHOCTH, OCHOBAHHBIC Ha MPEIBAPUTEIILHO 00YUCHHBIX S3BIKOBBIX MOJCIIAX [0 THILY
BERT [3-9], Tpe0yroT orpoMHBIX 00BEMOB Pa3MEUEHHBIX JaHHBIX, KOTOPBIE JJISl PYCCKOTO SI3BIKA
4acTO HEAOCTYNHBI WM He cOalaHcupoBaHbl. Kpome TOro, CymecTBYIOIIHE pPEIICHUS,
paszpaboTaHHbBIe AJIs aHTJIMHACKOTO S3bIKa, TUIOXO aIATUPYIOTCS K IPYTHUM SI3bIKaM U3-32 Pa3InIuid
B TOKCHU3AI[UH U KOHTEKCTYAIbHOW CEMaHTHKE.

B nmanHo# paboTe mpesiaraeTcsi HOBBIH MOJIXO JJIsi CEMaHTUYECKOTO0 aHHOTHPOBAHUS CTOJIOIIOB
PYCCKOSI3BIYHBIX TabJUI] HA OCHOBE KOHTPACTHOTO oOydeHus. [IpoBepsieTcss yTBEp>KIAEHHE, UTO
KOHTPAacTHOE 00y4eHHE Ha HEPa3MEUYCHHBIX TaOJIMYHBIX JaHHBIX YIy4lIaeT ClIOCOOHOCTh MOJETH
pa3inuyaTth CEMaHTHYCCKHUE TUITBI CTOJIOOB 0€3 MCIIOJIb30BaHMS BPYYHYIO Pa3MEUEHHOI'O KOPITyca
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TaOJIMYHBIX JaHHBIX. TakuMm o0pa3oM, TOAXOA TO3BOJsAET J(P(HEKTHBHO HCIOJIH30BaTh
Hepa3MedeHHbIC TAONWYHBbIE JAHHBIC JUIS OOYYEHHs YCTOWYUBBIX BEKTOPHBIX MPEICTABICHUM,
CHMXasl 3aBUCUMOCTh OT PYYHOU pa3merku. Hain Bkiiaa BKIIOYAET:

1) Apantandi0 KOHTPACTHOTO OOYYeHHS Ui PYCCKOS3BIYHBIX TAOMMYHBIX JAHHBIX C
NpUMEHeHneM ayrMeHTaruid. OOBIYHO MOJ ayrMeHTalMeil JaHHBIX TOHUMAETCs TeXHUKa
HCKYCCTBEHHOT'O YBEJIMYEHHs padMepa oOydaromieil BBIOOPKM IIyTeM IpUMEHEHHS
HEKOTOPBIX MpeoOpa3oBaHUN K HCXOAHBIM JaHHBIM. [ TaOMMYHBIX JaHHBIX B 3TOT
IIpoIiecC TAKXKe BKIIOUAIOT YAAJICHHUE U IEPECTAHOBKY 4YEeK.

2) Hcmonp3oBaHWe IWCTHIUIAPOBAHHON MymbTHs3bIUHOM Momenn DistilBERT, uto
obecrieunBaeT OaaHC MEXy TPOU3BOIUTEILHOCTBIO U BEIYUCIUTEIbHBIME 3aTPATAMH.

3) Hwurerpamuio npenoOyUIeHHBIX TaOIMYIHBIX TIPEICTABICHUN B CYIIECCTBYIOIIHI KOHBEHep
agHOTHpOBaHUSA Ha Oaze ¢perimBopka RuTaBERT [9], uro memoHCTpupyeT THOKOCTH
MOAX0Ma.

4)  DkcnepuMEHTHI Ha KPYIMHOMACIITAOHOM PYCCKOSI3bIYHOM Habope naHHbIX RWT-
RuTaBERT [10] mokasamu, 49TO NpPeNTONKEHHBI MOAXOA MPEBOCXOIUT HEKOTOPHIE
6a30BBIE PEIICHHUS, YTO TIOATBEPKIAET ero 3(Q(PEKTHBHOCTD B YCIOBUAX Pa3speKEHHOCTH
JIAHHBIX U A3BIKOBOM CIICIU(DUKH.

Crathsi OpraHM30BaHa CJIEAYIONIMM 00pa3oM: pasfen 2 IMPEACTaBiIseT COBPEMEHHOE COCTOSHHE
HCCIEIOBaHUH B 00JACTH CEMaHTHYECKOW mHTeprperanuu Tabimi. B pasgene 3 ommceiBaercs
MPEeIOKEHHBIH TIOAXOM ISl CEMAaHTHYECKOTO aHHOTHPOBAHMS CTOJIOIOB PYCCKOS3BIYHBIX TaOJIHII,
BKJIFOYAsi HOATOTOBKY JaHHBIX, apXUTEKTYypPYy MOJIENIN U alroput™ oOyuenus. Paznen 4 conepxur
SKCHEPUMEHTAIbHBIE OIEHKH TECTUPOBaHMSA MPOMU3BOAUTENIBHOCTH IpejaraeMoro moaxonaa. B
3aKI0ueHAH (pasaen 5) naercs o0CyXACHNE TTOYYCHHBIX PE3YJIbTATOB H IUIAHEI Oy aymel paboThl.

2. CoepemeHHOe cocmosiHue ucciedogaHull

IMoa cemanTHYecKol MHTEpHpeTanuei (aHHOTHpOoBaHueM) Tabiuil (Semantic table interpretation)
MOHMMAETCSl TPOECC PACIIO3HABAHHMS W CBS3bIBAHUS TAOMUYHBIX JAHHBIX C MOHATHIMHU W3
HEKOTOpPOro IiejeBoro rpada 3HaHMiA, OHTOJIOIMH WJIHM JPYrOro BHEUIHEro CJIOBaps (Hampumep,
DBpedia, Wikidata, Yago, Freebase, WordNet) [2, 11]. OxHo#i 13 OCHOBHBIX 3a/1a4 CEMaHTHUECKOM
MHTEpPIpPETA TaOIMIl SIBISCTCS aHHOTHpOBaHWe CcToNONOB (column type annotation), mpwu
KOTOPOM OCYILECTBJIETCS CONOCTaBJIEHHE CTOJIOLOB TaOJMIBI C CEMAHTHYECKHMH THUIAMH
(ximaccamu 1 CBOMCTBaMH) U3 LENIEBOTO rpada 3HAHUH.
3a mocneqHre HECKOJBbKO JIET CYHIECTBYIOIIME METOJAbI M MOJENIH HCIOJIb30BAIN EepPEIOBbIC
JIOCTIDKEHHUS B 00J1acTH TIIyOOKOro MamIMHHOTO 00yueHus, GopMynupys 3a1ady aHHOTHPOBAHHA
cTONOIOB Kak 3a1ady Kiaccudukanuu Heckoibkux kimaccoB (multi-class classification). Tak B
padote [12] npuMeHsIH HEMPOHHBIE CETH M MHOYKECTBO M3BJICUCHHBIX TPYIII IPU3HAKOB, TAKUX KaK
BEKTOPHBIE TPEJICTABJICHHS CJIOB M CHMBOJIOB, 4 TAaKXe TIJI00albHblEe CTATHCTHKU CTOJIOLOB. B
pabote [13] mobarieH aHANH3 JOKAIBHOTO (BHYTPU-TAOIMYHOTO) KOHTEKCTA TaOJHUIbI (COCSTHUX
CTOJIOTIOB OTHOCHUTEINILHO IIEJIEBOTO CTOJONA), a B padbote [14] mobGaBuics eme U MeXTaOINIHBIN
KOHTEKCT JUIsl yJydlIeHus npenckasanuii. OIHako OCOOBI HMHTEpeC B JIaHHOM KOHTEKCTE
MPE/ICTABIISIIOT PAOOTHI, UCIIOJIB3YIOLIHE NPEIBAPUTEIHHO 00yUCHHBIE I3BIKOBBIE MOJICJI HA OCHOBE
apxutekTypbl Tpancopmep (Transformer). Brnoku TpancdopMmepa HCIONIB3YIOT MEXaHU3M
BHUMAaHHS, 4TO TTI03BOJISIET MOJIEIIM T€HEPUPOBATh I10JIE3HbIE KOHTEKCTYaIM3UPOBAHHbBIE BEKTOPHBIC
NPE/ICTABIICHUS ISl CTPYKTYPHBIX KOMIIOHEHTOB TaOJIMYHBIX JAHHBIX, TAKUX KaK SYEHKH, CTOJIOIBI
Wi cTpoku. Takxke S3bIKOBBIE MOJIENH, NMPEABAPUTEIFHO OOy4YEeHHBbIE Ha KpYyITHOMAaclITaOHBIX
TEKCTOBBIX KOPIIycax, MOT'YT XpaHHTh CEMAHTHKY U3 00ydalollero Tekcra B (opMe MnapamerpoB
MOJIEIIH, YTO JIeJIaeT MPOLecC JOOOYUYEHHS TAKUX MO/Ieiel Ha KOHKPETHBIX IOCIEIYIOINX 3a1a4ax
(downstream tasks) nocratouno s¢pexruBabM. [IpuMepamu Takux paboT sBisroTes mogean TURL
[3], TaPas [4], TaBERT [5], TABBIE [6], TUTA [7], Doduo [8].
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CylecTByIOIME pElICHHs] B 3TOH 00JacTH HMMEIOT BBICOKYIO INPOHM3BOJHUTENBHOCTH, KOTOpas
JOCTUraeTcs 3a c4eT OOJNBLIOr0 KOJIMYECTBAa Pa3MEUCHHBIX OOyYalomMX AaHHBIX. B wacTHOCTH,
QHITION3BIYHBIC HAOOPHI JNaHHBIX MOTYT BKJIIOYATh COTHHM THICSY Pa3MEUCHHBIX CTOJOIIOB
(manpumep, VizNet-Sato [13] ~ 100 000, WikiTables-TURL [3] ~ 600 000), a pycCKOS3bIYHbII
Habop TabnuuHbix qaHHeix RWT-RUTaBERT [10] HacuuthiBaeT Gonee 1.4 MHIUTHOHA CTONOLOB.
Co3panue Takux HabOPOB SBIISETCS TOCTATOYHO TPYAOEMKUM IIPOLECCOM, TPEOYIOIUM OOJIBIIOTO
KOJIMYeCTBa BpEMEHH U pecypcoB. boiee Toro, 1u1s CymecTByIOIUX HaOOpOB TalbINI] CBOWCTBEHHA
npoOiemMa pa3peXeHHOCTH IaHHBIX, KOTOpas BBIpaXKaeTcs B, JOBOJIHO, HecOaJaHCUPOBAHHOM
pacrpeeneHUy CeMaHTUUECKUX TUIIOB (TaK HAa3bIBAEMOE «pachnpedenenue ¢ ONMUHHbIM XEOCTHOM).
Tak HEKOTOPBIM CEMaHTHYECKHM THIIAM COOTBETCTBYIOT COTHHU THICSY CTOJIOLIOB, 8 HEKOTOPHIM
JMIIb HECKOJIBKO JIECATKOB. B pe3ynpTaTe MOZENM CIIOKHO YJIOBHTH JDOCTATOYHOE KOJIUYECTBO
CHT'HAJIOB [UISl CEMaHTHYECKHX THUIIOB, OTHOCSIIMXCS K MEHBIIUHCTBY (PSIKHM THIIAM, TAKHM Kak
«amaemy, «2OpHbI Xpebemy WIH «CMPAx06as KOMNAHUAY), IaXe NPH KOHTPOIUPYSMBIX
(supervised) macrtpoiikax. Hampumep, rpaduk pacmnpenencaust 30 Hawmboiee BCTPEUYAROIIAXCS
CEeMaHTHUYECKUX THIOB st Habopa manHeix RWT-RUTaBERT, nemoncTpupyronmii 3Ty mpobiemy,
IpeJcTaBieH Ha puc. 1.

225000- F==
200000
@ 175000
S
D 150000~
S
£ 125000
8]
© 100000

75000

Yucn

50000-

25000-

CemaHTUYeCKMe TUMsbI

Puc. 1. Ilpumep npobaemor paspexcennocmu oannvix 0 Habopa RWT-RuTaBERT.
Fig. 1. Example of a data sparsity problem for the RWT-RuTaBERT dataset.

Cy1iecTBYIOIINE METO/IbI HA OCHOBE MPE/IBAPUTEIHHO OOYUEHHBIX S3bIKOBBIX MOJIENICH HE SIBISIOTCS
yHHBepcanbHbIMU. Habmoaercs paspbiB Mexay 3p(eKTHBHOCTBIO CYIIECTBYIOIUX PELICHUH Ha
TECTOBBIX NPHUMEPax MU HMX MPUMEHHUMOCTBIO Ha mpakTuke. OcoOeHHO 3TO KacaeTcss TabiauIl C
pPa3IUYHON S3BIKOBONW MPHUHAAJICKHOCTHIO (TIPEJICTABICHHBIX HE HA AaHIJIMHACKOM S3BIKE) H
HMEIOIINX Pa3HYI0 CTPYKTYPHYIO KOMIOHOBKY.

JIyist NOBBIIIEHHST CIOCOOHOCTH OOILIEro MOHUMaHHs TaOJIMIl U PEIIeHHs] PA3IMYHBIX TaOJINYHBIX
3ajia4 MOSIBUJIMCH PAOOTHI, UCIIOJB3YIOUINE OOJIBIINE SI3BIKOBBIE MOJIEIH, KOTOPBIE YaCTO MMEIOT
JYYIIYI0 TPOM3BOAUTEIHHOCTh I10 CPAaBHEHHIO C IPEIBAPUTENILHO OOYYEHHBIMH SI3BIKOBBIMH
MmojemsiMu, TakuMu kak BERT. Onnm takke Oonee yCTOHUMBBI K HEBHIUMBIM IPUMEpaM H3-32
crnenupUIHBIX 3QPEKTOB, BOHUKAIOIINX B PE3yJIbTaTe pa3Mepa MOJIEIH, 00y4eHHON Ha OTPOMHBIX
obbemax Tekcta. [Ipumepamu Takux padot sBisirorest Moaenu Table-GPT [15] u TableLlama [16],
a rtaoke noaxof [17]. OnHako OCHOBHBIM HEJOCTATKOM TaKHX PEUICHHUH SBISETCS TO, YTO OHH
TpeOYIOT OrPOMHBIX BBIYMCIUTEIBHBIX PECYpPCOB, 4YTO 3aTpyIHsET MX IPaKTHYECKOe
UCTIONb30BaHME.

Jlist perieHus BbIIIEyKa3aHHBIX TPOOJEM IIpe/ularaeTcsi MCIOJIb30BaTh METOAbI CaMOOOydeHUs
(self-supervised learning), B uyacTHOCTH, KOHTpacTHOro oOydeHus (contrastive learning) s
M3ydeHUs] TaONWYHBIX TIPEACTABICHHH, TIIONyYeHHBIX Ha OCHOBE OONIMPHOTO KOpIIyca
HEpa3MEYCHHBIX TAONWYHBIX JaHHBIX. JlaHHBIE TAaONWYHBIE MPEACTABICHUS MOTYT OBITH
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UCIIOJB30BaHbl Kak Ui onpejenenus poxacrtsa (relatedness) mexmy nBymst tabnuuamu (IyTeM
BBIYHCIICHHS KOCHHYCHOTO CXOJCTBA MEX/Yy BEKTOPHBIMHU MPEICTABICHUSIMH), TAK U Ui TOHKOM
HACTPOWKH C JJOMOJHUTEIbHBIMH Pa3MEUCHHBIMH TAHHBIMH, CO/ICPXKANIETO HEOOBIIIOE KOJIUYECTBO
TabIIHIIL, O KOHKPETHbIC mocheayronre 3axaun (downstream tasks).

3. lpednazaemsbiti Nodxod

3.1 MNocTaHOBKa 3agayuu

Tabnuua — 3TO0 IBYXMEpHasl CTPYKTypa JAHHBIX, COCTOSIIIas M3 CTPOK M CTOJIOLOB. B syelikax
TaOJIMI] MOTYT COAEPKAThCSI TEKCTOBBIE NaHHBIC, YHCIIOBBIE, J]aTa U BpeMsl U Tak jaanee. MOXKHO
BBIJICNIATH TPH BHA TAOJHII C TOYKH 3PSHUS CTPYKTYPHUPOBAHHOCTH HHPOPMALINH:

1)  cunvro cmpykmypuposanHbie (TaOIHIBI PEIAIHOHHBIX 6a3 TaHHBIX);

2)  noaycmpykmypuposamniuie (9MIeKTPOHHBIE TaOIULEL, COCTaBJICHHbIE B
CTICIMATM3UPOBAHHOM TIPOTPAaMMHOM obecrieuenn, Hanpumep, MS Excel u tak nanee);

3)  mecmpyxmypuposannvle (1300paxkeHus TabuIl B JoKyMeHTax ¢popmara PDF).

Te e TaOMUIBI MOXHO KJIACCU(HULIUPOBATH, BBOJS TPH OCHOBHBIE I'PYIIBI B 3aBUCHMOCTH OT
OpHEHTALUH:

1) eepmuxanvuvbie — TaONUIBL, B KOTOPHIX JaHHBIC PACMOJOKCHBI B BHUIC BEPTHKAIBHBIX
KOJIOHOK (TO eCTh UIyT "CBepXy BHU3");

2)  eopuszonmanvhvle — TAOIUIBI, B KOTOPBIX JaHHBIC PACIIOIIOKECHBI B BU/IE TOPU3OHTAIBHBIX
nuHU# (TO ecTh UayT "cieBa Hanpaso');

3)  mampuunbie — TAOTHIBI, B KOTOPBIX KaXKAasl 3aUCh HHACKCUPYETCS KIFOYOM(SIMHU) CTPOKH
1 KJITI0YOM(SIMH) CTONOIIA.

B nanHOll paboTe paccMaTpHBAIOTCS TOJBKO BEPTUKAIbHBIE, CHJIBHO CTPYKTYPHPOBaHHBIC U
MOJYCTPYKTYpUpOBaHHbIe Tabnunpl. @DopMalbHOE ONUCAHWE BXOMHOM TaOJIMIBI  MOXKHO
MPEICTaBUTh KaK:

T = {col, ..., col, }, col; = {cell, ..., cell,,},i € 1,n, (1)

rae T — BepTuKaibHas Tabnuna; col; — i-cronben; cell]- — j-sueiika i-cronbua, npu 3ToM j € 1, m.

Hama nenp mpejackasaTh THI CTONOLA, TO €CTh KIACCU(DUIMPOBATh KAXKIBIA CTONOCI MO ero
CEeMaHTHYECKOMY THIy, Hampumep, «Kwuueaw, «llucamenvy, «Kanp» nu «/lama nyoruxayuu,
BMECTO CTAaHAAPTHBIX THUIIOB JaHHBIX, TaKUX Kak cTpoka (String), uucio (integer) wim nata
(datetime). Ilpemnmaraemblii  HOAXOA  MOJApa3yMeBaeT  HCMOJb30BaHWe 170  pasaMIHBIX
CEeMaHTHYECKUX THUIIOB, KOTOPbIe ObUTH COPMUPOBAHBI HA OCHOBE OTOOPAaHHBIX KJIACCOB U CBOMCTB
(cBolicTB-3HAUCHHUH M OOBEKTHBIX CBOWCTB) M3 rpada 3HaHuii obmero HasHauenus DBpedia [18].
I[Tpu 5TOM Gpanuch TONBKO PycCKHe 0603HAUSHHUS ITHX THITOB Uepe3 MeTKy s3bika (label), Tak kak
M0/IX0]] OPHEHTHPOBAH HA AHHOTHPOBAHHE PYCCKOA3BIYHBIX TaOmui. DOpManbHO JaHHYIO 33ady
MOKHO OIUCATh CICAYIOLMM 00pa3oM:

P(COll) € KGSt' KGSt = {Stl, ...,St170}, (2)

rae P(col;) — mpenckasaHHbI ceMaHTHYeCKWM T Juisi i-cronbua; KGg — MHOKECTBO BCeX
CEMAHTHYECKUX TUIIOB, MOIIHOCTH KOTOPOTO B JaHHOM cirydae paBHa 170.
[Ipumep pelieHus 331241 aHHOTUPOBAHUSI CTOJIOIOB JJIsl BXOJHOM TaOJIMIIbI IPE/ICTABIICH Ha pHC. 2.
OcHOBHasi Wzes IO/AX0/a 3aKJII0YaeTCs B CO3JaHWH KOAMPOBIIMKA YCTOHYMBBIX TaOIMYHBIX
NPE/ICTaBICHUH Ha OCHOBE KOHTPACTHOI'O OOYYEHHs, KOTOpBIE 3aT€M MOXKHO HCIIOJIb30BAaTh HA
nocneayronmx 3agadax (downstream tasks), B 4aCTHOCTH, AJIs CEMAaHTHYECKOTO aHHOTHUPOBAHUS
CTOJIOLIOB PYCCKOSI3BIUHBIX Tabmum. OOmas cxema mpelylaraeMoro Hoaxojaa IpejcTaBieHa Ha
puc. 3.
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O%gp owl:Class rdf:Property
mla rdf:type rdf:type
rdf:type rdfitype
/ 1 AN |

KHura Mucarens Haup Aara
ny6auMkauum
CemaHTH4YeCKHE TUNbI
MUcxopHan Tabnuuya
asBaHue ABTOp HaHpbi lop,
EBreHuit OHernH A.C. MywKuH pomaH B cTuxax ||{1833
Mpectynnetie u ®.M. JocTroesckuit  ||pomaH 1866
HaKasaHue
BoiiHa ¥ mup J1.H. Toncroit poman-anonea ||1869
BUIWHeEBbIA cag, A.MN. Yexos noeca 1904

Puc. 2. I[Ipumep pewenus 3a0a4u AHHOMUPOBAHUsL CTOIOYO8.
Fig. 2. Example of solving the column type annotation task.

CemaHTHYeCKHi THN

Hassanme || Astop Wanpo | Top
183
3

Esrenni OHervn || A.C. Mywrus pOMaK B CTHKEX

ToHKan HacTpoiKa nop
Mpecrymeven || o ;
nocnepyloulyio sagauy Boctoescuui | ponan

BoiiHa W MUp K. Tonctol poMan-anones

186
6
186
a

| BeKkTopHbIe
| npeacrasneHun ctonbuos
|

Buwwessii cag AN, Yexos neeca 390

KoHTpacTHoe obyuenne
MpepgapuTensHo 0GyueHHbIH

|

‘ h\b: - I

KOAMPOBLMK Tabnuy, ® - *® ‘—__’l :
|

iy L 1% S .

KoHTpacTtHas ¢pyHKUHMA noTepb

Tabnuua

Puc. 3. Obwan cxema npednazaemozo nooxooa.
Fig. 3. General outline of the proposed approach.

3.2 OnncaHune Habopa AaHHbIX

IpenBaputenbHo oOyueHHbIH KoaupoBmumk Tabmui (Encoder) ofyuaercs Ha OTpOMHOM
KOJIMYeCTBE TaOJIMYHBIX JIaHHBIX, KOTOPbIE HE HYXK/IAeTCsl B py4YHOI pa3meTke. B kauecTBe Habopa
HCXOJIHBIX TaOJIUII HCIIONIB3YIOTCS KpymHoMacTabueiii kopryc RWT (Russian Web Tables) [19].
JlanHbIil HabOp MpencTaBiIseT co00M cpe3 TabnuIl U3 PyccKos3pIaYHON Bukuneaun 3a 13 ceHTAOps
2021 ropna. OcHoBHBIE cTaTHCTHKH TI0 HA0opy RWT nipexncrasnens: B Tadur. 1.
Ha mepBom sTame mpeaBaputeabHOW 0O0paOOTKM MAaHHBIX, U3 UCXOAHOTO Kopmyca RWT Obum
OTOOpaHbl BEpPTHKANbHBIE TaOMWIBL. [Ipr 3TOM KaXIBIH cTONOEN] W3 TakoW TaOIUITBI
MIPEACTaBIsIETCS B KAadeCTBE CTPOKHM ITAHHBIX C TIOMOIIBIO pasfenuTeNs sueek «<<w. [Ipmmep
XpaHEHHs U3BJICYEHHBIX CTOJIOIOB NpUBEAEH B Ta0II. 2.
Jlanee Obl1a npoBeieHa OYMCTKA JJAHHBIX MPU ITIOMOIIH CJIETYIOIINX OTIePaLUi:

e  (GuIbTpALUs MYCTHIX CTOJIOIOB;

e yjaieHue CiyxeOHOW HHPOpManmuu mapcepa, 00OpauMBaAIONIEH TEKCT TPH ITOMOIIU
PETYISPHBIX BRIPAKCHUN;

® YIaJICHUC CCBIJIOK HAa CTAaTbU BI/IKI/IHGJII/II/I;
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® yJaJCHUE CIICIUALHBIX CUMBOJIOB (HAIIPUMED, «@», «&», «?» 1 «!»);
® yJaJCHUE IMYCTHIX SYEEK B CTONOIIC;
® yJaJCHUE CTOJOLOB, MMECIOUINX JUIMHY MCHBIIC TPEX SYCeK, TaK KaK JaHHBIC CTOJOLBI
MOCJIe IPUMEHEHHSI AyTMEHTAIMI Y/IaJeHUS TIeeK CTAHOBSTCS HE PElpPEe3CHTATHBHBIMH.
B pesynmpTare Bcex omeparuii OYHCTKH OBUI MOJydeH HAOOp HEPa3MEUCHHBIX PYCCKOS3BIYHBIX
TaOJIMYHBIX JAHHBIX, COCTOSAIIMHN 13 4 656 668 cTOIOI0B.

Tabn. 1. Cmamucmuxa kopnyca madauy RWT.
Table 1. Statistics of the RWT table corpus.

Crarucruka 3nauenue
Yucno mabauy 1266 731
Yucno cmonbyos 7419771
Yucno aueex 99 638 194
Ipoyenm nycmoix cmonbyos 6%
Cpeodnee konuwecmeso siueex 6 cmoadye 13.42

Tabn. 2. Dopmam xpanenus usgneyeHHvix cmonoyoe uz kopnyca RWT.
Table 2. Storage format for extracted columns from the RWT corpus.

id table_id | column_id | column_header column_data
0 7545708 0 HaszBanue Can-Xyan (ucm. San Juan) << Banse-Hy3Bo...
1 5433710 3 3purenu 100 << 200 << 50 << 300 << 500

B rmpoBemeHHOM OJKCIEpHUMEHTE IIpeABapUTeNbHas 00paboTka TabIMII OCYIIECTBISIIACH B
ABTOMATU3MPOBAHHOM PEXHME C HCIIOJIB30BAHIEM CIIELIHAIBHOrO cpenctaa [9].

3.3 Anroputm o6yyeHus

KontpactHoe oOy4enue (contrastive learning) — »To ogHa H3 TEXHHK CaMOOOy4YeHUS,
npeHa3HAYCHHAS JJIs [TOJy4YeHHs HHPOPMATUBHBIX BEKTOPHBIX MpeacTaBieHuid. OHa 3aKIH0YaeTCs
B MaKCHMU3AIUU HEKOTOPO METPUKHU COTIIACOBAHHOCTH, B HAIIIEM CJIy4ae KOCUHYCHOTO CXOJICTRA,
MEXy TOJOXHUTEIBHBIMU TapamMu (3K3EMIUIIPaMHU NAHHBIX) ¥ MHHHMH3ALUU TAHHOH METPHUKH
MEXKJIy OTpHUIIATeIbHBIMU apamu. KoHTpacTHOoe 00yueHue mo3Boisier 3pGeKTuBHO 00y4aThCs Ha
HEPa3MEYCHHOM KOPITyCe TaHHbIX.
B nanHOl paboTe aganTUpyeTcs KOHIEMIKSA KOHTPACTHOrO OOyYeHHs, NMpPEIOKeHHas B pabore
[20], mnst TaGAMYHBIX MAHHBIX. AJICOPUTM KOHTPACTHOTO OOYdYEHHs MJisi TAOIMYHBIX JIAHHBIX
MIpeZCTaBJIeH Ha puc. 4.
OcHOBHasl ujes 3aKII0YacTCs B MOCTPOSCHUH BO BPEMs OOYUCHUS I KaKIOrO CTOJONA B MAKETe
JAHHBIX JIByX ayrMeHrarmid. [l mMOJydeHHBIX ayrMeHTauuil (OPMHUPYIOTCS BEKTOPHBIC
OPEJICTABIICHUSI OPU [OMOIIM MOJENIN KOJUPOBIIMKA. BEKTOpHbIE MpeJCTaBICHHUs IS
ayrMeHTalui, OJyYeHHbIE HA OJJHOM CTOJIOIIE, CYUTAIOTCS TTOJIOKUTEILHOM Mapoil, Hallla 3a1ava
MaKCUMH3HPOBATh METPUKY KOCHHYCHOT'O CXOJICTBA JUISl ATOH Mapbl. B CBOIO ouepe/ib BEKTOPHBIE
OpPEJICTABIICHUS] ~ ayrMEHTalMi, MHOCTPOSHHBIX JUIS  PA3IMYHBIX  CTOJOIOB,  CUUTAIOTCS
OTpUIATENIbHBIME MTapamiu. J[Jist 3THX Hap pelaeTcs 3aja4a MUHUMH3AIUH METPUKH KOCHHYCHOTO
CXOJCTBA.
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BeKTopHbie NpeqcTas/ieqis
ayrMeHTaLmi
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V= o
|

I MNo3utneHana napa
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e v I
Cron6ey N u 2 |

Puc. 4. Aneopumm konmpacmnozo 0byuerus: 05k MAOIUYHBIX OAHHBIX.
Fig. 4. Contrastive learning algorithm for tabular data.

3.3.1 AyrmeHTaums faHHbIX

TexHHKa ayrMEHTAIlMM AAaHHBIX MIMPOKO HCIIONB3YETCS B YCIOBHUSIX OIPaHWYEHHOTO KOJINYECTBA
pa3MedeHHBIX JaHHBIX WIM UX OTCYTCTBHU ISl YBEJIMUCHHs 0000maronel CiocOOHOCTH MOJIEINH.
B koHTpacTHOM OOy4eHHHM ayrMEHTAallMH WrpaloT OIPEACIAIONIYI0 POJib B (OPMHUPOBAHUN
CEMaHTHUYECKH COTJIACOBAHHBIX MOJIOKHUTEIBHBIX Tap.

Kaxk npaBuJio, 1y1st TaOJIMYHBIX JAHHBIX BBIJCISIIOT CIEIYIOIINE ayTMEHTALUH
e yJaJleHue CIIy4ailHOH siuerKu;
e yJaneHue/TIepecTaHOBKa/3aMeHa TOKEHOB B STYCHKE;
e BBIOOpKA CTPOK (Hampumep, B pazmepe 50%);
® IEPECTAHOBKA S4EEK B CTPOKE TAOIUIIBL;
e yJaJeHHue CTOJIONOB;
e [IEPEeCTaHOBKA CTOJIOLIOB B TaOIHIIE;

Ha maHHBIIT MOMEHT HET HCCIICIOBAHUI IO ONPEISIICHUIO ayTMEHTAIUH, paOOTAFOIINX HAMITYYIIHM
obpazom misi (GOPMUPOBAHUS CEMAaHTHUECKH COTJIACOBAHHBIX TMap B KOHTEKCTE 00pabOTKH
TaONMMYHBIX NaHHBIX. [IoaTOMY B JaHHOW paboTe, ObUTM BRIOpAHBI IBE ayrMEHTAINH, KOTOPBIE TIO
HaleMmy TPEATNOI0KEHUIO, SBIAIOTCS HaubOoJee TEepPCIeKTHBHBIMU, & WMEHHO: yaJeHHe
CITyJaiHBIX STYEEK U MePECTaHOBKa siueek B cTonoIie. [Ipu ynaneHnn cirydaliHbIX s9eeK, YAAISIoTCs
10% ot Bcex sueex B CTOJIOIE.

3.3.2 KoHTpacTHas (pyHKLMA noTepb

B 3amauax oOyueHWs MNpPEACTABICHUS AKTHMBHO HCIIOJIb3YIOT KOHTPACTHBIE (DYHKIMHM TMOTEPh
(contrastive 10ss), Tak kak ¢ WX TIOMOIIBIO MOJENH CIOCOOHA JIydIlle pa3iNdyaTh BHYTPECHHHUE
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CTPYKTYpbI IaHHBIX, M KaK CIIEJCTBHE Jy4llle U3BJICKATh MOJIe3Hble npeacTaBnenus. Konrpacruas
(hyHKIHS TOTEPh HAMTPaBJIeHA HA MAKCUMH3ALIMIO COTTIACOBAHUS MEXY MOJI0KUTEIbHBIMU MTApaMu
Y MUHMMH3AILUIO COTJIACOBaHMS MEX/y OTPUIATEIbHBIMU ITapaMH B BEKTOPHOM ITPOCTPAHCTBE.
CymecTByeT HECKOIBKO BapHaIliid A1l KOHTPACTHBRIX (DYHKIHMH OTeps. B manHO# pabote BEIOpaHa
¢dyuxumst NT-Xent loss (Normalized Temperature-Scaled Cross-Entropy LosS), ucrions3yemast B
pa6ore [20]. JanHas GyHKIMS ONPEAEITAETCS CIEIYIONIUM 00pa3oM:

N
1
Lur—tent = 557 % Z[I(Zk —1,2k) + L(2k, 2k — 1)],
k=1
exp (5(21))

s(i, k)Y
X8 Lkeiiexp <¥)

1(i,j) = —log

Zl'XZj

llzgllx||z;]

s(i,j) = 4)
rae 1z € {0,1} npunnmaer 3nauenwue 1, ecmn k # i, unade 0; T — napametp Temmeparypsl; s(i, j)
— KOCHHYCHOE CXOJICTBO; Z; = [Z4, ..., Z356], Z € R — BekTOpHOE NpesicTaBieH e (BBIXO MOJIEIHN).

3.4 ApxuteKktypa mogenu

B HacTosmmii MOMEHT MOJIENTH apXUTEKTYpBl TpaHC(OpMeEp SIBISIFOTCS KIIOUEBBIMH B PELICHUH
3amad  0OpaOOTKM €CTECTBCHHOTO s3bIKA. JlaHHBIE MOJENHM SBISIIOTCS YHHBEPCAIBHBIMU
MHCTPYMEHTAaMH /I PeIICHHs 3a1ad 0OpadOTKH TEKCTOB 3a CYET MX BO3MOXHOCTH YYHUTHIBAThH
KOHTEKCTHBIC 3aBUCHMOCTH MEKAY CJIOBAMH B IIOCIICIOBATEIBHOCTAX, @ TAKXKE BO3MOXKHOCTH
o0yuyaTbcsd Ha HEpPa3sMEUCHHBIX WJIM YaCTUYHO Pa3MEUYECHHBIX ITaHHBIX. IIpudeM OHH AenaroT 3TO
JOCTaTO4YHO 3()(HEKTHBHO, 33 CUET BHICOKOTO MapajljieIM3Ma, YTO JIeJIaeT UX MPEAIOUTHTEIbHBIMH
UL 00y4YeHHs Ha OONBITNX 00BeMax TaHHBIX.

Cornacuo pa6ote [20] 1ByMst KITFOUEBBIMH TUTIEPIIAPAMETPAMH KOHTPACTHOTO O0YUEHHS SIBIISIFOTCS
pa3mep makeTa JaHHBIX UM KOJHUYECTBO 31oX. UeM Oouibllle pa3Mep MakeTa JaHHBIX U KOJIMYECTBO
3TOX, TeM Ooiee penpe3eHTaTUBHBIMHU IOTYYalOTCS BEKTOPHBIC IPEICTaBICHUS 00ydaeMoil
MOJIENIM, TeM JIydllle OHa TMOKa3bIBaeT ceOsl Ha MOCIETYIONMX KOHKPETHBIX 3aJadax MpU TOHKOU
HaCTpOIiKe.

Ucxons u3 storo, B xauecTBe 0a30BOM MOJENHM KOJUPOBIIUKA OblIa B3ATa TUCTHIIIMPOBAHHAS
mynbTusi3biaHas Mojietb BERT [21]. Taunas Momens 00ydueHa Ha KOpITyce cTatheil n3 Bukumnenum,
HanucaHHbIX Ha 104 pasnuuHbIX s3bIKax. B ornuumu ot 6a3oBoil Bepcuu [22] naHHAsS MOENb
COCTOHMT Bcero M3 6 CJOeB, YTO B JiBa pa3a MeHble, 4yeM y 0a30Boil Bepcuu, u 12 mopyneii
MexaHn3Ma BHMMaHus. JlaHHas mozenp HacuuTbiBaeT 134 MmMmummoHa mapamerpoB (y Oa3oBoi
Bepcuu 177 MUITHOHOB TTapaMeTPOB).

Juctunnsiiys Mojenel MallMHHOTO OOy4YeHUWsl — 9TO TeXHHKa, IPH KOTOPOIl OCYIIECTBISIETCS
MepeHoC 3HaHMH OT GoJee CI0KHOM MOJIeIH, TaK)Ke HA3bIBAEMOH yuuTeNeM, K OoJiee KOMIIAKTHOM,
Ha3bIBaeMoW ydeHHKoM. [Ipr 3TOM coxpaHseTcst KadecTBO MPEeACKa3aHNi MOICIH.

JlaHHas TeXHHKa B COYETAaHUM C YMEHBUIEHHEM MAaKCHUMaJbHOM IMHBI INOCIEA0BATEIbHOCTH
TOKEHH3aTopa, HHCTPYMEHTA JUIl Pa3OMeHHs TEKCTOBOTO JOKyMEHTa Ha 0oJjiee MENKHE €AMHHIIBI
(TokeHBI), 10 256 TOKEHOB, ITO3BOJIMIIA O0YYUTH MOZENB C Pa3MEpOM MaKeTa JaHHbIX, paBHbIM 800,
910 B 25 pa3 Goiblile, 4eM y aHAOTHIHOTO MEPEJOBOTO aHTIOA3BIYHOTO perenust [23].

B agantupyemoii pabote [20] ObuIO MpOBENeHO HCCIEIOBaHHE 00 HCMOJB30BAHHH MPOCKIUH
BBIXOJHOTO CJIOSI KOJMPOBIINKA B HEKOTOPOE JIATEHTHOE BEKTOPHOE MPOCTPAHCTBO, B KOTOPOM
paccunThIBaeTCs KOHTpacTHas (yHKUUS MOTepb. Pe3ynbraThl IOKa3bIBalOT, 4YTO NPHMEHEHHUE
HEJIMHEIHOW MPOEeKIMU BO BpeMsi 0OYyUEeHHS MOJIOKUTEIBHO BIIMSAET HA Ka4eCTBO MPEACTABICHUI.
Takum obpasom, B JdaHHOIl paboTe wucmonb3yercs AByXcioitHelii mepuentpon (Multilayer
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perceptron, MLP), uaymuii mocie BBIXOJHOTO CJIO0S KOJUPOBIIMKA, JJIs MPOEKIMH B JATEHTHOE
BEKTOPHOE MPOCTPAHCTBO, Pa3MEPHOCTH 128, B KOTOPOM pPacCUMTHIBACTCS KOHTpACcTHAs (yHKITHS
MOTEPh MO YKa3aHHBIM BEIIIE OpPMyIIam.

4. IKkcnepumMeHmMasibHble OUyeHKU U ob6cyxoeHue

Bce skcrieprMeHTH IPOBOIIUIHCH Ha KiIacTepe «Akagemuk B.M. MatpocoB» Ha 6a3e MHcTHTyTa
Juaamukn cuctem u Teopun ympasinenus CO PAH (MJCTY CO PAH). B xoudwurypamuro
KJlacTepa BXOAAT nBa 16-Tu suepHbIX mpomeccopa Intel Xeon Gold 6326 «Ice Lake» 2.9 GHz,
yeThipe rpaduueckux mporeccopa NVIDIA A100 80 GB PCle u 2 TB oneparuHoii namsitu DDR4-
3200.

4.1 HacTpoMKu KOHTPACTHOro o6y4YeHus

IMonxxonx peann3oBan Ha s3bike Python ¢ ucmons3oBanueM 6udanoTek PyTorch u Transformers. B
KauecTBE ONTUMHU3ATOPA FPATUCHTHOTO CIycKa ObLT BeIOpaH Knaccuueckuit meron AdamW (Ir = 5—
e5, eps = 1e-6). [lng ycKOpeHHs] CXOIUMOCTUA MOJienu Oblja MPUMEHEHa TeXHHWKa KOCHHYCHOTO
omkura (cosine annealing), npenHasHaueHHas Ui JUHAMHYECKOTO YMEHBIICHHS CKOPOCTH
obyuenust (learning rate). ITapameTp TeMIepaTypbl, SIBISIOUIKICSA THIEpIapaMETPOM KOHTPACTHO
¢GyHKIMM TOTEpb, paBeH 3HaudeHuto 0.1, Tak Kak JaHHOE 3HAYCHUE SIBJIACTCS ONTHMAIIBHBIM,
cornacHo padote [20].

B Takux HacTpolikax MOJENb NpeIBapUTEIbHO OOYYEHHOTO KOIUPOBIIMKA ObLIa OOydeHa Ha
npotspkeHnn 100 310X, Ha yeTsipex rpadudaeckux yexopureasix NVIDIA A100 ¢ ucions3oBanueM
texHonorun Distributed-Data-Parallel ¢peiimBopka PyTorch. OOyuenme mnpommiaocs Ha
npoTspkeHHH 9 mHer 9 wacoB 53 muHyT. KommdecTBo moTpebiseMoil mamaTH TpaduuecKoro
npoteccopa coctaBuiio 290 rurabair.

4.2 HacTpowku mogenu ons CeMaHTU4eCKOro aHHOTMpPOBaHUA CTONoL OB

B Hacrosimeit pabote B KauecTBe MocieqyIoell KOHKPETHON 3a/1a4n BBICTYNAeT CeMaHTHYECKast
UHTEpIpeTanys (aHHOTHPOBaHKE) cTOIOIOB Tabimi. it pelneHus 3Toi 3a7a4u, paHee B padore
[9] 6611 peoken dpeiimBopk RUTaBERT, ocHOBaHHBI HAa TOHKOW HACTPONKE MPEABAPUTEIHHO
00yueHHON MYNbTUA3BIYHON s13bIKOBOM Mozenmu BERT ¢ wucmoms3oBaHmeM — cHenHanbHO
nojrorosiaeHHoro Haoopa tabnui, RWT-RUTaBERT [10]. /lanHbiii HA00p COAEPKUT HMPUMEPHO
1.56 MmunnuoHa pazmMeueHHBIX cToJIOI0B. OCHOBHAS HJIes 3aKITI0YAETCS B TOM, YTOOBI HCIIOJIB30BATh
yKe TOTOBbIN KoHBelep (pipeline) sToro ¢peiiMBopka ¢ 3ameHol cranaaptHoi Moaean BERT Ha
CHENMaTU3UPOBAHHBIN MPEIBApUTENIFHO OOyUeHHBINH TaOMu4HbIl KoxupoBIIMK. IIpm 3ToM B
KauecTBe Habopa JaHHBIX Ui OOy4YeHHsI TaKKe€ BBICTYNMAaeT pa3MedueHHbIH panee Habop RWT-
RuTaBERT co Bcemu cTanmapTHBIMM HAacTpoiikamu. Pa3Mep BalmaalimoHHONW BBIOOPKH COCTABUII
5% ot oOmero 4mcia TPEHHMPOBOYHOTO ITOJMHOXKECTBA. B KauecTBe pasIoKeHHs 3HAYECHHH
CTOJIONIOB B IIOCIIEAOBATEILHOCTH TOKEHOB HCIOJB3YEeTCsS TEXHHKA CEpPUAIM3alMU COCETHUX
cronbuos (neighboring column serialization), taxxe npeioxeHHas B padore [9].

Cornacno pa6ore [20], cioit npoekuuu 00y4eH ObITh HHBApUAHTHBIM K IIPEOOPAa30BaHUIO TaHHBIX,
n3-3a YEr0 OH MOXKET MOTEPATh MH(POPMAIMIO, KOTOPAask MOXKET OBITH ITOJIE3HA JUIS TTOCTEIYIOIINX
3amau (downstream tasks). ITostomy ans nanpHeiinero 100O0yYeHHUs! TAOJIMYHOTO KOAMPOBIIHKA
UCTIONIB30BAJICS BEIXOJ C TIEPBOTO JIMHEHHOTO CJI0S TPOEKIINH C IPUMEHEHNEM (YHKIIMU aKTHBAIHH
LeakyReLU. Ilpu 3TOM NpUMEHSUINCH CTaHIApPTHBIE HACTPOWKHM O0Oy4YeHHus, 3a/laHHbBIE BO
¢peiimBopke RuTaBERT. Takum o6pazom, Mmozens Obuta 1oo0ydeHa Ha mpoTspkeHuu 30 31ox c
pasMepoM TMakeTa JaHHBIX paBHBIM 32 Ha Habope manHbix RWT-RUTaBERT. Jlns srtoro
ucrnonb3oBaimuck 2 rpaduuecknx yckopurens NVIDIA A100, obydeHume mOpoOANHIOCHE Ha
nporspkeHun 2 gHed 20 gacoB 15 munyT. IloTpebnenme mamstu rpaduyueckoro mporeccopa
cocraBwio 9.9 rurabaiir. JlonoigauTtensHO ObUTa 00ydeHa MOJENH C Pa3MEpPOM MaKeTa JaHHBIX
paBHBIM 256 C COXpaHEHHEM BCEX OCTAIBHBIX rumnepnapamMerpoB. [Ipu Takux HacTpoiikax oOydeHue
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3aHsu0 4 mHA 3 waca | munyTy. KonmdecTBo moTpedisseMoit maMsTi rpaduaeckoro mporeccopa
coctaBuIo 52 rurabaiira.

4.3 MeTpuKM OLEeHKN

B KxadecTBe OCHOBHBIX METPHK OLIEHKHU IIPOU3BOIUTEILHOCTH HPEIIAraeMoro IOIX0/(a BEICTYIIAeT
ycpenuenHas F1-mepa, IIOCKOJIBKY pernaeTcst 3aj1a4a Kiaccu(MKauyu HeCKOJIbKUX Kiaccos (multi-
class classification). B gactaocTtH, ucnonb3yercs mukpo Fl-mepa (micro F1), makpo Fl-mepa
(macro F1) u B3Bemrennas F1l-mepa (weighted F1) tak kak Ha6op maHHeix RWT-RuTaBERT He
cOaTaHCUPOBaH.

Mukpo F1-mepa paccunTbiBaeTcs 10 BCei MaTpHIIE OLIMOOK U ONPEIEIIETCS CIISTYIOIMM 00pa3oM:

TPy +TPy+-+TP , TPy+TPy++TP
®__ MicroRecall = T
TPy++TPp+FPy++FPp TPy +++TPy+FNy+--+FNp

MicroPrecision =

. 2XMicroPrecisionxMicroRecall
MicroF1 = (5)

MicroPrecision+MicroRecall

Maxkpo F1l-mepa — 3T0 cpeansist onieHka F1-Mepsl A Kaskj0ro ceMaHTHUecKoro Tuma (kiacca). [lpu
9TOM BCe KIIaCCHI SIBIIAIOTCS SKBUBAJICHTHBIMHE, TO €CTh HE YUHTBIBACTCS AUCOATAHC Ki1accoB. Makpo
F1-mepa paccuuthiBaeTcs mo Gpopmyiie:

N g
MacroF1 = 2= (6)
N

rae N — gncno cemanTHuecKkuX TUMOB (kimaccoB); F1; — F1-mepa st i-ceMaHTHYIECKOTO THIIA.
BsBeniennas Fl-mepa paccumThiBacTCS AT KXIOTO Kiacca M 3aTeM CyMMHpYeTcs Kak
CPEIHEB3BEIICHHOE 3HAUCHHWE C YYETOM KOJMYECTBA 3allMcedl Al KaXZoro kmacca. /laHHas
MeTpHuKa B ommaue oT Mukpo Fl-meps! yuurteiBaer amcOananc kiaccoB. Bipemennas Fl-mepa
paccYUTHIBACTCS 10 (hopMyIie:

WeightedF1 = £ [w; X F1,],w; = =%, ©)

rae C — Y4HCI0 CeMAaHTHYECKUX THIOB (KJITaCCOB); M; — KOJMYECTBO IK3EMIUTAPOB B i-kmacce; N —
ofIee KOJIMYeCTBO K3eMIUIpoB; F1; — F1-mepa st i-ceMaHTH4eCKOro TUIa.

4.4 Pe3ynbTaTthbl U 06CyXaeHue

Pe3ynbraThl SKCIIEpUMEHTAIBHOW OIEHKM NpencTaBieHsl B Tadn. 3. IIpu 3ToM ocymiecTBiIeHO
CpaBHEHHE NPOU3BOJUTEIFHOCTH MPEAJIAraéMoro Moaxo/ia ¢ HEKOTOPHIMH aHAJIOTaMH, KOTOpPBIE
BbIOpaHbI B KauecTBe 6a30BbIX pemenuii (baseline).

Bo-mepBrix, BeIOpaHa IpeaBapuTeNbHO OOydeHHas si3bikoBas moaenb RuBERT [24], xoropas
crenMaIn3upyercss Ha oOpaboTke pycckoro sizpika. [Ipm 3TOM THpHMeHeHa OJHAa M3 TEXHHK
tpaHcdeproro obyuenust (transfer learning), mpu koTopoii B mpoiiecce oOydeHHs] Beca CIIOEB
KOJMPOBIIHKA OCTAIOTCA HEWM3MEHHBIMH. Takum oOpazom, Bo Bpems nooOydeHunss RuBERT wHa
Habope naHHbIX RWT-RuTaBERT usmeHsuMCh TOJIBKO MapaMeTphl ciosl, PeJHa3HaueHHOT'O IS
KITacCU(UKAIIUY JAHHBIX.

Bo-BTOopbIX, BEIOpaH coBpeMeHHBIH QpeiiMBopk Doduo [8], koTopslil siBisieTCst TMIEpOM peleHHs
3a71a4d CEMaHTHYECKOTO aHHOTHPOBAHUS CTOJIOLOB M CBA3eH MeXIy HMMH. Takum oOpazoM, B
JAaHHOM CJIyd4ae TaKkKe NMPUMEHAJIach TeXHHKa TPaHC(HEpHOTO OOydUeHHs C 3aMOPO3KOW CIIOEB
KOJIHUPOBIIMKA U JOOOYYEHHEM TOJBKO IMOCIIEAHETO JIMHEWHOro cios Kinaccudukaropa (Doduo).
ITomMumo 3TOrO, OBLIO PAacCMOTPEHO anbTepHaTHBHOE OazoBoe pernenue (Translated Doduo),
OCHOBAHHOE Ha MEPEBO/JIE PYCCKOSI3BITHOTO Habopa TaOINYHBIX JAHHBIX HA aHTTIMHCKHH S3bIK H €T0
TOpUMEHEHHUS U aHTI0sM3bIYHOM Mozenn Doduo. Takum oGpasom, cemanTideckne Turbl RWT-
RuTaBERT Obuin 0TOOpajkeHbl B aHTIMHCKHE THIBI HaGopa maHHbix VizNet-Sato (mampumep,
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«200». «year», «mecmox: «location», «amvbom»: «albumy» u Tak nanee). Ilpu oToOpaxkeHuH
CEeMaHTHYECKHX TUIOB, 16 THHoB 13 VizNet-Sato ObIIM HCKIIFOYEHBI, B CBA3U C HEBO3MOXKHOCTBIO
nx orobpaxenus («affiliate», «birthPlace», «brand», «collection», «commandy, «currency»,
«family», «fileSize», «gender», «grades», «isbn», «jockey», «plays», «salesy, «speciesy,
«teamName».). B cBoto ouepens u3 Habopa RWT-RuTaBERT 5 cemaHTHYeCcKMX THUIIOB He
MOJTy4HIIOCh 0T00pa3uTh HU B oquH THI VizNet-Sato («niowadey, «36yk», «omHouenuey, «86ny»,
wiec»). Camu ctonOipl u3 rectoBoro Habopa RWT-RUTaBERT 0Obuti nepeBeieHb! Ha aHTITHHCKUH
SI3BIK C IIOMOIIBIO MAIIMHHOTO nepeBoja. Kpome Toro, Oblia ocyiiecTBiIeHa MOJHOLIEHHAS TOHKas
HacTpoiika MyabpTHs3bIdHON Mojenn BERT cormachHo moaxoxy Doduo na nHaGope nanabix RWT-
RuTaBERT (Fine-tuned Doduo).

B-Tperhux, B3aT opurnHaibHblii moaxoa RuTaBERT u3 pa6otsr [9].

Tabn. 3. Pesynomamsl 3KcnepuMeHmanbHol oyenku Ha Habope oannvix RWT-RUTaBERT.
Table 3. The results of the experimental evaluation on the RWT-RuTaBERT dataset.

Hoaxox micro F1 macro F1 | weighted F1

Doduo 0.140 0.043 —

Translated Doduo 0.364 0.127 —

RuBERT 0.612 0.417 0.592
Fine-tuned Doduo 0.962 0.891 0.962
RuTaBERT 0.964 0.904 0.963
Ipeonazaemviii nooxoo (hs32) 0.969 0.910 0.969
Ipeonazaemviii nooxoo (hs256) 0.974 0.924 0.974

[MonyueHHast olleHKa MOKa3aja, YTO IpellaraeMblii Moaxo] B 00erx KOH(PUryparusx o0y4eHHs
(pa3mep makera JaHHBIX 32 1 256) mpeB3oiien Bce 0a30BbIe pelieHns. B 4acTHOCTH, YKCIEPUMEHT
IIpoAeMOHCTpUpoBal, uTo Mozenb RUBERT xoTe 1 opueHTHpOBaHa Ha 00PabOTKY PYCCKOTO A3bIKA,
HO HE HalpaBJIeHa HaNpsMYyI0 Ha pelIeHre TaOIMYHBIX 3a/a4, KOTOPbIe OKa3aJIHMCh CIOXHBI I
9TOi Moxmenn. TakuM o00pa3oM, CYIIECTBYIONINE PYCCKOS3BIYHBIC MOJECTH HE MOTYT OBITH
3¢ PEKTUBHO MPUMEHEHBI K PELICHHIO 33241 CEMaHTUUECKOI0 aHHOTHPOBAHMUSI CTOJIOIOB.
Mogens Doduo ofydeHHass ¢ TpUMEHEHHEM TEXHHUKH TPaHCPEPHOTO OOydeHHUs MoKas3aja
JIOCTATOYHO HU3KHUE PE3YIBTaThl OIIEHKH. JTO CBA3aHO C TEM, YTO MOJIENb 00yJanach Ha TAaOJIMIHBIX
JAHHBIX, TPEICTABICHHBIX TOJIBKO HA AHTJIMHCKOM SI3BIKE. B WacTHOCTH, B TOKEHH3aTOpE STOU
MOJIENN TIPAKTHYECKH OTCYTCTBYIOT PYCCKOS3BIYHBIC TOKCHEI. BeiencTBre 4ero MoKHO MPHHATH K
BEIBOJIY, YTO HEBO3MOYKHO B3STh MOJIEJ b, O0YUCHHYIO Ha aHTJIMHCKOM SI3BIKE, M HCIIOB30BATh €€ Ha
HEKOTOPOM APYTOM S3BIKE, B TAHHOM CIIydae pycCKOM. [ 3TOro HeoOXOIMMO MEHSTh Oa30BBIH
KOAMPOBIIHK, CHIOCOOHBIN pa3anyaTh 3TOT CAMBIN S3BIK.

[Ipy 3TOM TOHKO HACTPOCHHBIA MYIbTHS3BIYHBIA KOAMPOBLIMK (peiiMBopka Doduo um momxon
RuTaBERT mnoka3anu moyTH COMOCTaBUMBIE PE3YyJIbTaThl IO METPUKaM OLIEHKH. OJIHAKO MOXHO
3aMETUTh, YTO HCIOJIH30BAHHE MPEJIBAPUTEIHEHO O00YYEHHOTO KOAMPOBIIMKA TaOJMI] HA OCHOBE
KOHTPAcTHOTO OOy4YeHHS IOJIOKUTEIBHO BIMSAET Ha pe3ynpTar. C HCIONB30BaHWEM MEHBIICH
MOJIeNM TIPH TeX >K€ HACTPOWKax MOJIYYMIOCH TOCTHYh TOYHO TaKUX JK€ pe3yiabTaToB, KakK Y
knaccuueckoit mojenu RuTaBERT u ToHko HacTpoennoi Doduo. IIpu sToM Mozens morpediser
mpuMepHO B 3 pa3a MEHbIIE BHJIEONMAMITH B Ipomecce oOydeHus, menee 10 rurabait (mpu
OIIMHAKOBOM JUISI BCEX TPEX MOJeNed pa3Mepe IHakeTa TaHHBIX PaBHBIM 32), YTO ITO3BOJISET
3amyckarb 00y4eHHe Ha CTallMOHApHOM JOMalIHeM KoMmIbiotrepe. KpoMe Toro, mpu HCHonb30BaHUH
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0O0JIBILIETO pa3Mepa IakeTa JaHHbIX (256, B oTiinune oT 32), MOJIyYrIock JOCTHYb BRIMIpsInI B 1.5%
otHOcuTenbHO Kiaccnmdeckoi momenun RuTaBERT u moutm 3% mo CpaBHEHHIO C TOHKO
HacTpoenHo# Doduo. IomydeHHbIe SKCIEPUMEHTAIBHBIC PE3YIBTAThl YKa3bIBAIOT HA MMOTCHIIHAI
HaIIero I0X0/1a JUIsl CEMaHTUUECKON aHHOTAIMH PYCCKOS3BIYHBIX TaOJIHII.

Jus  panpHeWmed omeHKH A(PQPEKTHBHOCTH TMpeaiaraéMoro MOAXonaa, OBII  IIPOBEICH
CTaTHCTHYECKUH aHAIIU3 110 TPEM acCIeKTaM:

1) I'pynnupoBka mno THOaM JAaHHBIX: Bce cronOmer w3 coOpaHHBIX Tabmui ObUTH
KJIaccu(UIMPOBAHBI HA 5 OCHOBHBIX rpyniL: «/{amay, «Hucnoy, «Ccoiikay, «Kopomxuii mexcm» 1
«Anunnvrii mexcmy. CTOMOLBI ¢ THIOM «/{ama» BKIIOYAIOT JAThl, TOABI WIIX BPEMS B Pa3JIMIHBIX
¢dopmarax. Ctonbusl Tuna «Yucro» copepiar TOJIbKO YHCIIA, HATPUMED, Pe3yIbTaThl U3MEPEHUI
JUIMHEBL, Beca win Bo3pacTta. Ctosdusl ¢ turnoM «Ccbuika» BKIIOYAIOT Pa3iUyHbIC BUABI CCBHUIOK,
Bkiroyast URL-anpeca. TekcToBble cTONOLBI ObUIN pazfeneHsl Ha «Kopomkuti mekcmy (3Ha4SHUE
SYCHKH COZCPKHUT MEHEE YEThIpeX JICKCeM) U «/[iunHHblli mekcmy (3HAYCHUE STUCHKH COIACPIKHUT
yeTsipe U Oosee jekcem). Taxoke ObUT BBIJENCH OTACNBHBIN THI IaHHBIX «[lepcoHay», KOTOPBIHA
YUUTBIBAET PACIPOCTPAHEHHOCTh TAaKMX CEMaHTHYECKUX THUIIOB Kak «pabomodamenby,
«cyenapucmy, «cnopmemeny, «@ymoéoaucm» 1 Tak ganee. B tabn. 4 mpencraBieHs! pe3yIbTaThl
MuKpo F1-mMeps! a5 ka0 TPYIIBI TUIIOB JaHHBIX.

Tabn. 4. Pezynomamvl s3xcnepumenmanvhol oyenku no mukpo F1 ons evidenenuvlx munos 0anHwix.
Table 4. The results of the experimental evaluation of micro F1 for selected data types.

Tun JaHHBIX RuTaBERT IpeanaraemMplii moaxox
Hama 0.941 0.948
Jlnunneiii mexcm 0.885 0.858
Yuco 0.749 0.760
Iepcona 0.692 0.716
Kopomxuii mexcm 0.926 0.932
Ccviaxa 0.699 0.611

2) CxoaumocThb Moaean: i OIEHKH CXOAMMOCTH MOJIENTH OBIIIH MIPOBEACHBI SKCIEPUMEHTHI IS
OT/IENTBHBIX KOHTPONIBHBIX TOuek (Checkpoints) o6yuentoit mogenu (DS32) B cpaBHEHHE C MOJIENBIO
RuTaBERT. ITpu 3ToM 6pauck 1Be KOHTPOJIBHBIX TOUKU MOZeNel, 00ydeHHBIX B TedeHue 10 u 30
snox. Pe3ynbTarsl npeacrasieHsl B Tabn. 5. B ckoOkax mpencTaBieHo 3HaUSHHE IPUPOCTa OLEHKH
OTHOCUTEJILHO NEPBOI KOHTPOJIbHOM TOUKH.

MOXHO 3aMETHTbh, YTO MOAENb, 00y4YEHHAs 0 MpeiaraeMoMy MOJIXO0y, CXOAUTCs ObIcTpee, YeM
mozens RUTaBERT, npu aTom umeer Ha 1-3% Bbliie MPOM3BOAUTENHLHOCTH HA TECTOBOM BBIOOPKE
no Merpuke F1. JlaHHas 0cOOCHHOCTH MO3BOJISIET MCIIOJIB30BATh MEHBINEE KOJIMYECTBO SIOX HA
aTare 00y4eHusl, IoJTydas IIPH ATOM CPABHUMYIO MM JIaXKe MTPEBOCXOISIYIO IPON3BOIUTEIEHOCTD
B cpaBHeHUH ¢ Mojenbio RUTAaBERT.

3) Peakne cemanTH4eckne THNbI: OLEHKAa MPOU3BOIUTENBHOCTH TaKXke MpoBoAWiIach g 15
HavMEHee BCTPEYACMBIX CEMaHTHYECKMX THUNOB. /[l cpaBHeHHMs OBUIM HCIOJIB30BaHBI
KOHTpOJIbHBIE TOukH oOydyeHHod wmoxenu (Ps32) u RuTaBERT, nocturiime HamBbicLiero
pe3ysbTaTa Ha oOydaromieM Habope JaHHBIX O MeTpHuke Makpo F1. PesynbraTsl npencTaBieHs! B
Tabn. 6. Pe3ynpTaThl MOKa3bIBAaIOT, 4TO OJarojaps IOJYYEHHBIM YCTONYMBBIM TaOIMYHBIM
NPE/ICTABICHUSIM, MpEJJlaraeMblii  MOJIXOJ  3HAYMTENILHO  IPEBOCXOJAMT  CYIIECTBYIOLIEE
COBPEMEHHOE PYCCKOsI3bIYHOE perieHne, B yacTHocTH, RUTABERT mo mpouwsBoauTensHOCTH, B
0COOCHHOCTH AJIsl PEIKO BCTPEYAIOLIMXCS CEMAaHTHUECKHUX THIIOB.
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Tabn. 5. Pesynomamsi 3KcnepumeHmanbHoll OYeHKU CXO0UMOCmu Mooeell.
Table 5. The results of an experimental assessment of the convergence of the models.

Mogean micro F1 macro F1 | weighted F1
RUuTaBERT (70 snox) 0.952 0.856 0.952
Ipeonazaemviii n00xo0 (10 snox) 0.966 0.888 0.966
RUuTaBERT (30 snox) 0.964 0.904 0.963
(+0.012) (+0.048) (+0.011)
Ipeonazaemviii n00xo0 (30 snox) 0.969 0.910 0.969
(+0.003) (+0.022) (+0.003)

Tabn. 6. Pesynomamvl 3xcnepumenmanvrol oyenku no mukpo F1 ons 15 peoro ecmpeuarowuxcs
cemManmu4yecKux munoe.
Table 6. The results of an experimental evaluation of micro F1 for 15 rarely occurring semantic types.

Cemantnuecknii | KoJua-Bo B)fom)lelmii (B RUTaBERT Mpetaraembrii moaxon
THI TeCTOBOI BbIOOPKeE)
Kamepa 102 (4) 0.250 0.75
pabomooamens 101 (10) 0.899 1.000
YCmpoucmao 101 (8) 0.625 0.875
JHCUBOMHOE 93 (7) 0.857 1.000
arcypran 93 (9) 0.440 0.440
KOHMUHEHM 92 (8) 0.625 0.750
poman 89 (11) 0.818 0.909
3aKOH 89 (9) 1.000 1.000
bopey 88 (5) 0.400 0.600
KOIe0dic 87 (5) 0.000 0.200
mysetl 86 (4) 0.500 0.750
Gupma 85 (6) 0.333 0.333
npegpexmypa 83 (10) 0.600 0.699
dopoza 83 (6) 0.500 0.666
yumama 76 (7) 0.857 1.000

5. 3aknroyeHue

B pabore npey1okeH Moaxo/] CEeMaHTHYECKOT0 aHHOTHPOBAHHUS CTOJIOIIOB PYCCKOS3BIYHBIX Ta0JIHII,
OCHOBaHHBIH Ha KOHTpacTHOM oOy4eHuu. Ilopxox peanm3oBaH B ¢opMe HHCTPYMEHTAIHHOTO
cpencrBa. Mcxonubiid kox [25] u oOyuenHas Mozenb [26] onyOnMKoBaHbBI B OTKPHITOM JOCTYIIC.
DKcHepyMEeHTaIbHbIE PE3YJIBTAaThl JIEMOHCTPUPYIOT, YTO MOJXOJ YCTPaHsET 3aBUCHMOCTH OT
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OoNBIIMX 00BEMOB pa3MEUEHHBIX JIAHHBIX 3a CUET CaMOOOydYeHHsS Ha Hepa3MEUCHHBIX TaOJHIax.
IIpu sToM OH mpeBocxomuT cymecTBytonue 0OazoBbie pemnierns (Doduo m RuTaBERT) mo
METPHKaM OLICHKH, OCOOCHHO /IS PeIKUX CeMaHTHuYecKux TUMoB. [loaxon Takxke oOecrednBaeTt
BBIYUCITUTEIbHYI0 3()()EKTUBHOCTh 3a CUYCT WCIOJNB30BaHUS TUCTHLIHPOBAHHOW MOJETH, YTO
CHIKAeT TpeOoBaHus K maMATi Ha 60% 1Mo CpaBHEHUIO C aHAJIOTaMU.

[omydeHHBIE pe3yabTaThl SKCIEPHUMEHTAIBLHON OIIEHKH MOKa3aIH 3G PEKTUBHOCTD MPEIaracMoro
peumienus. B Oynymiem, B paMKax HCCIEOBaTEIbCKOTO INPOeKTa ¢ MHCTHUTYTOM CHCTEMHOTO
nporpammupoBanust umenn B.I1. BanHukoBa Poccuiickoit akagemunm Hayk (MCII PAH),
IUITAaHUPYETCSl MHTETPUPOBATh STH PE3YNbTaThl B BHJE CHENUAIbHOrO0 o0paboTurka Tabmui,
BXozsmero B cocraB Iardopmel Talisman [27]. Takxke mumaHupyercsi pacllMpeHHe IOAX0/Aa Ha
TaONHIBI C TOPU3OHTAILHOM W MAaTPUYHOI KOMIIOHOBKOH. JomoiHUTEIpHO OyIeT MccieaoBaThCs
BOIIPOC HCIIOJBb30BaHMSl HOBBIX ayrMEHTalWi Il YJIYYIICHUS YCTOWYMBOCTH TaOJIMUHBIX
[IpECTaBICHUM.

B nenom npeanaraemslil HOAX0X OTKPBIBAET BO3MOXKHOCTHU IS CO3/IaHUSI YHUBEPCAIBHBIX CUCTEM
CEMaHTUYECKOM HUHTepHnpeTaluu TaOull, YTO akTyalbHO Ui 3aJad HHTErpaliy pa3IndHOU
CTPYKTYPHPOBaHHOHN M clIabOCTPyKTypHUPOBAaHHOW MH(OPMALNH, U OM3HEC-aHATTUTHKH.
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