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Design of an adaptable dashboard for smart cities
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Abstract. Today there are smart cities that, through the use of information technologies, sensors, and
specialized infrastructure, focus their efforts on improving the quality of life of their inhabitants. From these
efforts arose the need to analyze and represent data within a system to make it useful and understandable to
people, for which dashboards emerge. The objective of these systems is to provide users with information to
support decision-making, so it is essential to adapt the visualization of the information provided to their needs
and preferences. However, the analysis of adaptability through user interaction and its benefits is a topic still
under exploration. This paper analyzes the literature on information visualization in adaptable dashboards for
smart cities. Based on the elements of adaptable dashboards identified in the literature review, we propose an
adaptable dashboard architecture, identify the main characteristics of the users of a smart city dashboard, and
build an adaptable dashboard prototype using user-centered techniques.

Keywords: Dashboard; Information visualization; Smart Cities; Adaptable system

For citation: Contreras-Figueroa V., Montané-Jiménez L.G., Cepero-Garcia T., Benitez-Guerrero E., Mezura-
Godoy C. Design of an adaptable dashboard for smart cities. Trudy ISP RAN/Proc. ISP RAS, vol. 35, issue 1,
2023, pp. 7-24. DOI: 10.15514/ISPRAS-2023-35(1)-1

Pa3paboTka aganTtupyemon MHopMaLMOHHON NaHenu
ANns YMHbIX ropoaoB

B. Koumpepac-®uzepoa, ORCID: 0000-0003-2650-9748 <zs20000684@uv.mx>
JI.I". Monmane-Xumenec, ORCID: 0000-0003-2732-5430 <Imontane@uv.mx>
M. Cenepo-I'apcusi, ORCID: 0000-0002-0255-4256 <marite_cepero@live.com.mx>
3. Benumec-I'eppepo, ORCID: 0000-0002-5386-107X <edbenitez@uv.mx>
K. Mesypa-I'oooii, ORCID: 0000-0001-5844-4198 <cmezura@uv.mx>

Vnueepcumem Bepaxpyca,
91020, Mexcuka, Bepaxpyc, Xanana

AnHoTtanusi. CeromHs CymECTBYIOT YMHBIE TOPO/a, B KOTOPBIX 3a CUET MCHOJIF30BAHUS HH(POPMAIOHHBIX
TEXHOJIOTHH, JATYMKOB M CHELUUATN3UPOBAHHON HH(PACTPYKTYpPHI MOBBIIIACTCS KAUYECTBO JKU3HU JKUTENCH.
[Ipu 3TOM BO3HHKJIA TOTPEOHOCTD B aHAITM3E U NMPEACTABICHHN JaHHBIX B HEKOTOPO CUCTEME, YTOOBI CIeIaTh
MX TIOJIE3HBIMU M TOHATHBIMH JJIs JIIOJIeH, JUIsl 4ero MpUMeHsIOTCs: nHopMalonHble maHenu. Llenbo aTux
CHCTEM SIBIISICTCSI IPEJOCTABICHHUE IOJB30BATENsIM HHGOPMALUU IS TOJJCPKKU IPUHATHS PELICHHH,
MOSTOMY BXXHO AaIaNTHPOBATh BHU3YAIHM3ANUIO NPEJOCTABIAEMON HHOOpPMAaIUHM K HX IOTPEOHOCTSIM M
npeanouteHusiM.  OfHAKO aHaMM3 BO3MOXKHOCTEH W TIPEUMYIIECTB  aJaNTHBHOCTH IOCPEACTBOM
B3aMMOJCHCTBHS C IOJNB30BaTeIIMU — 3TO TeMa, HaxXoJslascs Ha CTaaiud u3ydeHus. B naHHOW craThe
aHAIU3UPYETCs INTepaTypa 1o BU3yaTn3aliuy HHGOPMAINH B aaIITHPYEMbIX HHPOPMAIMOHHBIX TAHENSX IS
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YMHBIX TOpozoB. Ha ocHOBE 371eMEHTOB afaTHpyeMbIX HHPOPMAIIMOHHBIX MaHeNeH, BEIIBICHHBIX B 0030pe
JIUTEPATYpPBI, MbI IIPE/IIaraeM apXUTEKTypy afalTUPyeMOoil HH(OPMALMOHHOM aHeNH, ONIpeaessieM OCHOBHBIC
XapaKTePUCTHKH TOJIb30BaTelicii WH()OpMAIMOHHOW TMAaHEIH YMHOTO TOpoJa M CO3JaeM MpPOTOTHI
aganTupyeMoil MHQOPMAIMOHHOHW TaHENW C KCIOJb30BAaHHEM METOJIOB, OPHUCHTHPOBAaHHBIX Ha
MOJIE30BaTEIICH.

KuroueBrbie ciioBa: I/IH(i)OpMaL[I/IOHHaSI NaHeJIb; BU3yaInu3alus I/IHq)OpMaL[I/II/I; YMHBI€ TOopoaa; aaantupyemast
CUCTCMa

s nurupoBanusi: Kontpepac-®durepoa B., Monrane-Xumenec JL.I'., Cenepo-I"apcus M., benurec-I'eppepo
9., Mesypa-T'onoit K. Pa3zpaboTka agantiupyemoli HHPOPMAIIMOHHON MaHEIH A YMHBIX TOpomoB. Tpymsl
WCII PAH, Tom 35, BeIm. 1, 2023 1., ctp. 7-24. DOI: 10.15514/ISPRAS-2023-35(1)-1

1. Introduction

Some cities are now called smart because of their ability to use information and communication
technologies (ICT) to improve the quality of life of citizens and the overall operation of the city [1,
2]. The smart city approach incorporates ICT in almost all aspects of daily life in an urban space.
Some areas that can take advantage of the integration of services and platforms are economy,
government, environment, housing, society, and mobility, to mention a few [3].

A key smart city technology is the dashboard. According to Few [4], dashboards are a visual display
of the most important information to support users to achieve one or more objectives in their daily
lives.

Visualizations in dashboards show in a visual way — through charts and maps — the information of
key performance indicators (KPIs). To be useful for decision-making, the visualizations of these
KPIs must be carefully designed and then selected for deployment [5].

To meet the demand for information, it is important to consider the characteristics of the users. New
forms of interaction can improve existing systems and create new platforms that contribute to the
development of different areas of a city. Some recent research on the development of smart city-
centric systems shows the importance of integrating the user into the development and deployment
process of these systems [6-8].

In the current development of dashboards for smart cities there is a tendency to focus on a single
user or a group with specific characteristics [9], which affects the deployment in cases where a user
who is outside the specific context seeks to use the dashboard for their benefit. Some authors [10-
12] have explored the different information needs of dashboard users and tried to approach the
problem from a user-centric perspective, which has led to the development of different dashboards
for different users.

Sharifig [13], through an analysis and description of information visualization using a flexible
dashboard, shows how users can create their own configurations focused on what they want to
visualize. This approach is a first attempt to make the interface adaptable to the user.

This research analyzes adaptable dashboards in the context of smart cities, identifies city
dashboards’ users, and proposes an adaptable dashboard and its architecture. This paper is an
extension of the paper originally presented at the 9th International Conference in Software
Engineering Research and Innovation (CONISOFT 2021) [14]. The paper is organized as follows.
Section 2 presents the methodology followed in carrying out the systematic review. Section 3
presents the quantitative and qualitative results of the review. Section 4 shows the proposed
component specification as a result of the previous work. Section 5 shows the development of the
interface and the user model. Section 6 shows the process carried out in evaluating the adaptable
dashboard prototype. Finally, Section 7 discusses conclusions and future work.

2. Research process

We have conducted a systematic literature review following the methodology for systematic reviews
developed by Kitchenham [15]. The research questions addressed by this study are:
8
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Q1. How is key performance indicator information represented within the visual components of a
dashboard?

Q2. What are the methodologies currently applied in the construction of dashboards?
Q3. What are the benefits of adaptability applied to dashboards?
Q4. What elements can be adapted within a smart city dashboard?

Based on the research questions and considering other terms obtained from previous research [16-
18, 9], we identified the following key words that are consistent with what is proposed to be found:
”Smart city”, “Adaptable dashboard”, ”Information visuali*ation”, and “Key performance
indicator”. Once the terms had been defined, they were used to create the search string (S1):

S1. ("Smart city” OR “adaptable dashboard”) AND
("Information visuali*ation” OR “key performance indicator”).

To carry out an orderly review and to find valuable results for the research questions, we used the
following selection criteria with which the works will have to comply to be considered:

e Inclusion:
o Aresearch carried out in retrospective of no more than five years.
o Aresearch carried out in the area of computer science.
e Exclusion:
o Technical and programmatic platform development work.
o Papers published in a language other than English.
In order to search the resources to answer the research questions, we used the queries in four research

databases: ACM Digital Library, IEEE Xplore, ScienceDirect, and SpringerLink. To extract the
relevant papers for the systematic literature review, we followed a four-stage procedure:

1) Application of inclusion and exclusion criteria within search engines.
2) Synthesis of initial results and organization of metadata.
3) The initial selection process of articles through their title and keywords.

4) Selection process of papers by analysis of their abstract and contributions.

P1. User profiling for
smart city dashboards

P2. Characteristics
of dashboards
P3. How information
visualization works
on a dashboard

P4, Architecture for 9 9
dashboards
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Fig. 1. Quantitative analysis of adaptability in dashboards
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3. Review results

3.1 Quantitative analysis

The results of the search in the databases gave total of 542 articles, of which 518 were excluded, and
24 were selected for analysis. Based on the 24 selected articles, we performed a quantitative analysis
of the problems and contributions identified in each paper through a bubble chart.

The quantitative analysis of the contributions on adaptability in dashboards for smart cities is
presented in Fig. 1. In this analysis, we identified that the greatest concentration of work is on how
information is visualized on a dashboard.

3.2 Qualitative analysis

Within the visualization field, dashboards are commonly applied to monitor what is happening in a
specific context so that people can interpret the visualization results and relate them to particular
goals [19].

Tong and Wu [20] summarize the six characteristics of city dashboards: recording, connectivity,
sensing, interaction, adaptation, and integration. Recording refers to saving city data. Adaptation
refers to the ability to customize data products and services based on needs.

Decision-makers can contrast the data through visual components (either static or real-time KPIs)
to make comparisons and inferences to improve city operations [21] [22].

One of the biggest challenges of dashboards for smart cities is to satisfy the different information
visualization needs of users to ensure that they are useful in their decision making [9].

In the current development of dashboards for smart cities, the aim is to provide the user with visual
representations of data that are part of several screens [23].

To learn how to integrate adaptability into dashboards, we will analyze the literature in the following
subsections. Each of the subsections corresponds to the answers to the research questions posed in
Section 2.

3.2.1 Data visualization for city dashboard

City dashboards collect data from the urban environment for its analysis and display. Today there
are multiple schemes (tools, frameworks, indices, indicators, and rankings) of urban data formed
with a hierarchical structure of urban data analysis, where each level is described by the results of
the previous level [24], [25].

Zdraveski [12] proposes a model with three scales of resolution or level of detail of the indicators:
temporal (annual, quarterly, monthly, weekly, daily, hourly, and real-time values); spatial (values
based on city, district, street, or GPS location); and human or population (values based on the city,
region, municipality, neighborhood, household, or person).

The dashboards technology tries to solve the information overload for users by using visual
components such as charts and tables to effectively communicate the city’s current state and
historical data to help identify patterns.

A recent survey [26] mentioned that it is vital for users of dashboards and smart city systems to
manipulate the information for their benefit. According to this study, there are three main types of
users: citizens, authorities, and communities.

A starting point to integrate the user in the information visualization process is to analyze how the
user will obtain information from the system. There are several ways to represent and classify the
information, Protopsaltis [19], and Peddoju [27] made a description of the most used charts in
information visualization based on the analysis and pattern of data of interest. Their work
concentrates on the main charts used when making decisions with a dashboard, as defined in Table
1, with univariate, bivariate, or multivariate variables. The charts are currently used in dashboards
to represent multiple data and provide additional information that allows users to interpret the data.
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Table. 1 Graphics used for the construction of dashboards

Data type Name Characteristics
Univariate Columns and bars [27] [19] | Measurement of a variable according to a metric.
Pie [27] Illustrate the proportion of the elements that make up a
whole.
Area [27] [19] To identify patterns between measurements of the
variable and make comparisons.
Bivariate Scatter plot [27] Visualization of information in 2 and 3D for
multidimensional analysis.
Heat map [27] [19] To show the spatial distribution of the variable on a map.
Line [27] [19] To explain functional dependencies between variables.
Multivariate | Circular area (radar) [19] Comparison of multiple variables and their behavior
among them
Stacked bars [19] Composition of data and categories that change over
time.
Bubbles [27] [19] Specify large dimensions of variables within the same
graphic.
Timelines [19] To understand the evolution of variables in relation to
time.

Maps are another dashboard visualization component that presents geographic information through
a digital representation of space, displaying location-related information [28, 29].

In addition to traditional charts and maps, specific visualization methods have been developed for
certain scenarios. Purahoo [30] used a way of representing the information employing a gauge chart
(speedometer-like chart) to represent the decibel level of the environmental sounds. Moustaka et al.
[31] proposed a display to show the relationships between the various dimensions of a smart city
through a model based on DNA structure. Another form in which the information can be represented
is a 3D model [32].

The use of different ways of representing information allows developers to adapt these components
according to what a user needs to achieve their goals. This representation also brings us to the
challenge of building a dashboard with adaptable features that consider the user to select relevant
information for their goals when viewing the dashboard and which tools it will display to promote
a good experience.

3.2.2 Construction of dashboards

The construction of the scorecard of the city of Trieste in Italy developed by Brunetto [33], detailed
analysis of its users and context. The dashboard was built considering the characteristics of the
people who use it and the impact it would have within the government in which they work.
Habibzadeh et al. [34] showed the characteristics for the construction of a smart city system in detail.
As a starting point, [34] considers seeing these systems as a set of five different planes: 1) of
application, I1) detection, I11) communication, 1V) data, and V) security. The model, despite being
robust, does not consider the user in the construction.

One way in which user characteristics are considered to improve a system is the process applied by
[28]. By using a three-dimensional design of the city and through data analysis with the Internet of
Things (10T) data, these systems provide crucial information to smart city dashboard end-users.
Vicuna [29] applied a visualization process focused on the improvement of transportation within the
city with transportation performance metrics (TPM), which consisted of applying steps for the
analysis of information and the visualization process.

Rolim et al. [35] proposed an architecture used to build dashboards focused on how the user can
comfortably interact with them. They use two architectures; the first is focused on constructing a
dashboard for the visualization of information. The second is a dashboard for developers where they
can modify and control the information on the visualization. Related to this, Chrysantina and lvar
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[36] in their work on user-focused dashboard design, mentioned some of the main issues to consider
when developing a user-focused (or user-designed) dashboard.

An important contribution identified from the review of the literature was the Dashboard Design
Guide developed by Few [16], in which he identified and described analogies to common problems
in dashboards. Few also present guidelines for positioning and arranging elements to avoid
overloading the user. The authors [36], [37] and [9], developed their research based on the
characteristics of this guide.

Regarding the construction of adaptable dashboards, it was identified in the works of Ergasheva et
al. [9], and Elshehaly et al. [37] similar steps in the process of building adaptable dashboards, so the
following procedure is proposed for their construction, it can be seen in the Fig. 2.

-»‘P M"E;*

Define the list Use a dashboard Selecting the visual Selecting the Improve the
of potential KPis design guide component for each implementation dashboard
data type technology

Fig. 2. Procedure for dashboard construction

A fundamental part of applying methodologies to the development of dashboards is the possibility
of validation through testing. Dostal et al. [38] developed a method of evaluation for smart city
environments through models based on current and future information.

The literature review commonly mentions the process of building dashboards based on their
technology and the steps to achieve a final product that meets the characteristics of information
visualization. However, this only provides applied processes and patterns that, even though they
follow a standardization, are not studied with the end users.

3.2.3 Adaptability in dashboards

One feature of dashboard design that has been little explored and implemented is adaptability.

As mentioned in [9], the focus of current dashboards is a single person or a group of people who
will be using the system. Making it clear the need to incorporate adaptability into the dashboard
design to meet users’ needs, and in turn, improVve their decision-making based on the KPIs displayed
on their screen. For example, Ergasheva et al. [9] built its InnoMetrics platform focused on energy
efficiency, which adapts what is displayed on the screen according to the importance of an event
that requires a solution.

The most crucial feature identified in the literature review is integrating user needs and preferences
into the development of platforms related to information visualization, particularly dashboards for
smart city. It must meet their expectations and objectives to be helpful as a tool to improve their
quality of life and their interaction with their environment [39].

As mentioned by Han et al. [22], the creation of dashboards through user assistance tools to
personalize the components which will display all the information requires a classification of the
information to be subsequently displayed in a useful way to the user in its context. An efficient
dashboard is one that considers the needs of users to ensure that the viewing process is completed
smoothly [40].

Elshehaly et al. [37] developed a dashboard that actively involves the user during the whole process.
Since the tool allows the user to adapt the information displayed within the cards, users feel
comfortable visualizing what is necessary and can expand the information communicated through
their interaction with the system.
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The use of Nielsen heuristics [41] to develop a dashboard type system makes it possible to add
features that make it attractive for users in their context of use. Within smart cities, understanding
the needs of both the city and the users who are going to make decisions is crucial.

One of the primary benefits of adaptability in dashboard is to improve the quality of the information
to make decisions in a smart city. Information visualization helps to provide the information and
facilitates the work of local authorities and people interested in monitoring the city. As a result of
using visualization to achieve this, it is possible to build better opportunities for citizens and visitors
[42].

3.2.4 Adaptable dashboard elements

The first type of adaptability identified in the literature analyzed was the operation of a visualization
system. An example of this type of adaptability is shown in the document of Chan et al. [43], where
graphical elements display information from sensors in an organized manner, first using a data
analysis algorithm that provides an open standard for users to create compelling visualizations.
The creation of dashboards through user assistance tools to customize the components that will
display all the information requires a classification of the information to later display it in a useful
way to the user in context [22]. Smart city dashboards function as a constant monitoring system that
shows users information about their environment to help them make decisions [44].

According to Alves et al. [45], one way to adapt visual information is with zooming in and out on
different sets of time-based details, which allows the user to specify the period in which they want
to review the information.

In contrast, a particular way identified for adapting dashboards according to users and the context
of smart cities is the use of Domain Specific Language (DSL), which focuses on using specific
words and phrases with a syntax to make changes to the content displayed [46].

Silva et al. [47] identified that the number of KPIs used for smart city systems is relevant to modify
the way in which information is displayed in a logical and orderly manner, thus improving the
understanding of the information for the user. The organization of the KPIs information within a
smart city system is an important feature that can be adaptable [47]. Silva et al. [47] proposed a
structure that organizes the system elements involved in the information organization, from the
document’s structure. Following this same idea, Limon et al. [42], through an analysis based on the
construction of smart cities, identified the critical parts when designing a platform focused on
information visualization. This model seeks to improve the construction of web platforms by using
a software engineering model [48]. Other factors identified previously in the literature as relevant
components of an adaptable dashboard are: dashboard design guidelines [16] and the importance of
integrating users and their information within the process [9] [35] [34]. Based on identified adaptable
dashboard elements, we present the specification of components and an architectural proposal for
an adaptable dashboard in the following section.

4. Structure of adaptable dashboard

Adaptable dashboards can be customized to present data according to the user knowledge to tailor
what is being communicated. Therefore, adaptability characteristics in dashboards can enhance the
user’s data understanding and use of available information [18]. Based on the literature review and
the model of [42], we identified elements that had not been previously considered such as design
guidelines, user information for the construction of the dashboard, and a personalized selection of
key performance indicators.

Smart city features are another component that is considered when designing adaptable dashboards.
This information can be collected through sensors and databases. Subsequently, the selection of the
KPIs used to display the information through visual components is made. We suggest building the
visual components using the recommendations of the dashboard design guide developed by Few
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[16]. And finally, to build the dashboard, we will use user preferences and interaction to adapt the
dashboard interface.

We develop a functional architecture to show the internal structure of an adaptable dashboard (see
Fig 3). Its parts will be described in the following sections to understand the adaptable dashboard
proposal.
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Fig. 3. Adaptable dashboard architecture

4.1 Users

The dashboard users can interact with the visualizations to select, filter, and adjust the components
to change their shape and size. In this type of platform, it is necessary to consider the number of
components and avoid information overload.

The number of components, the amount of information, and the way in which data are represented
are elements that users unconsciously use to understand and use the dashboard visualizations [23].
Ivanov [49] mention the priorities of the users organized in the following way: performance
monitoring, planning, communication, and consistency of data management.

The authors Ivanov [49] and Young [50] define three main types of users for the dashboards, 1)
Operational, 2) Analysts or managers and 3) Experts or executives. The three types of users analyzed
will be considered for the dashboard.

Each dashboard user must use the information with the minimum effort to make a quick decision;
thus, this information must be eye-catching and interactive to be meaningful and of constant use
[49].

4.2 Smart city data

The dashboard for smart city is constructed in a way that its internal elements can constantly operate
through data from sensors and databases. Some existing public databases pertain to specific
countries or cities; however, these data are only available to the citizens through files or application
programming interfaces [51, 52]. For example, in Mexico, an information transparency portal has
been in place since 2018 that provides data files that are constantly updated to collect and display
information for systems that support the work of the government [53].

The source of the data is relevant because it defines the way in which it will be used in the
construction of visual representations. Current web platforms use sockets to transmit information in
real time, while some others use databases that are constantly updated from automated systems.
For the adaptable dashboard prototype, the Thingsboard [54] platform was selected, this platform
consists of a web-based system focused on the control and deployment of dashboards for smart
cities.
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4.3 Adaptation

A system is called adaptable if it provides the user with tools that allow the user to change the
characteristics of the system. Its objective is to provide the user with facilities to adapt the system to
his personal tasks and needs. Control of the adaptation is given to the user, who must initiate the
adaptation and use it [55].

Adaptable dashboards enable the selection of the most appropriate metrics and use them in a
structured way. In this way, by adapting the interface to the user interaction, relevant information
for each user is displayed when needed [56]. These adaptability features are implemented in a
general dashboard interface to transform the way data is displayed and improve users’ decision-
making.

Familiarity can be generated in the user, reducing information overload, and allowing them to
interact in a precise and easy way. Among the adaptable components that will be considered are: 1)
Customization, 2) Zoom, 3) Colors, sizes and positions of the components, 4) Emphasize relevant
information and 5) Make components simultaneously comparable [23].

Adaptability in dashboards enhances the display of information with an interactive mechanism that
allows users to select the information to be displayed on their interface. In the dashboards already
generated, adaptability allows the user to specify the information and the way it is presented within
the graphical interface.

5. Adaptable dashboard development

As a starting point for designing adaptability within the dashboard, we considered the contributions
of Strugar [56] and Young [50]. In their work, they mention that there is a set of key questions to
consider in the design of a dashboard:

1) What metrics does the user need to visualize?
2) What context does each metric require to be meaningful?
3) Which visual representation best communicates the metric?

The answers to the guiding questions were defined to have a first draft of what the system and the
organization of the information within the dashboard deployment will be.

The first thing to do is to install the Thingsboard platform in a controlled local environment to define
the features used for its creation and deployment on a personal computer, as shown in Table 2.

Table 2. Implementation technologies

Technology Version

Operating system | Linux Ubuntu 20.04.3
Data base PostgresSQL 12.9
Java JDK OpenJDK 11.0.13
Thingsboard Realease 3.3.2

The details for the construction of the dashboard will be defined in the following sections. Each
section answers the guiding questions posed above, the selected metrics, the type of user considered,
the visual representation of the metrics, and the context to be used to classify the indicators
employed.

5.1 Metrics for the user

Being a dashboard for smart cities, the metrics have a common context which is focused on
improving processes and services within the city, however, the context of each of them changes
according to what is required to show the user specifically. The scope of application of metrics
according to the case study of the research project is focused on smart cities [57]. According to the
classifications of Alvarado [58], Borjaz [2], Estrada [59], Bosh [60], Cohen[61] and Sharifi [25] the
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following categories are defined for the development of the adaptable dashboard: 1) Economy, 2)
People, 3) Government, 4) Environment, 5) Living, 6) Mobility and 7) Data.

To perform the analysis of the performance indicators and whether they will be useful for the users
of the smart city dashboard, we used the user-centered design tool called personas. Fig. 4 shows the
relevant user characteristics of this instrument: 1) Demographic data, 2) Technology-related data, 3)
Personal data, 4) User’s motivation.

Context

Technology

Poarsonal Vaotivatlons

DObjoctive Scanatio Charactoristics Actions

Fig. 4. Instrument Personas

The second instrument used was the empathy mapping tool (see Fig. 5). This map makes it possible
to identify some interactions and experiences that users have when using the dashboard. It consists
of four segments in which data is aggregated regarding what they think and feel, hear, see, say and
do, and, finally, what are their pains and needs.
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Fig. 5. Empathy map

5.2 Visual representation of metrics

The tool selected for the dashboard has a pre-established set of charts that can be used for the
construction. Some of the charts mentioned in the section IV are mentioned here, and new charts
belonging to the tool have been added 1) Last-value charts, 2) Time series, 3) Remote controls, 4)
Alarms, 5) Maps with position indicators, 6) Gauge plots, 7) Digital calendars and 8) Customizable
graphics.
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5.3 Dashboard design

The adaptable dashboard interface design (see Fig. 6) follows the style of the thingsboard platform.
It has a side menu where users can select the section of the system where they want to be located, it
has a home section where the recently consulted information is shown, a section to visualize their
configured dashboards, an information section where they can generate information reports, they
can consult the information sources and the data with which the system is being fed, and it has a
gallery of components to modify the parameters of the used visualization. In addition, there is a
configuration section that allows you to change the way the graphical interface looks as well as
colors and font sizes.

(c) Dashboard screen —

Fig. 6 Adaptable dashboard

The first image (see Fig. 6a) shows a configuration screen where users can select the different areas
of interest with which they will interact. The general categories are represented as larger bubbles,
while some subcategories and derived indicators are the smaller bubbles. This screen will serve as a
starting point for users to select information relevant to them, from which a dashboard specific to
their selection will be built. This interface complies with Raymond’s usability rules [62] by making
the selection of items limited to a number and with a consistent response to the user’s actions.
Figure 6b corresponds to the main dashboard menu. In this screen the user can switch between the
different sections of the platform: dashboards, information, sources, gallery, and configuration. In
the internal screen of the dashboard, the user can interact with the charts to modify their size and
position; each of the charts is inside its widget, which shows information related to the data. At the
bottom is the mechanism to adapt the interface, which is a drop-down component to avoid
influencing the interaction with the data.

Finally, the fourth image shows the mechanism whereby the user will be able to modify the
information that is currently on the screen. The category selector allows the user to focus his
attention on a single type of information and, at the same time, to display more related information
without having to use a search engine.

(d) Adaptable screen

6. Dashboard evaluation

The objective of the evaluation was to gather information on the interaction and user experience of
the adaptable dashboard for smart cities through tests with users.

As part of the evaluation, the prototype shown in the previous section was used to obtain feedback
on the design and use of the adaptable dashboard mechanism. Specifically, we sought to evaluate if
the component that adapts the interface with the labels (see Fig. 6d) is perceived as comfortable and
easy to use.

Since the perception of the information for each user may vary, we used questionnaires to gather
user feedback on different aspects of the prototype, so that they could make comments that would
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help improve the dashboard. We selected the post-task Single Ease Questionnaire (SEQ) [63] to
obtain feedback on specific tasks with the user interface, it has 1 question for each activity carried
out with a scale of 1 to 7, in addition, three questions were added to collect user context information.
We additionally used the post-study System Usability Scale (SUS) [64] questionnaire to obtain user
feedback on the use of the prototype, it has 10 questions with a scale of 1 to 5. Both questionnaires
complete a total of 16 questions in total. These questionnaires were selected because they have been
used to evaluate dashboard interfaces in different fields of study [65-68]. Sauro [69] defines the
reliability of the questionnaires used.

The tasks that users had to complete are:

1) Create a new dashboard;

2) Enter a dashboard to view your charts;

3) Configure transport and energy charts in the dashboard.

In total, the evaluations were estimated to last a total of 10 minutes for each user to provide sufficient
time for them to comment on the design and experience of using the prototype.

6.1 Participants and process

Four people participated in the dashboard test. Each of them lives within a city in the process of
developing to be smart (Mexico City) [1]. Because they are in different locations, remote testing
was conducted via video calls.

Users were asked to connect through videoconferencing software in which they were able to share
their camera and screen. The first step of the testing was to provide the user with the research context,
explaining what a dashboard is and its application in multiple areas. Then, the user was explained
the testing procedure.

Subsequently, the user was informed of the letter of consent in which he/she agrees to the recording
of the session and is notified that the data will be used privately for research purposes. A total of 3
links were provided to the user, the first was a form in which the user agreed to participate in the
tests. The second was the link to the SEQ and SUS questionnaires (divided by pages), and the third
was the dashboard prototype accessible via the web.

The environment for the test was set up when the user logged into the video call. We started by
turning on his camera, verifying that when sharing the screen, he could share only the dashboard
window and that he could access the Internet to view the questionnaires and the dashboard.

The test was controlled by segmenting the entire session into 15-minute slots, which allocated 10
minutes for testing and 5 minutes for collecting feedback and having a backup space for the next
participant.

6.2 Evaluation results

The results of the SEQ questionnaire are shown in Table 3. The results obtained are divided by the
average, median, success rate, error rate, and average score obtained in the SEQ questionnaires.

Table 3. SEQ questionnaire results

Activity | Average | Median | Success rate | Error rate AVG score
1 64.33 58 75% 15% 4.25

2 22.33 18.5 100% 0% 7

3 23.33 20 100% 0% 6.25

AVG 36.66 32.16 91.6% 8.4% 5.83

The first result of interest is the time it took the users to complete activity 1 (creating a new
dashboard). Besides being the one that took the longest time (64.3 seconds), this activity is the only
task with a 75% success rate because one user was unable to complete the activity. We can also see
this effect reflected in the median column, which for activity 1 was 58 seconds. Regarding the rating
of the activity, the average was considerably low with a total of 4.25 being the maximum 7. This
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means, in conjunction with the time obtained, that the task was complex to understand and that users
have difficulties in configuring a new dashboard from the main interface.

Even though task 1 had a low result, tasks 2 and 3 had 100% success rate, each of them with a similar
average time (22.3 and 23.3 seconds). The most notable difference between these two tasks lies in
the rating obtained, task 2 (entering a dashboard) obtained a rating of 7, indicating that it is a simple
task to perform and that there was no problem at all, while task 3 (configuring charts in the
dashboard) obtained a rating of 6.25, where users considered it a little more difficult to perform.
Finally, the overall rating of the dashboard prototype was 5.83, which indicates that there are still
features that can be improved to give users a better experience when using the platform, these
features fall mostly on the method of creating a new dashboard and the label system that adapts the
interface.

Moreover, Table 4 presents the SUS evaluation results divided by user. The table shows both the
values of the total sums of each questionnaire and the score obtained on a scale from 0 to 100.

Table 4. SUS questionnaire results

User Sum of ratings | SUS Rating
1 35 87.5

2 30 75

3 33 82.5

4 29 72.5
Overall rating 79.37

In the ratings of this instrument, the lowest rating corresponds to user 4 with a value of 72.5 followed
by user 2 with 75. In contrast, users 1 and 3 rated the usability of the dashboard with a higher value
(87.5 and 82.5). This indicates that the opinions of the different users can tell us which parts of the
system meet their objectives and which parts need to be corrected.

Despite rating differences, the overall grade of 79.37 is in an acceptable range according to the
interpretation of the results developed by [70], specifically, the value corresponds to a grade of ’C’,
where a value lower than 60 is an F, between 60 and 69 to D, between 70 and 79 to C, between 80
and 89 to B and higher than 90 is an A.

The result obtained, being right in the middle of the classification with the letter C, indicates that
there are still factors that can be improved for users enjoy interacting with the system, making it
useful and easy to use. In the answers of this questionnaire, we were able to analyze that both the
way of creating dashboards and the functionality of adaptation by tags is functional to the user, but
there are sections that, with the changes suggested by them, will improve the way in which the
usability of the adaptable dashboard for smart cities is perceived.

Once the results of the questionnaires have been analyzed, it is important to mention the main
comments made by users about the design and functionality of the prototype dashboard.

Feedback from users is valuable because it will serve as a basis to understand what is happening
with the dashboard and for further studies to improve the functionalities and aspects of the user
interface.

7. Conclusions and future work

This paper presents the results of a systematic review of the literature on information visualization
in adaptable dashboards. We used the methodology proposed by [15] for the elaboration of literature
reviews, setting out a search strategy that starts with the research questions. We used a search string
in digital databases to obtain a total of 24 relevant articles used to answer the research questions
posed. In addition, using the information related to adaptability, a proposal for component
specification was built for later use in the design of an adaptable dashboard. We used the user-
centered tools personas and empathy map to know the characteristics of the user and then propose
and evaluate the design of the interface that will allow adapting the dashboard for smart city. The
evaluation was carried out with 4 users with a total of 3 tasks. It was carried out using 2 evaluation
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instruments: SEQ and SUS. The results obtained for the SEQ questionnaire is a total of 5.83 points
out of 7. The results of the SUS questionnaire gave a value of 79.37 being in an acceptable rating.
As future work, user feedback must be addressed in both the design and development of the
dashboard to improve the user experience. Furthermore, once a refined design has been obtained, it
is necessary to put it into practice in a real environment.
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Abstract. People who have dementia (PwD) experience deteriorating executive functions, in particular their
working memory, and therefore find it hard to complete multistep tasks or activities of daily living. There is no
doubt that during the pandemic, PwD and their caregivers were particularly vulnerable, often isolated which
affected their mental and physical health. Their ability to live independently was hampered, fomenting
depression in the PwD and burnout on informal caregivers. Information technology can support dementia care
improving the quality of life of PwD and easing the burden on caregivers. There is an increasing demand to
support informal caregivers and improve their well-being by making dementia challenges less severe. This
study uses qualitative techniques to design a model with technological strategies based on semi-structured
interviews applied to seven informal caregivers from two different countries. Based on these interviews we
developed design insights for implementing solutions to help informal caregivers take care of their PwD at
home using conversational agents. We hope that the findings presented in this study will help researchers, and
developers design solutions that can support PwD and informal caregivers.
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AnHotamusi. Y moned ¢ gemeHnuei (PwD) yxynmarorcs ucromHuTENbHbIE (QYHKIMH, B YaCTHOCTH HX
KpaTKOBPEMEHHas MaMsATh, U II03TOMY UM TPYAHO BBIIOJHATH IOBCEIHEBHBIC MHOIOITAIHBIC 3aJayl WIH
neifctBust. Het coMmHeHuit B TOM, 4TO BO BpeMsl IaHAEMUM UHBAIMABI U JIUIA, OCYLLECTBIISIONINE YXO/ 32 HUMH,
ObUTH OCOOEHHO YS3BUMBI, YacTO H30JIIPOBAHBI, YTO CKa3bIBAIOCh HA HX ICHXUYECKOM H (H3HIECKOM
310poBbe. MX crIocoOHOCTH KUTh HE3aBUCHMO ObLTa OTpaHUYEHa, YTO MPOBOIUPOBAIIO AETIPECCHIO Y JIFOJEH C
WMHBAJIUAHOCTBIO U SMOIMOHAIBHOE UCTOIIEHNE Yy He()OPMaIIbHBIX ONeKyHOB. IH(OpMannoHHbBIE TEXHOJIOTHI
MOTYT CIIOCOOCTBOBATH JICUEHHIO JIEMEHITUH, YITy4Ilasi KaueCTBO KU3HH JIFOJIeH C MHBAIMIHOCTBIO U 00Jerdast
Harpy3Ky Ha JIMII, OCYLIECTBISIIONIMX YXoJ. PacTeT moTpeOHOCTh B moanepKKe He()OpPMaJIbHBIX ONEKYHOB H
YIy4YOIeHMH WX ONaronoyydusi 3a CYeT YMEHBLICHWs Cephe3HOCTH IpolieM ¢ neMeHiuedl. B stom
HCCIIEIOBAaHUN HCIIONB3YIOTCSl KAueCTBEHHBIE METOABl JUIL pa3pabOTKH MOJENIH C HCIOJIb30BaHUEM
TEXHOJIOTMYECKUX  CTpATeruil, KOTOpbIe OCHOBBIBAIOTCS Ha IOJYCTPYKTYPHUPOBAaHHBIX HHTEPBbIO,
MIPUMEHEHHBIX K CEeMH He(OpMalbHBIM ONEKyHAM M3 IBYX Pa3HBIX cTpaH. Ha OCHOBE 3THX MHTEPBBIO MBI
pa3paboTany uieu 1Mo BHEAPEHHIO PEIICHUH, KOTOpBIe MOMOTYT JIHIaM, OCYMIECTBISIOMNM He(hOpPMaITbHBIH
yxo, 3a00THThCA 00 MHBAIUAAX J0Ma C TIOMOIIBIO ANAJIOTOBBIX areHTOB. MBI HameeMcsl, 9TO Pe3yibTaTHl,
MIPE/ICTABICHHBIE B 3TOM HCCIICIOBAaHNH, IOMOTYT HCCIIEOBATENSIM U pa3pabOTINKaM pa3paboTaTh pemIeHus,
KOTOpBIE MOTYT ITOMOYB JIFO/IIM C MHBAIUIHOCTBIO M HE(OPMAJILHBIM ONEKYHaM.

KuroueBnble ciioBa: AEMEHIUS; ONIEKYHBI, NOJTYCTPYKTYPUPOBAHHBIE NHTEPBHIO, PA3TrOBOPHBIC ar€HThI

Jas murupoanusi: Xumenec C., ®@agena X., Kecaga A., Pamauannpan P., Xyapec-Pamupec P. TIpo6aemsr
HCIOJIb30BAHUS PA3TOBOPHBIX arcHTOB IS MOJJICPKKH He(GOpMaTbHBIX OMEKYHOB JIFOJACH C JEMEHIIHEH.
Tpyast UCII PAH, Tom 35, Bbim. 1, 2023 1., ctp. 25-34. DOI: 10.15514/ISPRAS-2023-35(1)-2

1. Introduction

According to the 2016 World Alzheimer Report it is expected that by 2050 there will be 131.5
million of People with Dementia (PwD). Between the 60 and the 70 percent of all dementia cases
are estimated to have Alzheimer’s disease. People who have dementia typically experience
deteriorating executive functions, particularly their working memory, and therefore find it hard to
complete multistep tasks or activities of daily living [1]. Currently, there is no known cure for
dementia, with pharmacological and non-pharmacological interventions focused on improving the
quality of life of patients, and caregivers [2].

There is no doubt that during the COVID-19 pandemic PwD and their caregivers were particularly
vulnerable considering their mental health and physical health [3]. Recent studies show that the
elderly’s mental health was affected by isolation, their ability to live independently was hampered,
provoking in some cases depression in the PwD and exhaustion in care providers [3].
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Information technology can support dementia care easing the burden on caregivers [4]. Studies have
explored the use of virtual assistants, robots, virtual reality, music technology, and Internet of Things
to assist PwD [5]. Specifically, Intelligent voice assistants have been suggested as a potential source
of assistance to caregivers, who are usually older adults themselves, and have limited technological
skills [6].

Rugiano et al. [6] evaluated intelligent voice assistants from a usability perspective, assessing
efficiency, effectiveness, and satisfaction. The voice assistants have shown to be useful not only for
elderly people but for children with autism as well [7], [8].

There is an increasing demand to provide support to informal caregivers and improve their well-
being by lessening the challenges associated to dementia. Devices such as smartphones, tablets, and
computers can be a helpful tool in alleviating the caregiver’s psychological burden, encouraging
social engagement, and easing the burden of daily activities [6], [9]. However, devices with a touch
screen are harder to use for elderly people while voice assistant provide a more natural interface [8].
The objective of this study is to design a model with technological strategies based on a qualitative
analysis of semi-structured interviews conducted with informal caregivers. The proposed model
aims to support technological solutions to help informal caregivers take care of their PwD at home.
The findings presented in this study mean to inform researchers and developers in the desing design
solutions that can support PwD and informal caregivers.

The rest of the paper is structured as follows. Section 2 describes the related work, Section 3 explains
the methodology that guided the interviews, and in Section 4 we present the model that resulted
from its analysis. Then, Section 5 presents design insights derived from the study and Section 6
concludes the study and suggests some lines of future work.

2. Related work

A qualitative study analyzed the experience of family caregivers for PwD in China [10]. The authors
found that caregivers could positively interact with PwD by employing positive strategies, creating
opportunities, and organizing meaningful activities [10]. Such methods are essential for maintaining
harmonious family relationships. The authors suggested that nurses can implement or support these
activities to the caregivers.

In a systematic review of technology-based interventions for dementia caregivers, it was reported
that technology-based interventions often demonstrated efficacy in improving psychosocial
outcomes but have not demonstrated efficacy in improving caregiving skills or care self-efficacy
[6]. The benefits of using chatbots for healthcare have also been identified for patients and
healthcare systems alike [6].

Another study presents a qualitative and quantitative analysis on the use and acceptance of
technology in caregivers [3]. This study reveals that computer use decreases with age. And the higher
the level of caregivers’ education, the more often they use both smartphones and computers.
Noteworthy, the level of education decreased as age increased, which could be an additional factor
in technology use difficulties. According to [11] voice-based conversational agents are easier to use
than touch interfaces, they were proved with autistic users.

Previous studies have highlighted that voice-based chatbots may be especially useful for older adults
for health-related communication and information seeking, because they operate through voice-
driven conversation, which may be helpful for those with low computer literacy [6].

As conversational agents become pervasive, studies are being conducted to assess its utility and
adoption among older adults. A qualitative study with 37 community-dwelling older adults, for
instance, found that they have a positive attitude towards the adoption of this technology, particularly
to support their health management, although some concerns were raised regarding privacy [12].
Interestingly, a study on the adoption of voice interface technologies among patients with heart
failure found that older participants used the technology more frequently [13]. There is increasing
evidence that older adults with limited previous exposure to smart speakers adopt smart speakers
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without much concern, with playing musing and asking health related questions among the most
popular tasks [14].

While studies involving people with dementia are less frequent, some early evidence provide
optimism about their adoption and their efficacy for caregivers. For instance, a 12-week trial
conducted in Canada found that depression and anxiety among caregivers improved as a result of
the intervention involving smart technologies with audio prompts to monitor the sleep of PwD [15].
Smart speakers have shown to improve intelligibility among adults with intellectual disability [16].
Solutions have also been proposed to address specific problems, such as a personalized diet voice-
assistant implemented to support caregivers of people with Alzheimer’s [17]. Finally, a recent
systematic review of chatbots to support PwD and their caregivers found only 6 specifically designed
for this audience, that while being easy to use the authors found them to have limitations in
performance and content, suggesting that more research and development is needed in this area [6].
Speech is largely considered as the most powerful and effective communication mode for an
assistive social robot to interact with its users. Recent technological developments and research
results are contributing to solving the challenges that characterize the design and implementation of
spoken dialogue systems for human-robot interaction with PwD [18].

Additional research has been conducted in addressing symptoms of dementia. For instance, in [13]
an ontology is proposed for representing the domain knowledge for agitation in dementia. It
represents the domain knowledge specific to non-pharmacological intervention for agitation in
dementia, particularly in long-term care setting. In a similar direction [19] proposes an ontology
nonpharmacological intervention for dementia to support a model proposed for ambient-assisted
intervention systems (AAIS) that really on ambient computing to monitor symptoms and enact
interventions.

3. Method

This section presents the design of the qualitative study, describes the participants, data collection
and data analysis.

3.1 Design

A descriptive phenomenological qualitative study was conducted [10], [20]. This approach lends to
a deep understanding of the experiences and feelings of the caregivers who interact with Patients
with Dementia (PwD). The questionnaire designed for data gathering included open-ended questions
which let the interviewee describe daily activities, experiences, difficulties, and feelings of
interacting with PwD.

3.2 Participants

Caregivers of patient with dementia (describe how these patients were diagnosed) were included.
These participants should meet the flowing inclusion criteria: 1) age of 18 years and above, 2) main
care for PwD for at least 6 months; and 3) currently living with the PwD. We contacted the
participants thought telephone, and seven caregivers completed the interviews. Four women and
three men from Mexico and UK participated in this study. All were family caregivers for PwD. The
duration of the experience taking care the patient varied from 1-10 years. All the caregivers lived
with the PwD. Table 1 shows the characteristics of the participants.

Table 1. Characteristics of participants

P AP GP TE RPwD GPwD | APwD
1 45 Male Y Son Female 80
2 74 Female N Daughter Female 96
3 22 | Female Y Grand daughter | Female 101
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4 42 Female Y Daughter Female 68
5 34 Male Y Grandson

6 43 | Female Y Daughter Male 80
7 33 Male Y Grandson

P. participant no, AP: age of participant, TE: techonolog

experience, RPwD: relationship with the PwD, GPwD: gender
of PwD, APwD: age of PwD

3.3 Data Collection

A semi structured interview guide was developed and then refined via discussion with the study
team. The final guide included the following sections: 1) demographic information, 2) experience
in the use of technology, 3) experience in caring the PwD, 4) faced difficulties. The instrument has
27 questions, the following are some examples of the questions that we applied:

e How was your experience taking care of the PwD?

e  What were the insights that motivates you to search medical help?

¢ Can you mention a recent situation of frustrations recently?

e Thinking about the last year, what were the most challenging situations that you faced with the
PwD related to his/her behavior?

e  What was your reaction in the previously mentioned situations?

e Does the PwD faced repetitive questioning or behaviors? Explain them.

e  What was the context when the PwD experimented the repetitive behaviors?

e How do you think that a chatbox like Alexa could help in the caring of the PwD?

The interviewer explained the purpose of the interview and discussed the caregiver right to

discontinue at any time for any reason. Interview data were collected by audio recording for future

analysis. The interviews were conducted at the preferred time of the caregivers to respect their

schedules and provide a suitable environment to share their thoughts and experiences. Data were

collected from September 2021 to March 2022. The interviews lasted an average of 22 mins
(max=40 min, min=12 min).

3.4 Data Analysis

Interviews recordings were transcribed, and the transcripts were read and analyzed by the team. A
coding framework was developed through thematic analysis [21]. The researchers became familiar
with the information by listening to the interview’s recordings during the transcription and
repeatedly reading the transcripts. The data were then stored and coded in Atlas.ti. To maintain
qualitative rigor, two researchers refined the coding categories.

4. Results

After the interview data were analyzed to identify core categories which describe the family
caregivers experience of interacting with PwD. In each one of the categories, we present some of
the interviewee answers, also we suggest how the conversational agents could help the PwD and the
family caregivers.

4.1 Challenging behaviors of the PwD

It is well known that all the PwD have different behaviors and symptoms and frequently unexpected
things happen. For that reason, it is difficult for the family caregivers to be prepared for all the
different challenging situations she/he might experience. However, they start knowing the PwD and
detecting the most common situations. For instance, in the interviews the participants mentioned:
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P1: “She forgets her things like money and medications”.

P5: “He is asking the same questions again and it became frustrating.”

Forgetting things and repetitive questioning were common challenging behaviors mentioned by the
interviewees. As we mentioned before the patients are different and each family faces different
situations, for that reason the caregivers need strategies to face these specific problems.

4.2 Strategies to face challenging behaviors of PwD

Informal caregivers learn about the disease and start implementing different positive strategies to
face the challenging behaviors they experience. For instance, they try to distract or entertain the
PwD by incorporating activities that they like to do.

P1: “I go out with her and try to make her feel busy”.

Frequent greetings and presentations are important to situate the PwD know and made her aware of
who are the people around. One informant suggested that:

P6: “It is important to greet him, ask him some questions”.

Formal caregivers and doctors suggest making the patients remember things so they can train their
minds, having conversations about their youth will help too. The main goal is to keep their minds
working. As one participant commented:

P6: “Just ask him questions, I often start the conversation about something from his youth, or his
teachings in school, so | just do that now, it definitely works, and it helps him.”

It is important to follow the conversation with the patient and answer their questions as many times
as needed. The participants shared some of their strategies to handle difficult situations with the
PwD.

P2: “I repeat the things over and over again”.

It is important that the solutions provided to the PwD and the caregivers consider several aspects of
both types of user such as: mental health, emotions, physical health, medication and personality. All
these aspects could be used by the caregiver assistant to personalize or tailor the tasks.

P5: “People with dementia tend to ask things, if you tell them to do something they ask why I should
do that, so you must explain to them why it is good for them to do that. Basically, give them a short

2

answer.

The idea is to make them feel comfortable and loved but not patronize them making them feel as
kids.

4.3 Support family caregivers’ emotions

The family caregivers try to make the PwD feel as comfortable as possible, and sometimes they are
not taking care of themselves [22]. They expressed that most of the time they feel sad to see how
the disease is progressing. They also experience frustration facing all the repetitive behaviors and
questioning. However, they are happy to have their loved one with them no matter the circumstances.
For that reason, it will be important to provide some solutions that help the family caregivers to take
care of the PwD.

P2: “She is my mother, it does not matter the conditions I want to have her”.

P4: “I feel frustrated and desperate”.

In the next section, we present some design insights based on the results of the interviews proposing
a caregiver assistant. The proposal is presented as a conceptual meta-model.

5. Design insight

All the tasks where the caregiver assistant can help are non-pharmacological interventions for
example, playing music, telling jokes, or executing relaxation routines. In the medical service
interventions, the caregiver assistant will be more limited because it won’t be able to diagnose the
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disease or provide medication, but it could be useful providing medication alarms and reminders,
also it has the option of calling 911 in case of an emergency.

The caregiver assistant can also assess the PwD asking specific questions or tasks to evaluate the
PwD’s performance and the progression of the disease. These assessments could be helpful for the
family caregivers and as well as the physician.

The conversational agents can interact with the patients answering repetitive questions (Fig. 1). They
can also act as medication reminders or other scheduled activities. All these activities can be easily
handled by these agents helping the caregivers on the support to the PwD and reducing the stress
and frustration. There are several attempts on including conversational agents in the activities of
daily life like playing music, some relaxation activities, but to the best of our knowledge these
conversational agents have not been used to address the phenomena of repetitive questions.

repelitiye :
——— Queslloning

o Answering
Pafient with Reminders  conversational
Dementia agent

Fig. 1. Patient with Dementia and Conversational Agent Interaction

This model suggest that the caregiver assistant should be aware of the environment. For example, it
needs to know if the informal caregiver left the house, if the PwD is moving around the house or if
the PwD left the house so it can send a message or call the caregiver to alert the situation. Also, the
awareness can be useful for pattern recognition in the future understanding when, where and why
the PwD experiences those behaviors.

It is important to understand how the conversational agents will help informal caregivers so we can
evaluate how helpful and useful the system is for the caregivers. The evaluation could be performed
conducting interviews, questionnaires, and usability evaluation. It is important that the informal
caregiver uses the caregiver assistant to relax and reduce the negative emotions mentioned by the
caregivers in the interviews (Fig. 2). The conversational agents can provide some relaxation routines
to the family caregivers and answering some of the PwD’s repetitive questions reducing the
frustration of the family.

Fouines. 8

conversational Informal
agent caregivers

Fig. 2. Informal caregiver and conversational agent interaction

The incorporation of persuasive strategies such as personalization, challenges, tailoring can be an
additional value (Fig. 3). These strategies can keep the caregivers and PwD using the conversational
agent, because as researchers and developers we want to keep the attention of the users, but also, we
want to change their attitudes and eventually impact in the behaviors.

i Tailoring :
@) Challenges : 3
("\ .
0 >
Patient with _~conversationa
Dementia s agent

caregivers

Fig. 4. Strategies in the use of conversational agent
Conversational agents can help informal caregivers provide personalized greetings and some
specific clarification to the PwD every morning to start the day or at the end of the day. In specific
cases the agent can play some greeting with the voice of the caregiver or with a different voice
depending on their needs. Thus, we suggest the following persuasive strategies.

31



Jiménez S., Favela J., Quezada A., Ramachandran R., Juarez-Ramirez R. Challenges in Conversational Agents to support Informal
Caregivers of People with Dementia. Trudy ISP RAN/Proc. ISP RAS, vol. 35, issue 1, 2023. pp. 25-34

5.1.1 Personalization

The users should be able to personalize the system according to their preference, including name,
nickname, gender of voice. Caregivers can modify to its convenience some of the features of the
conversational agents.

5.1.2 Challenges

In these cases, the conversational agents could be a useful tool by reading audiobooks, playing
music, or other recreational activities such as games.

5.1.3 Tailoring

Informal caregivers can let the conversational agent know that they are going to go out or when they
are going to get the meal, so when the PwD asks about it, the conversational agent will answer what
is happening or will happen next. The agent can then suggest calling the caregiver or someone else
if the PwD feels anxious.

6. Conclusion and future work

In this paper, we presented a qualitative study based on interviews to seven informal PwD caregivers
from two different countries. The results suggest that the most challenging behaviors of the PwD
are forgetting things and repetitive questioning. Caregivers have faced these problems and have
developed different strategies to deal with them such as: follow the conversation, go out with the
PwD to distract him/her, ask questions for the patient to reflect on where he is and who he is with,
and for mental stimulation.

In all the informal caregivers’ interviews, the caregivers expressed that taking care their loved ones
trigger negative emotions like frustration and stress.

Based on these results, we suggest a model that describes the ecosystem of PwD assistance and how
a caregiver assistant can support informal caregivers with some activities. The conversational agents
can be an effective tool to support PwD answering repetitive questions, monitoring and evaluating
the PwD. The evaluation could be useful for the assessment of disease progression. These patterns
can detect specific situations in specific days or with specific context.

The proposal includes some persuasion strategies can help on change the PwD attitude and
eventually change their behaviors.

This study suggests the next lines for future work:

1) Design an ontology using the conceptual model presented in this paper. The conversational
agents can be developed taking advantage of such ontology.

2) Design a conversational agent that implements the strategies presented in this model.

3) Use a commercial conversational agent such as Alexa, Siri or Cortana to determine the
acceptance and impact on PwD and informal caregivers.

The proposed model can be a basis for researchers and developers for implementing strategies and
suggestions to support PwD and informal caregivers.
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Abstract. The coronavirus COVID-19 swept the world in early 2020, working from home was a necessity. In
the software industry, thousands of software developers began working from home, many did so on short notice,
under difficult and stressful conditions. The emotions of developers can be affected by this situation. On the
other hand, some well-known soft skills have been emphasized as required for working remotely. Software
engineering research lacks theory and methodologies for addressing human aspects in software development.
In this paper, we present an exploratory study focused on the developers’ wellbeing during pandemic, expressed
as emotions, and the perceptions of the level in which soft skills are practiced/required in the working from
home mode. The results show that high percent expressed to experience positive emotions, however, a portion
of respondents expressed to feel negative emotions. In the case of soft skills, some of them are revealed as
practiced in high level in working from home, but still there is not consensus.
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Annotanms. B Hayane 2020 roma koponasupyc COVID-19 pacnpocTpaHmics Mo BceMy MUPY, U paboTa Ha
JIOMy CTaja HeOOXOMUMOCThIO. B WHIYCTpUHM MPOrPaMMHOTO OOCCIICUCHUS THICSYN pa3pabOTIYMKOB
MIPOTPaMMHOT0 00ECTICYCHUS HaYaau paboTaTh U3 J0Ma, MHOTHUE CeTalli 3TO B KOPOTKUE CPOKH, B CIIOKHBIX
Y HaIpPSOKCHHBIX YCIOBUSX. DTa CHTyaIlMs MOTJIa BO3JCHCTBOBATh HA 3MONMWH pa3paboruynkoB. C npyroi
CTOPOHBI, CTAJIO TMOHATHO, YTO AJIS YAAIEHHOH paboThl HEOOXOIUMBI HEKOTOPBIE XOPOILO U3BECTHHIE HABBIKH
MEXITMYHOCTHOTO 00mieHus. MccnenqoBaHuaM B 00JacTH MPOTPaMMHOM WH)KCHEPHH HE XBaTaeT TEOPHH U
METO/IOJIOTHH JJIsl PACCMOTPEHHS YeNIOBEYECKMX acleKTOB B pa3paboTKe MporpaMMHOro obecredeHus. B stoit
CTaThe MBI MPENCTAaBIsIEM MPEABAPUTEIHFHOE HCCIEAOBAHNE, TIOCBSIIEHHOE NMCUXO()U3NIECKOMY COCTOSTHUIO
Pa3paboTYMKOB BO BPEMsl MAHAEMHH, BEIPAXKCHHOMY B HCITBITBIBAEMBIX AMOIHMAX M TIOHUMAHUU TOTO YPOBHSI,
Ha KOTOPOM HCIOJB3YIOTCS/TPeOYIOTCS THOKKME HABBIKK MpH paboTe U3 goma. Pe3ynpTaThl MOKa3hIBAIOT, YTO
SMOIMK OOJBIICH YacTH Pa3pabOTYMKOB OBUTH MOJOKUTECIBHBIMU, OJHAKO YacTh PECIOHACHTOB BhIpasuiia
OTpHIIATeNbHbIC AMOIMH. UTO KacaeTcsi THOKHX HABBIKOB, HEKOTOPBIC M3 HUX OKa3bIBAKOTCA OYCHBb
BOCTPEOOBAaHHBIMHU MPH PabOTE U3 AOMA, HO SJMHOTO MHEHHS HET.

KiawueBbie caoa: COVID-19; ymanenHas paborta; pa3paboTka MOpOTPaMMHOTO OOECTICUCHHS;
MCHX0()U3NIECKOE COCTOSTHHE Pa3padOTINKOB; THOKIE HABBIKH

s uutupoBanusi: Xyapec-Pamupec P., HaBappo K.K., Jlucea I'., Xumenec C., Tanma-Mo6appa B., I'eppa-
lapcus C., Ilepec-T'oncanec I'.I. Bmmsame mangemun COVID-19 Ha mncuxodu3ndeckoe COCTOSHHE
pa3pabOTYMKOB IIPOrPaMMHOTO 0OECTIeUeHHUs U HOBBIE TEH/ICHIIMH B 00J1aCTH TMOKHX HAaBBIKOB IPH paboTe 13
noma. Tpyast UCIT PAH, tom 35, Bbim. 1, 2023 r., ctp. 35-56. DOI: 10.15514/ISPRAS-2023-35(1)-3

1. Introduction

According to a World Economic Forum (WEF) forecast of employment trends [1], remote work is
the future; it is one of the biggest drivers of transformation in workplaces around the world, with
around 40% of full-time employees already used to some form of remote work/telecommuting in
the USA and Europe. Also, the WEF stated that [1]: “On average, by 2020, more than a third of the
desired core skill sets of most occupations will be comprised of skills that are not yet considered
crucial to the job today, according to our respondents.” Gartner [2] stated that as digitalization moves
from an innovative trend to a core competency, enterprises need to deliver products, attract, and
retain talent.

36


mailto:veronica.tapia@leon.tecnm.mx
https://www.jmir.org/search?type=keyword&term=caregivers&precise=true

Xyapec-Pamupec P., HaBappo K.K., JIucea I'., Xumenec C., Tanna-Ubappa B., I'eppa-Tapcus C., [lepec-T'oncanec I'.I'. Bausune nangemun
COVID-19 Ha ncuxodu3H4ecKoe COCTOSHUE Pa3paboTYNKOB IPOrPAMMHOTO 00CCIICUCHHUs U HOBbIC TCH/ICHIINU B 00JIACTH T'MOKHX HABBIKOB
nipu pabote u3 goma. Ipyow UCII PAH, Tom 35, Bem. 1, 2023 r., ctp. 35-56

According to specialized forums on Internet [3-6], recently, there are multiple options for hiring
software developers in the marketplace; hiring remote dedicated develop is one of them. A company
needs to hire remote dedicated developers when it feels and notices the following signs [7], among
others: a) Struggle for desired skills in their teams; and b) Need of faster delivery of the project.
The recent situation of COVID-19 spread represents a starting of disruption in skills for remote
work, as it suggested in Internet forums [8-10]. In this time, employees need to adopt or develop
habits for working, which represent abilities and skills to possess. Professional software developers
and practitioners are now working from home (WFH), and they should possess those skills.

Some studies present evidence of the “dilemma” about if software developers like to work from
home in formal jobs [11-17], its benefits and challenges; this is also well expressed in popular forums
on Internet [5, 18-20]. The ability to work remotely has been long touted as a prime perk by recruiters
and hiring managers, especially in industrialized countries, contracting outsourcing services;
furthermore, even when some developers like to work remotely, many others do not. However, data
from a Survey [5] of the well-known blog called Stack Overflow Developer suggests that before
pandemic a slight majority of developers (57.90 %) want to work in the office as opposed to home
(33.20 %), while a mere 8.80% want to work out of another place such as a coworking space or café.
Working remotely has advantages and disadvantages, as expressed in Internet forums [21, 22], some
of them are cited here:

Advantages: Reduced cost of software development; increased productivity; full flexibility of work;
easy to scaleup the software development teams; faster to decrease/increase the manpower; faster
delivery of projects; effective use of diverse time-zones; and access to a large pool of talent across
the globe.

Disadvantages: Reduced control over the remote team; communication-related problems; reduced
human connection; cross-culture gap; issues related to the quality of work; and increased risk of
project failure due to reliability matters.

Traditionally, the productivity and performance of software developers and other jobs [23] is
assessed and measured, as indicators of company capacities to produce software, but software
developers are not machines, they are human beings; this fact stablishes a connection between
cognitive and psychological aspects [24]. There are several studies that describe the connection
between developers’ wellbeing and their performance and productivity as it is cited in [25-27].
However, in the software industry there is a lack of attention addressing the human aspects in
software development [28, 29]. Software systems are designed and used by humans; and the human
being is characterized, among other things, by emotions. Given this fact, the process of designing
and developing software systems is, like any other facet in our lives, driven by emotions [24].

By today, during the COVID-19 pandemic, in the software industry, thousands of software
developers began working from home, many did so on short notice, under difficult and stressful
conditions. Companies that fire for remote software developer jobs are [30]: Amazon, Facebook,
CrowdStrike, GitHub, Oracle, Slack, Twilio, Twitter, Spotify, SAP, VMware, Salesforce. Several
studies have concluded that remote developers are happier, more productive, and focused when
working from home as is stated in [31, 32]. So, employees can harness flexible hours to optimize
their schedule and work when they feel the most productive if they deliver work on time.

As we mentioned early, there are advantages and disadvantages of working from home. The elapsed
period of pandemic has shown that some precise advantages are flexible schedule, increasing
productivity, and work-life balance. However, working from home has some challenges, such as the
following requirements: self-management and discipline, effective communication, and teamwork
synchronization. So, it is time to analyze the wellbeing of developers expressed in a set of emotions
working in the pandemic lockdown and the new normality. Furthermore, it is important to revisit
the set of soft skills that commonly are demanded in software development, and especially in the
working from home mode because it is a new fashion derived from COVID-19 pandemic.
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In a previous version on this paper (“How COVID-19 Pandemic affects Software Developers’
Wellbeing: An Exploratory Study in the West Border Area of Mexico-USA” [33]), we presented the
first part of this exploratory study with a survey applied to practitioners in the west border area of
Mexico-USA, emphasizing the conditions of working from home, the support from the companies,
and the set of emotions they have experienced. In this extended version, we add a descriptive
analysis about the most common skills of software developers, emphasizing those soft skills that
participants considered more required/practiced in working from home mode. Also, we include the
corresponding background.

The rest of the paper is organized as follows. Section 2 contains a background describing what
emotions are, and the new trends in soft skills requirements. Section 3 describes some related work.
Section 4 describes the methodology used. Section 5 contains the results in a descriptive way.
Section 6 contains the discussion. Finally, section 7 has the conclusions and future work.

2. Background

2.1 The stereotype of software developers and emotions

There are many stereotypes about software developers. A common trope is the idea that they are
emotionless, completely rational robots.

Software engineering research lacks theory and methodologies for addressing human aspects in
software development [28, 29, 34]. Software development tasks are undertaken through cognitive
processing activities. Affects (emotions, moods, feelings) have a linkage to cognitive processing
activities and the productivity of individuals. Software engineering research needs to incorporate
affect measurements to valorize human factors and to enhance management styles.

In [35], a theoretical framework for supporting emotions in the context of workplace was presented,
which is the Affective Events Theory (AET). In AET, the work environment settings (e.g., the
workplace, the salary, promotion opportunities, etc.) mediate work events that cause affective
reactions, which are interpreted according to the individuals’ disposition. Affective reactions then
influence work-related behaviors, including emotions.

Emotions have been defined as the states of mind that are raised by external stimuli and are directed
toward the stimulus in the environment by which they are raised [36]. However, several definitions
have been produced for this term [37], and no consensus within the literature has been reached. For
practical aspects, this term has been taken for granted and is often defined with references to a list,
e.g. anger, fear, joy, surprise [38].

Other related terms are moods and feelings. Moods have been defined as emotional states in which
the individual feels good or bad, and either likes or dislikes what is happening around him or her
[39]. Feelings have been defined as the conscious subjective experience of emotions [40]. One of
the most related terms is happiness, which has been defined as the emotional evaluation of life
measured as the sum of the frequency of emotions in a timespan [41-43].

In our study, we are focused on a set of emotions, and we are going to introduce the way they are
considered in the software development context. Software companies nowadays often aim for
flourishing happiness among developers. There are several ways to make software developers
happy, for instance [44]: Perks, playground rooms, free breakfast, remote office options, sports
facilities near the companies, etc. Graziotin et al. present several studies [44-49], which relate
developers’ happiness with productivity, solving problems in a better way, better performance, and
SO on.

In [29], a set of emotions experienced by programmers are presented: a) Positive: Happy,
Enthusiastic, Pleased, Optimistic, Enjoying, Content; b) Negative: Depressed, Frustrated, Angry,
Disgusted, Unhappy, Disappointed. These emotions could occur during programming and affect
productivity.
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2.2 The new trends in soft skills

In a software developers’ working career, they consider whether their level of hard and soft skills is
appropriate. Employers know that professional and technical skills alone cannot help to achieve
organizational goals and maintain company competitiveness. The qualities preferred for software
developers include technical knowledge within the field or the position as well as soft skills [50].
Currently, employers consider that to achieve the company’s goals, the employees must master the
technical and professional knowledge and superstructure of soft skills. This means that soft skills
are becoming critical to the success of a company.

A hard skill is the ability to conduct a particular type of task or activity using technical knowledge
and experience, while a soft skill relates to a person’s relationships with others and can be applied
widely [50]. Hard skills involve technical knowledge of programming languages, compilers, base
software systems [51-56], and other specific technical knowledge such as effort estimation, and so
on [57]. Hard skills are acquired in formal courses and training.

In the case of soft skills, many definitions can be found in the literature. In general terms, soft skills
are personal quality attributes divided in interpersonal, intrapersonal, and high-order thinking
(cognitive) skills [55, 58], which are characterized as self-identity, self-control, social skills,
communication, and mindset [58-60]. Soft skills characterize certain career attributes that
individuals may possess like the ability to work in a team, communication skills, leadership skills,
customer service, emotional intelligence, and problem-solving skills [61]. Soft skills are personal
qualities, attributes, or the level of commitment of a person setting him or her apart from other
individuals who may have similar skills and experience [62]. They are the intangible, non-technical,
personality-specific skills that characterize a person as a leader, facilitator, mediator, and negotiator
[50].

Much formal and informal literature cite the importance of the programmer role [63], and the skills
or attributes that programmers and software developers should have [64]. Next, we summarize some
proposals for soft skills, which are appropriate for software developers: creativity [65-68], critical
thinking (problem solving, analysis) [67, 68], self-learning, reading and comprehension,
interpretation, inference, explanation, open-mindedness, self-regulation [67], effective
communication, effective cooperation [65, 69], engagement, commitment, teamwork [61, 68],
leadership skills, customer service, emotional intelligence [61], motivation [70], tasks identification,
planning and scheduling, conflict resolution [68].

In the last six years, the WEF [1] is leading in the looked at current employment, skills, and
workforce strategies to identify the top ten skills everyone will need in the fourth industrial
revolution. The report compares the shift in the soft skills needed to succeed in maintaining a job.
In Table 1 we can see how the top ten skills have shifted between 2015 and 2020 [1, 50].

As we can see, complex problem solving continue in the top by 2020. Critical thinking moved
forward two places, going to the second place. Creativity moved from the tenth place in 2015 to the
third in 2020. Emotional intelligence appears as a new skill, at sixth place in 2020. Active listening
disappears in the list of 2020.

Table 1. The shift in the top ten soft skills in 2015 and 2020

Top 10 Soft-skills in 2015 Top 10 Soft-skills in 2020
. Complex Problem Solving . Complex Problem Solving
. Coordinating with Others . Critical Thinking
. People Management . Creativity
. Critical Thinking . People Management
. Negotiation . Coordinating with Others
. Quality Control . Emotional Intelligence
. Service Orientation . Judgment and Decision Making
. Judgment and Decision Making . Service Orientation

O INOOBD|W[IN|F-
0N |WIN|F-
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9. Active Listing 9. Negotiation
10. Creativity 10. Cognitive Flexibility

3. Related work

In [71], a study is presented, which investigates the effects of the COVID-19 pandemic on
developers’ wellbeing and productivity. These authors used a questionnaire survey created mainly
from existing, validated scales and translated into 12 languages. This work oriented the wellbeing
to emotional status. The authors stated that individuals’ wellbeing while working remotely is
influenced by their emotional stability (that is, a person’s ability to their control emotions when
stressed). This proposal is supported by the suggestion of [72]. The main results presented in [71]
are: (1) the pandemic has had a negative effect on developers’ wellbeing and productivity; (2)
productivity and wellbeing are closely related; (3) disaster preparedness, fear related to the pandemic
and home office ergonomics all affect wellbeing or productivity. In general terms, this study reports
that the COVID-19 pandemic has not been good for emotional stability, as it also supported by [73].
In [74], the Construx Software company presented a study, where surveyed software professionals
to determine the effect that working from home during the COVID-19 pandemic is having on
software development. The survey explored changes in communication and the impact on
individuals, on teamwork, on leaders’ ability to lead, and on specific technical practices. The study
presents long-term recommendations for WFH based on survey findings. Next, we highlight some
of them: (1) recommendations for individuals, oriented to orchestrate a tech infrastructure at home,
workday time scheduling, and disposing time space for personal and family issues; (2)
recommendations for teams, oriented to organize synchronized teams’ work, stablishing clear
expectations and communicate them to the team, and enabling efficient communication channels
and practices; and (3) recommendations for leaders, oriented to develop remote-leadership skillset,
maintain support to remote teams, and consider human aspects such as emotional needs of team
members and try to give support on it.

In [75], the authors presented a study to analyze and understand how a typical working day looks
like when working from home during the pandemic and how individual activities affect software
developers’ wellbeing and productivity. Results suggested that the time software engineers spent
doing specific activities from home was similar when working in the office. However, they also
found some significant differences. An interesting finding was that the amount of time developers
spent on each activity was unrelated to their well-being and perceived productivity. So, the authors
concluded that working remotely is not per se a challenge for organizations or developers.

In [76], the authors presented a study, emphasizing on that COVID-19 pandemic has provoked an
overnight exodus of developers that normally worked in an office setting to working from home. To
find out how developers and their productivity were affected, the authors distributed two surveys to
understand the presence and prevalence of the benefits, challenges, and opportunities to improve
this special circumstance of remote work. One of the main findings is that there is a dichotomy of
developer experiences influenced by many different factors, which for some are a benefit, while for
others a challenge. For example, a benefit for some was being close to family members, but for
others having family members share their working space and interrupting their focus, it was a
challenge.

4. Methodology

4.1 The survey

The objective of the survey is to identify the level of positive and negative emotions that software
developers experienced working from home during the COVID-19 pandemic. Furthermore, we are
going to identify the perception of participants about which soft skills are practiced in the working
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from home mode. We designed the survey organized in the following sections: a) demographic, b)
job position aspects, ¢) conditions of working from home (equipment, etc.), d) the impact of COVID-
19 in working life, e) effectiveness of working from home strategies (including emotions), and f)
programmer/developer attributes. The survey was presented in Google forms and applied by April
2021.

The set of emotions. Developing software systems is driven by emotions, as is stated in [24].
Programmers go through positive and negative emotions [29] in software development activities.
Based on this, we considered a set of emotions, both positive and negative, supported by proposals
extracted from [44, 45, 46, 47, 48, 49].

The set of soft skills. As we mentioned early, the WEF suggested a set of skills needed for the fourth
industrial revolution [1, 50], as it is shown in Table 1. We adapted such proposal to the software
development context considering intra and interpersonal attributes. We integrated a set of soft skills
considering those suggested in [64-66, 68, 69] and our experience in real software projects with
industry.

The survey has three important parts for this study: (1) the main difficulties faced in working from
home during pandemic, 14 items (one per each difficulty) in a 5-point Likert scale; (2) emotions
lived in full working from home mode during pandemic, 17 items (one per each emotion) in a 6-
point Likert scale; (3) soft skills or attributes practiced in working from home during pandemic, 23
items (one per each soft skill) in a 4-point Likert scale. The consistency of the items was evaluated
with Cronbach's alpha test, having the following results for the three sets: items of difficulties 0.794,
acceptable; items of emotions 0.775, acceptable; items of soft skills 0.990, excellent.

4.2 The sample

This research involves a social study, so we considered graduates of the Computer Engineering
undergraduate program from the Universidad Auténoma de Baja California, Tijuana campus. Due
to the limitations to contact complete graduated classes, it was not feasible to do random sampling,
so we used a non-probabilistic sample, that is, a convenience sample, considering a list of graduates
with possibilities for contacting them. We did an invitation to 65 graduates who are working in
companies in the Tijuana-USA border, including Silicon Valley and Seattle, WA. We included big
companies worldwide known, considering that such level of companies could provide media needed
to work from home. The invitation was sent to graduates through email or chat contact, encouraging
them to answer in a period of 15 days. One kindly reminder was sent to 30% of the invited graduates
before the deadline. Finally, 45 answers were collected.

The sample was 45 developers from companies of the west side of the Mexico-USA border: Baja
California (Mexico) and California (USA). 62.2% of respondents work and live in Tijuana, 11.1%
live in other cities close the border, while 26.6% developer work and live in the USA side. The
gender, 98% male and 2% female; this proportion is common in software development practitioners.
53.0% of respondents live at family home, while 47.0% do not. About 60.0% are single.

About the work experience in industry, the distribution is as follows: Less than 1 year: 2.2%; 1 year:
13.3%; 2 to 3 years: 17.8%; 4 to 5 years: 22.2%; 6 to 7 years: 17.8%; 8 to 9 years: 11.1%; 10 or
more years: 15.6%. A significant percent expressed to have 4 or more years (66.7%).

The respondents reported to perform a mix of activities related with software development. They
emphasized to do software design. The percentages for activity are expressed as follows: Software
design: 82.2%; Programming: 57.8%; Maintenance: 66.7%; System/requirements analysis: 28.9%;
Code review: 28.9%; Project management: 17.8%; Manager 66.7%; Team Leader: 66.7%; Other:
11.1%; Administrator: 0%.
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5. Results

The results are expressed in the followings terms: 1) equipment and infrastructure for working from
home; 2) the satisfaction with the company’ support; 3) worries about conditions derived from
working from home; 4) difficulties faced; 5) experienced emotions; 6) preference for the working
from home mode; 7) level of satisfaction with working from home, and 8) the soft skills practiced.

5.1 Equipment and infrastructure
The conditions of equipment and workspace available for working from home is shown in Fig. 1.

Indicate the equipment and space you have at home
(currently):

Frequency

Fig. 1. Equipment in home office

The most basic equipment is possessed by almost all the respondents (laptop, headphones, Internet
service, desk/table, comfortable chair, and mobile phone). However, important items required for
working from home are not possessed by all the respondents, for instance, only 62.2% have speaker
device, and only 53.3% have a private room for working. Speaker device is required for
conversations and meetings. A private room for office is very recommendable for comfort.

5.2 Satisfaction with the company’ support
The satisfaction with the company is expressed as follows (see Fig. 2, 3):

e “The general support you are getting from your Company to help you transition to taking your
work from home”: 77.7%.

e  “The support you are getting from your Company to provide you equipment and tech for taking
your work from home”: 77.7%.

e “The communication they are getting from the Company about its ongoing responses to
COVID-19, e.g. how long time to stay working from home, when to return back to office”:
80.0%.

e “The communication you are getting from your Company about its ongoing responses to
COVID-19, e.g. how long time to stay working from home, when to return back to office”:
75.5%.

e “Encouragement to teamwork™: 75.5%.

e “Promotion of using methodologies for working better”: 68.8%. “Recognition of people, team,
individual, effort/performance”: 77.7%.

e “Informing protocols to visit office if it necessary”: 71.1%.
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Plepase indicaie your level of satisfaction with your Company about:

uVery dissatisfied u Generally dissatisfied
Neither satisfied nor dissatisfied = Generally satisfied
=Very satisfied

[The Infarmation you are getiing about how changes
at your Company in response to COVID-13 will impact
your cenfidence {e.g.. Ananclal ald, permanece, wic.)]

[The communicathon you are getting from your
Company ebout its ongoing responses to COVID-18,
&9, how long time Lo stay warking from home, when

o retuen back o office..]

[Tha suppodt you are getling from your Company ta
prowide you equipment and tech for taking your work
from homa

[The geresal support you are getting from your
Camgany to halp you transition to taking your work 1|
from home]

] 1 Fid L 40
Frequency

Fig. 2. Satisfaction with the company - Part |

Please indicate your level of satisfaction with your Company about:

w Very dissatisfied » Ganerally dissatisfied
Naither satisfied nor dissatisfied # Generally satisfied
= Very satisfied
[Informing protocols to visit office, if it [T S T
necessary] L

[Recognition of peoplefteam/individual - B E

effort/performance]

[Promaotion of using methodolgies for
working better] - :

[Encouragement to team-work] Sl ¢ R

L 10 0 E] 40 50

Fremusney

Fig. 3. Satisfaction with the company - Part 2

5.3 Worries

Considering the answers “sometimes” to “very often”, the percentages of worries are as follows (see
Figs. 4, 5): Doing well in the Company now that many or all your work is from home: 51.1%; losing
friendships and social connections now that work is from home: 46.6%; accessing and successfully
using the technology needed for your work, from home: 42.5%; and having access to health care:
46.6%.

Worry about
Never ®=Almost never = Sometimes ~ Often = Very often
|Accessing and successfully using the

technology neaded for your work, from Y @

home]

Losing friendships and social connecticns
e Vool 2 5

now that work is from homa]

[Doing well in the Company now that many Y -

or all your wark is from home|

0 10 20 30 40 50
Frequency

Fig. 4. Worries -Part 1
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Worry about
Never = Almost never = Sometimes  Often = Very often

[Having enough to eat day-to-day] 27 s 6
[Hawving : ::[r}enilils?;i ]e place to 28 N 41 5
o oy o m—
[Having access to health cars] 14 D 5
I 10 20 30 40 50
Frequency

Fig. 5. Worries -Part 2
In general terms, respondents are more concerned with social interaction with work colleagues, and
lack of social experience with other work colleagues, expressed as 55.5% (extracted from Figs. 7,
8) in both cases. Also, significant difficulties are to have access to team leader and team for face-to-
face conversations (37.7%, 42.2%, respectively, extracted from Fig. 7). Another significant percent
is the difficulty in keeping a regular work schedule (40.0% extracted from Fig. 6). Finally, a clear
concern is anxiety with respect to COVID-19 risks (44.4%).

Main difficulties you are facing during the pandemic

Very Low wmBelow Average »Average =Above Average =Very High

[Lack of ability to stay connected to work] » I s 07

[Keep a requiar work schaduls | el v 0§

[Internet connection] « R 103

[information and Communication (ICT) i
equipment] L - LB
o '] 20 1] 40 50
Fraquency

Fig. 6. Difficulties -Part |

Main difficulties you are facing during the pandemic

Very Low =Below Average Average Above Average = Very High

[Lack of regular access to team leader and
team members advising] B - " L !

[Lack of face-to-face interaction with team
leader and team] 15 - 9 o

[Social isolation from work colleagues | bl . 1" 8 _JS

0 5 1 15 X 25 30 I 40 &5 S
Fraquency

Fig. 7. Difficulties - Part 2
In general terms, respondents are more concerned with social interaction with work colleagues, and
lack of social experience with other work colleagues, expressed as 55.5% (extracted from Figs. 7,
8) in both cases. Also, significant difficulties are to have access to team leader and team for face-to-
face conversations (37.7%, 42.2%, respectively, extracted from Fig. 7). Another significant percent
is the difficulty in keeping a regular work schedule (40.0% extracted from Fig. 6). Finally, a clear
concern is anxiety with respect to COVID-19 risks (44.4%).
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5.4 Faced difficulties

Seven difficulties are shown in Figs. 6, 7. 26.6% expressed to have difficulties with information and
communication equipment. 31.1% expressed to have difficulties with Internet connection. 40.0%
expressed to have difficulties in keeping a regular work schedule. 22.2% expressed to have
difficulties to stay connected to work. 55.5% expressed to have difficulties with social isolation from
work colleagues. 37.7% expressed to have lack of face to face-to-face interaction with team leader
and team. 42.2% expressed to have lack of regular access to team leader and team members advising.
The second set of seven difficulties are shown in Figs. 8, 9. 35.5% expressed to lack of opportunities
to request better performance of team leader or team. 55.5% expressed to have lack of social
experience with other work colleagues. 24.4% expressed to have more difficulties to complete work.
24.4% expressed working from home experience not engaging. 44.4% expressed to have general
anxiety with respect to COVID-19 risks. 22.2% expressed to have anxiety about working from
home. 22.2% expressed to have economic concerns.

Main difficulties you are facing during the pandemic

Very Low wBelow Average = Average » Above Average  wVery High

[Work from home experience not engaging] ] - £ |
[More difficult to complete work] = 70

[Lack of social experience with other work .
colleagues | o [ 8 .

[Lack of opportunities ta request better 1 - 101

performance of team leader or team |
0 10 20 b 40 50
Frequency
Fig. 8. Difficulties - Part 3
In general terms, respondents are more concerned with social interaction with work colleagues, and
lack of social experience with other work colleagues, expressed as 55.5% (extracted from Figs. 7,
8) in both cases. Also, significant difficulties are to have access to team leader and team for face-to-
face conversations (37.7%, 42.2%, respectively, extracted from Fig. 7). Another significant percent
is the difficulty in keeping a regular work schedule (40.0% extracted from Fig. 6). Finally, a clear
concern is anxiety with respect to COVID-19 risks (44.4%), Fig. 9.

Main difficuities you are facing during the pandemic

Very Low =Below Average »Average »Above Average =Very High

|Economic concerns] i - B 4
[Aniety shout working from homa] 3 - T s
[General anxiety with respect to COVID-13 | n . 13 4 i

Frequency

Fig. 9. Difficulties - Part 4

5.5 Emotions

A set of positive emotions are shown in Fig. 10. Considering answers from average and more, 88.8%
of respondents are optimistic from average to very high, and 64.4% are optimistic above average
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and more. 86.6% have serenity from average to very high, and 55.5% have serenity above average
and more. 95.5% are happy from average to very high, and 64.4% are happy above average and
more. 97.% have acceptance from average to very high, and 84.4% have acceptance above average
and more. 93.3% have trust from average to very high, and 75.5% have trust above average and
more. As we can see, the respondents present high levels of positive emotions.

Eemations about full working from home during the pandemic

sVery Low =Below Average Not sure « Average » Above Average = Very high

[Trust] [H g 18 16
|
[Acceptanca] [ 18 A9
[Happy (Joy)] " B H
|

[Serenity] [N 1 10 1%

[Optimism] W 3 1 1 18
a 10 w 30 40 ]

Frequancy

Fig. 10. Emotions —Part 1

Emotions about full working from home during the pandemic

Very Low mBelow Average Motsure » Average » Above Average =Very high

[Confused] 7 10 L
[Surprise (surprised]] 16 - ] 10 5 0
[Fear {anxious)] i . G ] T
[Apprehension
(worriad]] Lo - . 3 T
L 10 20 k) 49 50
Frenguency

Fig. 11. Emotions —Part 2

Emaotions about full working from home during the pandemic

Very Low sBelow Average Mot sure = Average = Above Average »\Very high

(Boredom] T 1 il
[Disgust] 2 I 13[4
[Nervous} s I 12 8 3
[Sadness] 18 - 12 9

0 10 0 kL] 40 500
Frenquency

Fig. 12. Emotions —Part 3
In Figs. 11, 12 the responses about negative emotions are presented. Let see the results for negative
emotions. 53.3% of respondents expressed not to have apprehension, while 42.2% expressed to have
it in average and more, 4.4% said not to be sure. In the case of fear, 48.8% expressed not be afraid,
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while 37.7% expressed to be afraid in average and more, and 13.3% said not be sure. About to be
confused, 53.3% expressed they are not, while 24.4% expressed to be and 22.2% were not sure.
The next set of negative and positive emotions are shown in Fig. 13. In the case of anger, 57.7%
expressed not having anger, while 8.8% expressed being angry, and 33.3% said they were not sure.

51.1% expressed not being annoyed, while 20% expressed having annoyance, and 28.8% said not
be sure.

Emotions about full working fram home during the pandemic

Very Law ®Below Average Notsure » Average » Above Average »\Very high

[Anticipation] 4 - ! 15 8 T
[interest) 2/ 10 15 &
[Annoyance 5
{annoyad)] L] _ 13 BN,
[Anger {angry]] z N 15 4
] 10 0 30 40 50
Frenquency

Fig. 13. Emotions —Part 4

5.6 Preference of working mode

The preference in shown in Fig. 14. 44.4% have high preference for working from home, while
35.5% have medium preference, and 20.0% have low preference. On the other side, 24.4% have

high preference for working in the presence face-to-face mode, and 15.5% have medium preference,
and 60.0% have low preference.

Preference for the mode of working
= [Presence face-to-face (at office)] = [Semi (office and home)]

® [Full working from home]

LOWEST 1 » BN
% MEDIUM |8 22 “
g .
& ricHesT [ " | 14 —
]
L 0 10 20 30 40 50
Frequency

Fig. 14. Preference for working mode

5.7 Satisfaction with working from home

As we can see in Fig. 15, 91.0% shown satisfaction of working from home, considering responses
satisfied and very satisfied. There is a significant percent of people which are satisfied of working
from home, even when some of them have experienced negative emotions and have some difficulties
as it is expressed in previous sections.
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In general terms, how satisfied you are about working
from home?

u Very satisfied

s Satisfied
Neither

u Very dissatisfied

® Not sure

Fig. 15. Satisfaction of work_ing from home -during_pandemic.

5.8 Attributes/soft skills of software developers practiced

We collected responses about the three modes: Presence face-to-face, semi-online mode, and
working from home; however, in this section we only present the results of the participants opinion
on how soft skills are practiced in the working from home mode. We present the results for a sample
of skills, organized in terms of the level of practice in the working from home mode, so firstly we
present the more practiced in this mode, and later the less practiced.

Table 2 shows the frequencies for each soft skill. We present the results in terms of the 4-point Likert
scale: Nome (N), Low (L), Moderate (M), High (H). As we can see, most of the soft skills have
significant frequencies from moderate to high, except those “negative” attributes or attitudes such
as impatience, laziness, and hubris.

The skills more practiced in high level are self-learning (66.6%), reading & comprehension (64.4%),
adaptability (64.4%), and good team player (64.4%), curiosity (60.0%), attention to details (57.7%),
task & time management (57.7%), quick learning (55.5%), and quick learning outside programming
(55.5%).

Table 2. Soft skills: Working from home (Frequency)

Soft Skills N L M H
Self learning 0 5 10 30
Reading & comprehension 0 4 12 29
Adaptability 1 4 11 29
Good team player 0 5 11 29
Curiosity 0 2 16 27
Attention to details 0 3 16 26
Task & time management 0 5 14 26
Quick learning 0 3 17 25
Quick learning outside prog. 0 4 16 25
Pair support 0 8 13 24
High end-user focus 0 3 19 23
Communication 0 3 19 23
Confidence 0 6 16 23
Supreme analysis 0 1 23 21
Deep & broad tech. capacity 1 4 21 19
Clear thinking 0 4 23 18
Impatience 3 7 18 17
Laziness 3 10 15 17
Hubris 5 13 12 15
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As we can see, fortunately, impatience, laziness, and hubris were experienced in a lower level in the
scales moderate and high, however, these kinds of attitudes were lived.

6. Discussion

6.1 Emotions and feelings

In the case of emotions, there is a mix of perceptions. High percent of respondents expressed to
experience positive emotions in good level, such as optimism, serenity, happiness, acceptance, trust,
interest, and anticipation. This is nearing the conclusion made by [75], which stated that “working
remotely is not per se a challenge for organizations or developers.” In this case, especially developers
shown good level of wellbeing in terms of positive emotions.

On the other hand, significant percent expressed not having negative emotions in considerable level,
such as apprehension, fear, confused, anger, and annoyance. However, part of the respondents
expressed to experience some negative emotions in a significant level in average and more, such as
sadness (22.2%), nervous (24.4%), and boredom (40.0%).

6.2 Skills/attributes practiced

The bigger consensus is 66.6% of self-learning for working from home compared to 44.4% for
presence face-to-face mode. Adaptability is the second one with 64.4% for working from home
compared to 53.3% for presence face-to-face mode, as the same as reading and comprehension with
64.4% for working from home compared to 40.0% for presence face-to-face mode. Curiosity is in
the third place with 60.0% for working from home compared with 33.3% for presence face-to-face
mode. Time and task management is in fourth place with 57.7% for working from home compared
to 48.8% for presence face-to-face mode. These results allow us to suggest these four skills as the
more practiced in the new fashion of working from home.

On the other hand, 57.7% respondents considered that quick learning is practiced in high level in
presence face-to-face mode compared to 55.5% in working from home mode. In the case of deep
and broad technical capacity 46.6% of respondents considered that this skill is practiced in high
level in presence face-to-face mode, while 42.2% for working from home mode. The respondents
considered that clear thinking is more practiced in high level in presence face-to-face mode (44.4%),
compared to working from home (40.0%). These results suggest that respondents considered that
they are more active and challenged in presence face-to-face mode.

The respondents considered that good team player and pair support are mode practiced in presence
face-to-face mode than in working from home, which corresponds with the perceptions on worries
and difficulties discussed in early sections. These skills correspond to the sixth ranked skill in [1,
50], “Coordinating with Others” .

In the case of high end-user focus, the respondents considered it is practiced in high level in the
working from home mode with 51.1%, as same as in the presence face-to-face mode. This skill
corresponds to “Service Orientation” considered in the eighth place by [1, 50]. Communication is
also considered as practiced in the same level in both modes, with 51.1%.

Analyzing the negative moods, impatience, laziness, and hubris are slightly more practiced in high
level in working from home mode compared to presence face-to-face. From these results we can
deduce that some negative moods are more lived in the virtuality. In the case of confidence, it is
practiced in the same level for both modes; this is a positive result, which mean that virtuality does
not reduce the confidence of software developers.
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6.3 Comparing results with related work

In terms of emotions, [71] did not present a set of specific emotions, however, it covers well the
topic of wellbeing in general terms; this is the same case for [73, 75]. Our study presents seventeen
specific emotions, assessed in a 6-pint Likert scale, which means a real expression of how the
respondents felt working from home during pandemic, having similarities with respect to the results
presented in [29].

In the case of problems and difficulties faced by individuals and teams during pandemic, [74] reports
implications in communication, teamwork and so on, however, this study does not present specific
assessment of each difficulty. Furthermore, the consulted related work does not present specific
assessment of soft skills or attributes practiced in working from home during pandemic. Our work
presents the assessment of specific soft skills in a 4-point Likert scale, which represents a significant
contribution on the acknowledgement that developers do about how human aspects are involved
directly in software development activities.

7. Conclusions and future work

Working remotely have been announced some years ago by the WEF, for becoming to be a fashion
by 2020. The preference of developers was divided as it is shown by some studies such as [5], but
the COVID-19 pandemic forced to go home and working remotely. Infrastructure of ICT, office
conditions, time management and some other aspects had to be considered. Also, the wellbeing of
developers is important.

In this paper, firstly, we have presented a descriptive analysis of the wellbeing of software
developers working from home during the COVID-19 pandemic. The study was focused on a set of
emotions experienced by developers, under some conditions working from home.

With respect to the worries imposed by remotely working, the respondents expressed three main
concerns: a) lack of social experience with other work colleagues; b) difficulties with social isolation
from work colleagues; and c) social interaction with work colleagues, team leader and team. This is
evidence of the importance of the social part in the software development process and during
pandemic working from home.

On the other hand, the results shown that a significant percent of developers experienced positive
emotions in high level, and not having negative emotions in significant levels. However, there is a
part of respondents that experienced negative emotions.

Even when not the total of respondents prefers working from home, 91.0% expressed to be satisfied
and very satisfied of working from home during the pandemic. This fact could introduce a new trend
of acceptance of working remotely even after the pandemic.

In the case of software developers’ skills/attributes practiced, in general terms, the results expressed
in an early section allow us to conclude that most of the skills proposed in [1, 50] are evidenced as
practiced by software developers in the working from home mode during the elapsed period of
pandemic. However, it is important to continue investigating the progress of adequacy of software
developers to the new normality, to assess how all the skills are practiced, because in some cases,
the respondents expressed to practice some skills more in the presence face-to-face mode than in
working from home mode.

Our study introduces the consideration of human aspects of developers, which is a topic not
commonly addressed in the software engineering research, so we are adding more evidence that
emotions and soft skills play a significant role in the software development context.

Continuing in this line, we have formulated as future work:

e  Make a distinction between “working from home” and “working from home during pandemic”,
characterizing conditions, skills required, and wellbeing experienced.
e How to improve social experience with other work colleagues in remote working? Facing the

50



Xyapec-Pamupec P., HaBappo K.K., JIucea I'., Xumenec C., Tanna-Ubappa B., I'eppa-Tapcus C., [lepec-T'oncanec I'.I'. Bausune nangemun
COVID-19 Ha ncuxodu3H4ecKoe COCTOSHUE Pa3paboTYNKOB IPOrPAMMHOTO 00CCIICUCHHUs U HOBbIC TCH/ICHIINU B 00JIACTH T'MOKHX HABBIKOB
nipu pabote u3 goma. Ipyow UCII PAH, Tom 35, Bem. 1, 2023 r., ctp. 35-56

limitations imposed by distance and technology.

e Exploring the new position/opinion of developers and companies to WFH after pandemic.
Before, 57.90 % of developers preferred working at office, as it is expressed in [5], however,
our study revealed that 91.0% are satisfied of working from home.

e Looking for a consensus about which soft skills are more required/practiced in the new
normality of working from home. It is important to reach for the perceptions of both employers
and software developers.

Our work has a limitation in the size of sample, so it convenient to address new studies in this topic,
trying for reaching lager samples, to gather more consensus.

The new trends in working from home have direct impact in the academic environment; the new
software engineers will need to have the skills required to work from home. It is important to prepare
students (as future software workforce) to acquire the digital skills as well as soft skills [56], which
have important impact on the working from home productivity and wellbeing of software developers
[77]. Some challenges will be faced to convince current students to accept the full online learning
(from home) to acquire the most required skills for working remotely [77, 78]: self-management and
discipline, time management, effective communication skills, and so on. It is important to increasing
the quality and sustainability of education at universities regarding the requirements of employers
in terms of soft skills [50].
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distributed systems. Practitioners have adopted the microservices architecture to cope with the challenges posed
by modern software demands. However, the adoption and deployment of this architecture also creates technical
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these new challenges. In this paper we propose a guide for the deployment of systems with a microservices
architecture, considering the practices of a DevOps culture, providing practitioners with a base path to start
implementing the necessary platform for this architecture. We conducted this work following the Design
Science Research Methodology for Information Systems (DSRM). In this way, we identified the problem, and
also defined the solution objectives through the execution of a Systematic Literature Mapping and a Gray
Literature Review, having as a result the proposed guide. This work can be summarized as follows: (I)
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9KCIUTyaTallu, KOTOPbIM TpeOyeTcs Ooibllie BpEMEHH M YCWIIMH Ul pealn3alyd KaueCTBEHHOro mpolecca
pa3BepPTHIBAHUS, NTO3BOJIIONIEr0 UM IIOCTOSIHHO BBIIMYCKaTh HOBbl (yHKIMM B pabouyto cpexny. IIpunsatue
KynbTypsl DevOps BMecTe ¢ ee MeTolaMi ¥ HHCTPYMEHTAMH CMSTYaeT HEKOTOPHIE U3 STHX HOBBIX IIPOOIIEM.
B aroii cTathe MBI IpeIaraeM pyKoBOJICTBO TI0 Pa3BePTHIBAHUIO CHCTEM C MHKPOCEPBUCHON apXHUTEKTYpoii ¢
no3uimy KyneTypsl DevOps, mpenocTaBisiomel HMpakTHKaM IyThb K Hadail] BHEAPEHWsS HeoOXOIMMOn
wIaTGOpMBl UL 3TOH apXHTEKTYypbl. MBI TIpoBeNHM 3Ty paboTy B COOTBETCTBHH ¢ Merononorueit
UCCIIEJOBaHUIT B 00JACTH NPOCKTHUPOBAHMSA HH(MOPMALMOHHBIX CHCTEM. TakuM 00pa3oM, Mbl ONPEIENHINA
npo0ieMy, a TAKKe ONPEIENUIN LIEIH PEIIeHHs TyTeM BBIIOJHCHUS CHCTEMaTHYeCKOTo 0030pa JINTepaTyphl,
BKJIIOUAs CEPYIO JUTEpaTypy. DTy padOTy MOXKHO pe3lOMHpOBaTh cieayromum odpaszom: (I) ompenenenue
METOJOB M TEXHOJNOTHH, TMOIACPKUBAIOLINX pa3BepThiBaHHe Mukpocepeucos; (II) ompenenenne
peKOMEH ALK, MpoOJIeM U JIYYIINX MPAKTUK Uit mporecca paseptoiBanus; (111) MoxenupoBanue mporecca
pa3BepThIBAHKS MHKPOCEPBHCOB ¢ momouipko; (IV) uHTerpaiys 3HaHHH B PYKOBOACTBO 110 Pa3BEPTHIBAHUIO
MHKPOCEPBHCOB € IPIMEHEHNEM NPAaKTHKH DevOps.
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1. Introduction

In the 1990s, the popularization of the World Wide Web (WWW) and the subsequent dot-com gold
rush introduced the world to software as a service (SaaS), leading to entire industries built on this
SaaS model. This motivated the development of applications that required more resources, making
them more complex to develop, maintain and deploy. Nowadays, enterprise systems need to transfer
information with other systems, internal or external to the organization, even at a global scale.
Companies such as Amazon, Netflix [1], Uber [2], LinkedIn [3] and, SoundCloud [4], among others,
found the need to migrate to a software architecture that allows them to undertake the complexity
and constant need of evolution of their systems. To this end, they chose to adopt a Microservices
Architecture (MSA). Not only have these large companies migrated to an MSA, but small and
medium-sized companies have also done so, all of them seeking the benefits that this architecture
brings, such as scalability, heterogeneity, and extensibility, among others.

A MSA is an approach to developing a distributed system as a set of small services. Each of these
services runs in its process and communicates using lightweight mechanisms, like an HTTP resource
API [5]. One of the characteristics that make this architecture different is the granularity of the
services, which must be small and highly cohesive. Microservices adopt the single responsibility
principle approach, which states “Gather together the things that change for the same reasons,
separate those things that change for different reasons” [6], focusing the service boundaries on the
business boundaries, in this way, preventing services from growing too large as well as the
difficulties that this may introduce. The key benefits that microservices architecture offers over
conventional architectural patterns are: the heterogeneity of technologies, fault tolerance, agile
deployment, scalability, alignment with organizational structure, replaceability, and agile
development of business functionality [7, 8].

Software deployment is a stage of the software development life cycle in which a system is put into
operation and transition issues are resolved [9]. Deployment combines two closely related concepts,
the first one is the deployment process, which consists of a series of steps that must be executed by
the developers or those in charge of managing the system infrastructure to put the software into a
production environment, and the second is the deployment architecture, which defines the structure
of the software execution environment [10]. An application is only useful when deployed to users.
Mature deployment practices are crucial to building reliable and stable microservices.
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Unlike a monolithic system, optimized for a single-use case, microservices deployment practices
need to scale to multiple services; it is possible to have tens or hundreds of microservices, written in
different programming languages and frameworks. Each microservice is a small application with a
specific process and architecture, which operators and developers need to deploy in production. If
operators and developers are not able to quickly and reliably deploy microservices, then the added
development speed gained from microservices would be useless. Therefore, a mature deployment
process and automated deployments are essential for developing microservices at scale.

When migrating from a monolithic approach to deploy microservices, the main challenges are the
familiarization with the variety of technologies and tools, the automation of the process, and the
implementation of a pipeline to continuously deploy [11]. In addition, among the most important
challenges related to the deployment of this type of architecture are: 1) maintaining stability for a
large volume of releases and component changes; 2) avoiding coupling between components,
leading to dependencies in the build or release times; 3) managing changes in the service API, as
changes could negatively affect the clients; and 4) removing and updating production services [12].
The practices found in DevOps aid to alleviate the mentioned challenges, these practices include:
Continuous Integration (CI), Continuous Delivery (CD), Configuration Management (CM), and
monitoring, among others. The implementation of these practices generates new challenges
regarding: communication and coordination between teams; lack of investment in costs; lack of
experience and skills; conflict management; design and code dependencies between components;
implementation and release of software to customers [13].

To help developers and people in charge of creating a stable infrastructure to deploy microservices,
we decided to elaborate a guide for the deployment of microservices-based systems, considering
DevOps culture practices. The goal of the guide is to reduce the effort associated with creating an
ecosystem for the microservices architecture. The guide integrates different organizational technical
decisions, technologies, and tools successfully used by organizations, as well as the associated
DevOps practices. The guide helps all related parties in the process of adopting a microservices
architecture.

In order to create the guide, we followed the Design Science Research Methodology (DSRM)
methodology[14], consisting of six phases. We have already completed the following phases:
identification of practices, technologies, tools, activities, and recommendations for the deployment
of microservices, through a previous work [15] consisting of a systematic mapping of the literature
and a review of gray literature; classification and grouping of the information found; MSA process
adoption modeling; and the selection and integration of related activities according to the adoption
process. With these phases covered, it is possible to have a first version of the microservices
deployment guide, leaving the demonstration and evaluation as future work.

This paper is organized as follows. Section 2 gives an overview of some studies focused on the
deployment of microservices and the adoption of DevOps practices. Section 3 presents the followed
method to develop our microservices deployment guide, based on the DSRM methodology [14].
Section 4 describes the proposed deployment guide and its structure. Finally, Section 5 features the
conclusion and future work.

2. Research Method

We followed the Design Science Research Methodology (DSRM) [14], establishing the recognition
and legitimization of aims, processes, and investigation outputs, and helping researchers to present
their work according to a common framework. The methodology incorporates principles, practices,
and procedures required to carry out such research, meeting three objectives: consistency with prior
literature, providing a nominal process model for doing Design Science (DS) research, and providing
a mental model for presenting and evaluating DS research. Several studies have used this
methodology to develop artifacts and validate its process, for example [16, 17]. DSRM includes six
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steps: problem identification and motivation, the definition of the objectives, design, and
development, demonstration, evaluation, and communication. We detail these phases in the
following subsections.

2.1 Problem identification and motivation

For the identification of the problem related to microservices deployment and its importance, we
performed a preliminary literature review. The concepts and topics analyzed were the microservice
architecture style; advantages and drawbacks of its use; processes to deploy microservices; aspects
that affect the deployment; and DevOps culture and its practices.

One of the main challenges we found, is the familiarization with the variety of technologies and
tools, as well as the automation and implementation of a pipeline to deploy continuously [11].
Moreover, the implementation of practices such as Continuous Integration (Cl), Continuous
Delivery (CD), Configuration Management (CM), and monitoring; bring new challenges, such as
communication and coordination between teams; lack of investment in costs; lack of experience and
skills; conflict management; design and code dependencies between components; challenges in the
implementation and release of software to customers [13, 18].

With our literature review, we developed a cause-effect diagram to reflect the factors that impact the
deployment of microservices and convert it into a challenging process. Figure 1 shows the cause-
effect diagram.

Whkowt & manere
depiovment process, the
Senefin af e M54 coanst
b ackicved

Fig. 1. Cause-effect diagram of a microservice deployment

2.2 Design the objectives for a Solution

Once we identified the problems, we concluded that a guide to deploy a microservice architecture
could help to solve the problems. To know the state of the art, and the possible solutions, we
performed a Systematic Mapping Study and A Gray Literature Review, both with the aim to identify
practices, processes, technologies, recommendations, and lessons learned and reported by
practitioners.

2.2.1 Systematic Mapping Study

We conducted the study following the guidelines of Kitchenham, Budgen, and Brereton [19], the
guidelines describe a process to perform the mapping in Software Engineering. The objective of a
mapping study is to survey the available knowledge about a topic. It is possible to synthesize
information by categorization, identify “clusters” of studies that could form the basis of a fuller
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review, and also identify “gaps”, indicating the need for more primary studies. We executed the
mapping study in three main phases: planning, conduction, and results report. Some activities carried
out within these phases were: a preliminary literature review; definition of the research questions
and search keywords; database selection; inclusion, and exclusion criteria; methods for the data
extraction and analysis.

Planning

Research questions: Derived from the objective of the work, we formulated four research questions
(RQ). The questions compiled the state of the art, showing us the techniques and technologies that
researches, and practitioners use to deploy microservices, along with the related DevOps practices.

The RQs and their motivation are shown in Table 1.

Table 1. Research Questions and Motivation

Questions

Motivation

RQ-1: What DevOps practices and approaches
support the deployment of Microservices?

Identify the practices and approaches used in the DevOps
culture and classify the technologies needed for each practice

RQ-2: What technologies do DevOps practices use
to deploy Microservices?

It is important to identify the technologies that are used in each
DevOps practice, to understand which are the most suitable for
a given situation

RQ-2: What technologies do DevOps practices use
to deploy Microservices?

It is important to identify the technologies that are used in each
DevOps practice, to understand which are the most suitable for
a given situation

RQ-3: What challenges does the literature report
regarding the adoption of DevOps practices in the
deployment of microservices?

Many problems can emerge in the implementation of the
practices and this question aims to know what they are and
how often they are reported.

RQ-4: What lessons does the literature report for
successful microservices deployment?

This question aims to identify the processes, best practices,
and recommendations that practitioners implemented in the

deployment of their systems and serve as a guide for those in
the same situation.
Research process: We performed a preliminary literature review, identifying a series of articles that
helped us to define a set of keywords representing the main concepts around the research questions
and, some of their related concepts. In the end, we decided to run an automated search for selecting
primary studies. We constructed a base string with the search terms identified, refined, and validated
using the Recall and Precision techniques. The generated string is the following:
(microservices OR “microservice architecture” OR micro-services OR “architecting
microservices”) AND (DevOps OR development OR operations OR “continuous
integration” OR CI OR “continuous deployment” OR “continuous delivery” OR CD
OR migration OR automation OR tools OR adoption OR monitoring OR cloud).

Table 2. Selected Electronic Databases

Database
IEEE Xplore Digital
Elsevier Science Direct
Springer Link
Wiley Online Library
ACM Digital Library

Table 2 shows the selected databases that to conduct the search. We chose these databases because
they compile the most significant number of works related to Software Engineering. In addition, in
a previous manual review, we found results in the mentioned sources. ACM Digital Library and
Elsevier Science Direct repositories have some considerations in their search engines, so we adjusted
the search string. Due to the large number of results obtained in ACM, we decided to search only
using the title as the indexer. In the Wiley repository, we used the exact string as in Science Direct,
because, in the first tests, we observed that it performed better. We present the search string of each
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database in Table 3. We only covered the last five years in the study, in these years the topics of
DevOps and Microservices had more relevance in research articles. We have also observed in these
years an increase in popularity of the topics of interest, and therefore it is of relevance for the study.
We defined a list of inclusion and exclusion criteria for the studies, presented in Table 4.

Table 3. String Adjusted to each database

Source String

ACM Digital Library [microservice* OR “microservice architecture” OR "architecting microservices"] AND
[DevOps OR development OR operations OR “continuous integration” OR CI OR
“continuous deployment” OR “continuous delivery” OR CD OR migration]

Elsevier Science Direct (microservice OR “microservice architecture”) AND (devops OR development OR
operations OR “continuous integration” OR “continuous deployment” OR “continuous
delivery” OR migration)

Springer Link (devops OR development OR operations OR “continuous integration” OR “continuous
deployment” OR “continuous delivery” OR migration)

Wiley Online Library (devops OR development OR operations OR “continuous integration” OR “continuous
deployment” OR “continuous delivery” OR migration)

Table 4. Inclusion and Exclusion Criteria

Database Link

IC-1: Studies published between 2015 and 2020. EC-1: It is an abstract, workshop, opinion article,
presentations, book chapters, or conference notes.

CI-2: Articles written in English EC-2: The study does not focus on Microservices and DevOps
process deployment

IC-3: The title and abstract contain information | EC-3: The study is an earlier version of more recent work
indicating that the full text could answer at least
one research question.

IC-4: The full text answers at least one research
question

Data extraction: We defined a template to extract the necessary information from each article to
answer the research questions. Data D1-D10 contains the general information of each study, and
data D11-D16 helped to extract qualitative data that answers the research questions. We used a
spreadsheet to collect the information.

Data synthesis: For information synthesis, we used the meta-aggregation method [20]. The
synthesis brings together the study findings, communicated as themes, metaphors, categories, or
concepts; and grouped by further aggregation based on similarity of meaning [20]. This method
helped us to identify lessons learned, common mistakes and understand why the literature reports
certain technologies a higher number of times. Moreover, with the information classified and
grouped, its analysis becomes a more straightforward process.

Conduction

We conducted the selection process in three stages, implementing the inclusion and exclusion of the
strings in the different sources, and using the filters provided by each of them, the CI-1 and CI-2
criteria corresponding to the years of publication and their language were applied. In addition, in
databases such as Science Direct, Springer Link, and ACM Digital Library, we used filters to only
include research articles and not book chapters or lecture notes, thus applying the execution criteria
CI-3 as well as the exclusion criteria CE-1 and CE-2. In the third stage, we read the full text, and the
inclusion and exclusion criteria Cl-4, and CE-3 were applied. Figure 2 shows the results after
applying the inclusion and exclusion criteria by stage and database. At the end of the third stage, we
obtained a total of 21 primary studies.
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Fig. 2. Selection process

Data extraction and analysis: Once we selected the primary studies, we created a spreadsheet in
which each column presents the to be extracted data. We performed a complete reading of each
article, highlighting the information that answered the research questions and capturing this
information in the spreadsheet; we performed this process for each of the primary studies selected.
With the extracted information, we proceeded to apply the meta-aggregation method. This method
has three main steps: (1) Identify and assemble findings from all included studies; (I1) Aggregate
well-founded and explicit findings; (111) Synthesis of findings implications. We also captured the
findings in a spreadsheet, and with all the findings identified, we iteratively created categories and
grouped findings on them.
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Fig. 3. Meta-aggregation classification
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Results

Meta-aggregation results: After the application of the method, we extracted classified 43 findings
into seven categories. These categories were grouped into three synthesized findings Considerations
for Deployment Microservices, Precautions when Deploying Microservices, and Deployment
Technologies. Figure 3 shows the associations between categories.

Microservices deployment requirements: In this category, we identified requirements that
practitioners, from their experience in the area, considered necessary for a successful microservices
deployment. We found that architectural support is crucial for the adoption of DevOps practices, as
well as having a mature operations team, to allow continuous deployment of numerous
microservices. Furthermore, developers need to consider microservices' backward compatibility,
and microservices upgrading with minimum effort and application downtime. Flexible and
maintainable delivery systems support these needs.

Characteristics of DevOps practices: We grouped in this category, requirements, tips, and lessons
learned by practitioners when implementing DevOps practices as well as deployment pipelines. The
practitioners agree that pipelines are one of the key parts in the deployment of microservices because
without good construction of pipelines, long wait times for releases and builds occur. To prevent it,
it is necessary to apply DevOps principles in building CI/CD pipelines, automation is paramount to
successful deployment.

Microservices deployment challenges: The findings related to this category are challenges those
practitioners identified when adopting a microservices-based architecture. One of the challenges
identified is the release of a new version of a microservice, because one or more microservices may
depend on it. In addition, when adopting this architecture, there is a great effort in the context of
new tools and frameworks. Microservices configuration is essential to achieve the expected results.

Challenges of DevOps practices: In this category, we grouped a set of challenges related to practices
and technologies related to DevOps practices. The constant updating of tools and libraries makes
development difficult, as well as the lack of tools for specific tasks that developers need to automate.
For example, monitoring has several challenges such as lack of commercial options, lack of
standardization, and lack of faster learning curves.

Characteristics of building technologies: Technologies are an important part of software
deployment and construction; therefore, it is an aspect that practitioners pay particular attention to.
In this category, we gathered characteristics mentioned by practitioners for these technologies. Some
examples are integration servers such as Jenkins, GitLab CI, and Travis CI. Also, as part of the
findings of the category, we made a comparison and characteristics of usage of each technology.

Characteristics of containerization technologies: The use of containerization technologies, such as
Docker, is one of the characteristics that popularized the microservices architecture. Many studies
recommend the use of this technology, contrasting the advantages with respect to virtual machines.
Deploying microservices using containers takes significantly less time than using virtual machines.
The use of containers makes deployment a simple, fast, and platform-independent process. The
mentioned benefits come from the fact that developers can automate the construction and
provisioning of containers using scripts.

Characteristics of orchestration technologies: As a result of the wide adoption of containerization
technologies, solutions for their orchestration have emerged. Technologies such as Kubernetes,
Docker Swarm, and Docker-compose, among others, provide practitioners with various deployment
benefits. This category presents a comparison in terms effectiveness of these technologies, and also
compiles the experiences that developers had with their adoption. Kubernetes for container
orchestration is the most suitable method for deploying microservices when the application demands
high availability and scalability, however when it comes to security Kubernetes and Docker Swarm
do not provide complete isolation between deployed containers, which introduces security issues.
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Fig. 4. Practices mentioned by study

Answers to research questions: What DevOps practices and approaches support the
deployment of Microservices? The studies mentioned the DevOps practices of Continuous
Integration (CI), Continuous Delivery (CD), Continuous Deployment and Monitoring. However,
some studies did not directly mention the use of DevOps practices but used the processes and
activities of these practices. Figure 4 shows the practices reported and related articles. It is worth
noting that some studies mentioned more than one practice.
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Fig. 5. Technologies reported by the studies

What technologies do DevOps practices use to deploy Microservices? We found several
technologies for the construction and deployment of microservices. Figure 5 presents the ten most
frequently reported technologies.
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Studies mentioned Docker, a containerization technology, 16 times. The literature compares
containers with other similar technologies such as Virtual Machines (VM), and in each comparison,
the studies concluded that the former provided more significant benefits. The literature also
highlights DockerHub as a repository for container images.

Another important technology is Jenkins, a building technology used in CI/CD practices, mentioned
in the literature eight times. In contrast, the literature only mentions once Circle Cl and Travis-Cl,
which are similar to Jenkins.

Among deployment and orchestration technologies, the literature mentions Kubernetes, Docker-
compose, and Docker Swarm. Kubernetes was the most used because it provides significant benefits
in systems with many microservices. Finally, the literature also mentions GitHub and Gitlab four
and three times, respectively.

What challenges does the literature report regarding the adoption of DevOps practices in the
deployment of microservices?

Publishing and upgrading microservices: Updating and publishing a new microservice version is a
significant challenge, developers have to be careful since a microservice may depend on many others
[21]. In addition, service discovery is a challenging aspect affected by upgrading a new version of a
microservice and deploying it [22].

Technologies and tools required for building and deploying microservices: Developers make a great
effort to adopt new tools and frameworks for each practice that they implement [23]. It is crucial to
choose the right tools to protect the DevOps approach; otherwise, the rollback or tool change is very
costly in time and effort [24]. Developers must perform careful initial configuration of the tools as
this will allow correct automation [25]. Constant updates of libraries and tools make development
and maintenance difficult.

Monitoring of a microservices architecture: The challenges that practitioners must face are the lack
of commercial monitoring options, lack of standardization, and lack of faster learning curves [26].

What lessons does the literature report for successful microservices deployment? We grouped the
lessons learned into two main topics: Solid architectural foundations and Attention to DevOps
principles.

Solid architectural baseline: A long and scalable system requires a good architectural foundation
that supports DevOps [27]. Every change in the architecture imposes new requirements on the
delivery system and the implementation of new components and technologies [28]. Backward
compatibility between microservices, separation of domains, and responsibilities for each service
helps to prevent cross-configuration and keep services running smoothly.

Attention to DevOps principles: Applying DevOps principles in building CI/CD pipelines makes
them leaner and more robust. Principles such as automation in all processes (integration, testing,
deployment, analysis, and monitoring) are key to ensuring system reliability [29]. Good design and
implementation of deployment pipelines allow rapid error detection [24]. Maintenance and updating
of pipelines should take priority over code development. When problems arise, it is important to
centralize error handling, in order to reduce the work of developers and operators. System
monitoring should be flexible and scalable.

2.2.2 Gray literature review

We conducted a gray literature review to complement the mapping findings. For the review, we
considered books, and electronic resources focused on the topics of DevOps, microservices
deployment, and associated technologies. We searched the resources using the search engines
Google Scholar, Google Books, and Google. We used these three since we aimed to have as much
information as possible. In addition, we applied the snowballing method [30], which consists of
searching for the material cited or referenced in the mapping articles. The steps carried out for the
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selection of the resources were as follows: For the selection of books, the process consisted of
reading the table of contents, and the chapters that corresponded to the deployment of microservices
or some DevOps practice related to microservices. For the selection of electronic resources such as
company blogs, standards, and technical documentation, we read the content to determine if it would
be useful. We investigated each of the resources to answer the research questions formulated in the
MSL, or at least to find information that contributes to the findings.

Once we identified the resources, we continued with the reading of the most relevant aspects.
Following a process similar to the meta-aggregation method used in the mapping, we identified
important ideas or findings, and classify them according to their type. Among the types identified
are deployment patterns, principles, practices, advantages, and disadvantages of technologies and
resources.

2.3 Design and Development

In the design and development phase, we performed a series of activities, these activities consisted
of grouping and classifying the information obtained from the white and gray literature reviews. We
focus on the implementation modeling process of a microservices architecture, aiming to provide an
order to the set of tasks and activities that we identified in previous phases. Finally, using the
modeling and the information obtained, we integrated the microservices deployment guide, which
we structured according to the modeling phases, having as content the related activities in each
phase.

2.4 Demonstration and Evaluation

The demonstration aims to use the artifact to solve one or more instances of the problem. To achieve
it, the authors propose certain approaches such as experimentation, simulation, case study, or other
appropriate activity. Once performed the demonstration is needed to observe and measure how well
the artifact supports a solution to the problem. However, given the complexity, the amount of time,
personnel, and resources involved in building a microservices architecture large enough to be
applied as a case study, as well as the number of case studies that would be needed to have
deterministic results, it was decided not to include this phase in the scope of this work.

For the evaluation of the guide, we decided to use another approach and analyze the evaluation
method that best suits our problem, so far, we are considering using the work of Garousi et al. [31]
and focusing on the evaluation of quality for technical software documents, thus the application of
the evaluation is planned as future work.

2.5 Communication

As a part of the communication phase, we communicated the importance of the problem through the
paper publication Microservice Deployment: A Systematic Mapping Study [15]. For the artifact
communication, its utility, and effectiveness we present the current paper, and we are developing a
website to publish the guide so it could be accessible for the practitioners.

3. Proposed Deployment Guide

The guide works as a path where practitioners can identify their starting point and gradually adopt
practices and strategies for microservices deployment. The guide includes practices, patterns [32],
technologies, and tips found in the literature. The guide organizes possible decisions according to
the phases of the microservices deployment process. Organizations interested in adopting the MSA
can follow the guide, in this way, the person in charge of design or deployment can consult the
practices and strategies recommended for each specific phase. The intention of showing the
decisions in a modular way is that the managers can consult the parts they need, without the need to
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read the whole guide, or if practitioners have already managed to adopt some practices, they can
find additional information that allows them to improve their current process.

We used SPEM 2.0 (Software & Systems Process Engineering Metamodel) for the modeling of the
guide, it is a standard for defining software processes. SPEM uses the UML (Unified Modeling
Language) notation, which provides components that allow the standardized representation of
methods, life cycles, roles, activities, tasks, and work products used in Software Engineering. The
main process consists of three phases. Each phase can have different iterations, an iteration is a set
of activities performed iteratively, and each activity has one or many tasks needed to complete the
activity. Due to the time involved in having a platform that supports the microservices architecture,
practitioners can perform all these activities iteratively and incrementally as the project develops,
thus adding value to the deployment process as the project and its needs grow.

The first phase corresponds to the architectural design, separating the problem domain, identifying
the required microservices, the communication style between them, and the deployment method for
orchestrating the microservices. The second phase presents the preparation of the development
environment for each microservice; the related activities in the construction; integration and delivery
of each service; and finally, the strategies for delivery and observability of the microservices in the
production environment. The third and last phase, covers microservice construction, following the
design and platform created in the previous phases. The following is a description of the sections
that make up the guide as well as the related activities and tasks.

3.1 Deployment design

This section of the guide covers the design and deployment planning iteration, which has four main
activities for those responsible for the design and implementation of the system. Each activity has
an output that serves as input for the next task, the first activity is the selection of the deployment
strategy, followed by the selection of technologies, and finally, the last two activities, possibly
executed in parallel, corresponding to the design of configurable services, and the design of
observable services can.

The activities described in this section contain the following information: Name, Roles in charge,
Description, List of identified methods or patterns, and Recommendations. Each identified pattern
has the following properties: Characteristics, Advantages, Disadvantages, and Technology.

3.2 Configuration management and development environment

This section encompasses the Iteration Delivery Environment Preparation activity for the
preparation of the deployment pipeline. This activity is very important since it is the basis that will
allow the implementation of a deployment pipeline, the person in charge of the deployment has the
task of implementing a set of practices and technologies that allow the control of the changes made
in the service's code, as well as the automation of the processes for the construction of services. The
activities implemented are the Implementation of version control, Establishment of development
guidelines, Implementation of patterns for source code branch management, implementation of unit
tests, and automation of the build and test processes.

3.3 Deployment pipeline

This section of the guide presents DevOps activities related to Continuous Integration and
Continuous Delivery practices. The section incorporates two activities from the iteration phase of
the deployment pipeline: the preparation of the built environment, and the preparation of the delivery
environment. These activities are fundamental to constantly building and releasing microservices, a
key aspect of successfully implementing MSA. The section features recommendations,
technologies, and features for each task. The first activity corresponds to the practice of Continuous
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Integration, this activity concerns the implementation of a continuous integration system;
automation of the compilation process; implementation of unit and acceptance tenting;
implementation of code analysis and generation of binaries; and packaging artifacts. The second
activity, focused on the Continuous Delivery practice, concerns the tasks of environment
configuration; implementation of smoke tests; implementation of manual tests; acceptance or
performance tests; and deployment and release to a production environment.

3.4 Infrastructure management and System observability

This section presents the tasks that correspond to DevOps culture practices, such as Infrastructure
as Code and GitOps. Here we present the description of these practices, the description of the
existing technologies, as well as good practices found in the literature for their correct
implementation. In addition, the last section presents the practices we found in the literature to
achieve adequate observability of the services deployed in a production environment.

4. Conclusion and Future Work

This paper presented the current results of a project to build a deployment guide for applications
with a microservices architectural style. To this end, we conducted a systematic mapping study to
identify the practices, tools, technologies, activities, and recommendations used in microservices
deployment, we also complemented the information found with a gray literature review. We
integrated into the guide all the elements and models found.

As for future work, we plan to perform the evaluation phase of the DSRM methodology. This phase
is for analyzing the guide and related artifacts, to know if they meet the intended objectives. To
perform the evaluation of the guide we intend to use the work of Garousi et al. [31] for the evaluation
of the use and quality of software technical documentation.

The present version of the artifact does not cover organizational aspects of the DevOps culture. To
obtain the benefits of a DevOps culture, organizations not only have to adopt technologies and
practices, but they also have to adopt an organizational and cultural base, driven by the highest levels
of the organization. Therefore, as future work, the guide will incorporate the organization of
effective teams for microservices deployment. In this way, the work would bring additional value to
organizations and to all those who seek to adopt a DevOps culture.
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Abstract. Software process has been studied from various perspectives, among them, the human factor is one
of the most important due to the intrinsic social aspect of the discipline. This study aims to explore the benefits
of using Belbin's role theory in tasks —team and individual— related to the software development process,
particularly in Database Design (DB) Design. In this paper two controlled experiments with students are
presented. In the first experiment integrated teams with compatible roles identified in the students and teams
integrated through a traditional strategy were compared, during the task of DB conceptual design. In the second
experiment, individual students were the experimental subjects, the performance of the Belbin roles identified
in them were compared, in the task of the DB logical design. The dependent variables in both experiments were
the effort in the task, and the quality of the generated design. Results in the first experiment did not show
significant differences in both variables, a possible limitation was the complexity of the task. The second
experiment also did not show significant differences in the effort variable; however, in the variable related to
the quality of the logical design, the monitor-evaluator role presented significant differences when compared
with the other six identified roles; these results are consistent with previous studies identified in the literature.
We plan to continue experimenting with other tasks in order to get a deeper understanding of applying the
Belbin’s theory in software process to accumulate experiences.
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AnHoTanus. IIporpaMMHBIil poriecc U3ydacst ¢ Pa3IUYHbIX TOUEK 3PEHHs, CPeld KOTOPBIX UelloBeueCcKuil
(axTop sBIsIETCd OJHUM U3 HanOojee BaXKHBIX B CBS3M C MPUCYTCTBYIOMIUM COIMAIBHBIM acHEKTOM. OTO
HCCIIeI0BaHNE HAMPABICHO HAa M3ydYeHHE MPEHMYILECTB HCIONB30BaHMs PoieBoi Teopun benbuna B 3amauax
— KOMAaHJHBIX M WHIUBUAYaTbHBIX, — CBS3aHHBIX C IPOIECCOM Pa3pabOTKH MPOTrPaMMHOTO OOEeCICUEeHUs,
ocobeHHO B mpoekTupoBaHuM 0a3 maHHBIX (BJ]). B 9TOi crarthe mpencraBieHBl ABa KOHTPOIUPYEMBIX
9KCIIEPUMEHTA C y4yacTUEM CTYJECHTOB. B mepBoM 3KcIepUMEHTE CpaBHUBAINCh MHTETPUPOBAHHbBIE KOMAH/IbI
C COBMECTHMBIMU DPOJIIMH, ONpPENEICHHBIMU Y CTYJICHTOB, U KOMAaH]bl, UHTETPUPOBAHHBIC C ITOMOIBIO
TpaJULIMOHHON CTpaTeruu, BO BpeMs pELICHUS 3aJadl KOHLENTyalabHOro npoekrupoBanus bJ/I. Bo Bropom
9KCIIEPHIMEHTE HCIBITYEMBIMU BBICTYTIANN OTACIbHBIE CTYACHTHI, I CPABHUBAIHOCH BHIITOTHEHNE BEISIBICHHBIX
y Hux pojeii benOuna B 3amade mormyeckoro npoektupoBaHus bJl. 3aBHCHMBIMH MEpeMEHHBIMH B O0OMX
9KCIIEpIMEHTaxX OBUIN TPYA03aTPaThI IPH BHIOIHEHUH 33a91 M KaUeCTBO CO3/IaHHOTO Au3aiiHa. Pe3ymbTaTsl
B TIEPBOM 3KCIEPUMEHTE HE IIOKA3ald CYIMIECTBEHHBIX Pa3IMYUi MO 0OeHM IepeMEHHBIM, BO3MOKHBIM
orpaHMYeHHeM OblIa CII0KHOCTH 3a1a4i. BTOpoli SKCIepUMEHT Takke He IO0Ka3al CYIIECTBEHHBIX Pa3IHdnil
B NIEPEMEHHOHN TPy/A03aTpaT; OJHAKO B MEPEMEHHOH, CBA3aHHOH C KayeCTBOM JIOTHYECKOTO IJIaHA, POJb
HaOJIIoIaTeNsI-OeHIIMKA [0Ka3ajla 3HAYMTEIbHBIE OTIMYMS [0 CPaBHEHHIO C JPYTUMH IIECTHIO
HICHTU(DUIMPOBAHHBIMU POJISIMH; 3TH PE3YJIBTaThl COTVIACYIOTCS C TMPEBUIYIIUMH HCCIeIOBaHUSIMHY,
YKa3aHHBIMH B JHTeparype. MBI IIaHUpyeM NPOJODKHTH SKCIEPHMEHTH C APYTUMH 3aJadaMH, YTOOBI
MONTy4YuTh OoJiee TIyOOKOe NOHMMAaHWME NPHMEHEHHS TeopuHu benbwHa B mporpamMMHOM Tporiecce st
HaKOTIJIEHHS OIBITA.

KuaroueBble clioBa: mporiecc pa3pabOTKH MPOTPAMMHOTO OOeCHedeHHs; YelIOBEeYeCKHid (akTop; poiu
Benbuna; qu3aiin 6a3kbl JaHHBIX, KAUECTBO

Jas uutupoBanus: Arwnap P., Ilenbs A., uac X., Ykan X. Brwusuue poneii benbuna Ha nuzaiin 6a3sl
JIAaHHBIX: HCClenoBaTeNnbekuil sxcnepument. Tpyast UCIT PAH, tom 35, Beim. 1, 2023 r., ctp. 73-86. DOI:
10.15514/ISPRAS-2023-35(1)-5

1. Introduction

The study of development and management processes in Software Engineering (SE) has been
developed considering various variables; however, the social aspect, intrinsic to this discipline
highlights the human factor as a research topic [1]. In a recent article about the software process
improvement, a categorization of the human factor is proposed [2]; where each team member should
present a commitment with the assigned task according to his/her role, that is their responsibilities
role. Even though, the role tasks achievement can be analyzed from an individual point of view, we
have to consider that many tasks or activities are performed in a development team context. In [3]
the author pointed out that the formation of a software development team is not an accident, but a
complex process in which the team members establish work relations, get agreements on the project
goals, and determine their functions as part of the team.

The knowledge and technical skills with which an individual contributes to the organization,
according to his/her position, is the well-known functional role. On the other hand, the behavior of
an individual in interrelation with colleagues is another type of role known as team role, a role with
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not direct association with the required skills for a particular task at hand. However, the team role
absence or presence has a significant influence in the project and the team success [4].

The purpose of this study is to explore whether Belbin's role theory can be useful to the manager of
a software project, in the assigning the right personnel to tasks that are developed both as a team and
individually. For its empirical validation, the study is contextualized in tasks related to the design
process of a database.

The following section presents the theoretical framework that supports Belbin's role theory, as well
as the process of designing a database. Section three presents a controlled experiment carried out
with teams of students —as experimental subjects— in the conceptual design task of a database.
The fourth section describes a second experiment, in this case, with individuals as experimental
subjects in the logical design task of a database. Finally, section five presents the conclusions of the
empirical study, as well as future work identified by the researchers.

2. Background

Among team role studies, the Belbin work [5, 6] is well-known among consultors and researchers,
mainly because this theory offers a mechanism to identify the primary role a person can assume in
a team, according to his/her behavior, as well as a balance and compatibility approach among team
roles.

In SE, there are studies that underpin the Belbin team roles theory to explore benefits for the software
development process and the software products [7]. Most of those studies are based on the software
development team formation as an alternative to get compatible roles [8, 9]. A second group of
studies are focus on individual task performance [10, 11].

It should be noted that the authors have carried out a set of linked experiments in recent years, both
with development tasks [12, 13] and software management [14, 15].

2.1 Belbin team roles theory

The Belbin roles proposal presents three role categories: action oriented roles: Sharper, Implementer,
and Completer/Finisher; person oriented roles: Chairman, Resource/Investigator, and Teamworker;
and cognitive oriented or mental roles: Plant, Monitor/Evaluator, and Specialist [3]. In addition to
this classification, the Belbin offers some identification mechanisms for the primary role a person
can assume in a team, accordingly to that person behavior. We believe that the Belbin theory main
contribution is the analysis of the interaction among roles, towards inside the team [16].

2.2 Database design task

The database design process, as part of an information system, is typically conceived as an
abstraction process with different representation levels. According to [17] the most consensual
process has three stages, and therefore, three representation levels: conceptual design, logical design,
and physical design.

A database design has its origin in the data requirements specified in the requirement software
development phase, which are transformed to a first level of abstraction — conceptual design — in
which are represented the information resources of the organization, regardless the users or the
applications. The most recognized data model for such abstraction is the Entity/Relation Model,
based on the real world perception, with objects called entities and the relations among those entities
[18].

A second level abstraction aims to transform the conceptual model by adapting it to the data model
that supports the Database Management System (DBMS) that will be used for implementation —
Logical Design.
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In the twentieth century the relational systems dominated the market, and that is why it was selected
for the second phase of the process; this model is fundamental for the modern DB technology [19].
It deals with three main information aspects: the data structure, the data manipulation, and the data
integrity. The database relational model is based on the mathematical theory of relations, and data
is logically structured in a relation represented as a table. Because the Entity/Relation and the
Relational models share the same design basic principles, it is possible to apply a set of derived rules
that allow transforming the conceptual model to a logical relational model [20].

Finally, the physical design has the purpose of the implementation, as efficiently as possible, of the
logical model. For this process, the DBMS sub-language data definition is used.

3. Method for Experiment 1

One of the most used empirical methodologies in the field of SE is experimentation, specifically,
experimentation in controlled environments [21]. This methodology helps us to identify and, when
appropriate, to understand the possible relationships between factors and dependent variables, both
parameters involved in software process. Among the characteristic elements of the controlled studies
found in the literature, the use of groups of students as experimental subjects stands out. In [22] the
authors indicate that this academic sample allows the researcher to obtain preliminary evidence to
confirm or refute hypotheses that can be later contrasted in industrial contexts. The first experiment
aims to explore, through the execution of a controlled experiment with students, the influence of the
use of Belbin's Theory in the integration of development teams with members who present
compatible roles, on the task of Database Conceptual Design.

3.1 Planning

In accordance with the purpose of our study, this experiment aims to comparing metrics related to

the quality of the Database Conceptual Design, using integrated teams with Compatible Team (CT),

as well as randomly integrated or Traditional Team (TT).

The first pair of statistical hypotheses uses as the dependent variable, a metric related to the software

product, the quality of the Database Conceptual Design.

e  Hoi: The mean of the conceptual designs quality (CDQ) generated by the CT is the same as the
mean of the quality of the conceptual designs generated by the TT.

e Hi;: The mean of conceptual designs quality (CDQ) generated by the CT differs from the mean
of the quality of the conceptual designs generated by the TT.

A second pair of statistical hypotheses were generated considering effort as the dependent variable,

a metric related to the process of Database Conceptual Design.

e Hoa: The mean of the effort invested by the CT is the same as the mean of the effort made by the
TT in the Database Conceptual Design task.

e Hja: The mean of the effort made by the CT differs from the mean of the effort made by the TT
in the Database Conceptual Design task.

For our study, factorial design with a source of variation, and two treatments for each of the two

dependent variables is an appropriate experimental design.

3.2 Execution

The convenience sample used for the experiment consisted of 34 students who participated
voluntarily, from the Software Engineering program of the Autonomous University of Yucatan. The
participants were enrolled in the subject “Experimentation in Software Engineering” during the
August-December 2019 semester. With this group of student volunteers, 17 development teams —
experimental subjects — were formed, of which 8 teams were integrated with compatible roles (CT:
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Compatible Teams) and the remaining 9 — control teams — randomly or traditionally (TT: Traditional
Teams).

At the beginning of the experimental session, the requirements specification document was delivered
and read, clarifying doubts regarding the specifications; requested to record the start time of the task.
Likewise, instructions were given so that the teams, at the end of the task, record the time of
completion, digitize the model and upload the generated Conceptual Model to the Institutional
Learning Management System.

Table 1 illustrates the assignment of the teams to the treatments, as well as the data collected through
the experiment.

Table 1. Data obtained in the first experiment

Team Treatment CDQ Effort
| CT 1.86 51
I CT 1.25 41
Il CT 1.62 39
v CT 1.50 40
Vv CT 1.56 42
VI CT 1.42 39
VI CT 1.47 30
VI CT 1.78 53
IX TT 157 17
X TT 2.32 42
Xl TT 1.62 38
Xl TT 1.31 33
X1 TT 1.58 54
XIv TT 1.89 39
XV TT 151 51
XVI TT 2.29 47
XVII TT 1.58 38

3.3 Analysis

A descriptive and inferential statistical analysis was carried out with the information collected, using
the statistical software "Statgraphics" to describe the behavior of the data, as well as to evaluate the
statistical hypotheses previously defined.

Tables 2 and 3 present some of the most important measures of central tendency and variability for
the dependent variables Conceptual Design Quality (CDQ) and Effort.

Table 2. Statistical summary to the CDQ variable

Treatment | # n Median o
CT 8| 15575 1.53 0.19616
T 9| 17411 1.58 0.35243
Table 3. Statistical summary to the effort variable
Treatment | # n Median o
CT 8| 41.875 40.5 7.25923
T 9| 39.888 39.0 10.9367
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In order to visually compare the two treatments, boxplots were generated to analyze the dispersion
and symmetry of both data sets. In Fig. 1 we can observe a lot of similarity in both treatments, from
which there seems to be no difference for the Effort variable. In case of the CDQ variable, although
the CT presented a more symmetric behavior, a visual difference cannot be distinguished with

respect to the TT (see Fig. 2).
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Fig. 1. Box plot for the Effort variable
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Fig. 2. Box plot for the CDQ variable

For the inferential analysis, the one-way analysis of variance was chosen, because it allows
performing hypothesis tests to determine whether or not there are significant differences between
the means of the values collected in the dependent variable. The analysis of variance [23] is a
technique to build a statistical model that describes the impact of a single categorical factor on a
dependent variable. The result of the ANOVA evaluation is illustrated in Table 4.

Table 4. ANOVA result for dependent variables

Dependent variable F p-value
CDQ 1.70 | 0.2125
Effort 0.19 | 0.6699

In both variables, the p-value of the F test is greater than 0.05, therefore, the null hypotheses HO1
and HO2 cannot be rejected; that is, in both cases there are no statistically significant differences
between the means of the two treatments.

3.4 Model validation

It is important to mention that the ANOVA model has three associated assumptions that must be
validated [23]. The assumptions of the model are: (1) experimental errors of its data are normally
distributed, (2) there is no difference between the variance of the treatments, and (3) there is
independence between the samples. The three assumptions were validated.
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3.5 Results

Once the ANOV A model was validated, the results of the experiment showed that it was not possible
to demonstrate the existence of significant differences, although on average the TC presents slightly
lower metrics in the CDQ, and the values obtained from the TT show greater variability. In the case
of the effort variable, the behavior of the data was similar in both treatments, so the null difference
between them was verified with the analysis of variance.

4. Method for Experiment 2

The second controlled experiment was contextualized in a task performed individually; The
experiment intends to explore the influence of Belbin's role —identified in the student— in the
Database Logical Design task.

4.1 Planning

The factor considered in the study is defined as the role played by the subject in the Database Logical
Design task. Nine treatments are identified, which correspond to the nine team roles proposed by
Belbin. The first pair of hypotheses uses as dependent variable, a metric related to the Database
Logical Design Quality (LDQ) generated by students.

e Hoi: The means regarding the LDQ generated by each of the roles do not present differences.

e Hji: The means regarding the LDQ quality generated by each of the roles, differ in at least a two
of them.

The second pair of hypotheses uses as dependent variable, the effort to complete the individual task
of generating Database Logical Design.

e Hop: The effort made to generate the Database Logical Design for each of the roles does not
present significant differences.

e Hjy: The effort made to generate the Database Logical Design for each of the roles shows
significant differences in at least one pair of them.

To evaluate the LDQ, Correctness as a factor was selected [24]. Regarding the second dependent
variable Effort, operationally the Time — in minutes — used by a student to complete the task will be
considered. In this case, it will be obtained through the difference between the task end time and the
task start time. Factorial design with one source of variation, and nine treatments for each of the two
dependent variables is the most appropriate experimental design for our study.

4.2 Execution

The convenience sample consisted of 33 of the 34 student volunteers who participated in the first
experiment, one of the students reported sick for the second experimental session. All the students
completed the self-perception instrument proposed by Belbin [5], in order to identify —by the
researcher— their main role, thus ruling out that said information could represent a distractor in the
execution of the experiment. It should be noted that this instrument does not include the role of
Specialist, and in the case of the sample, no student was identified with the role of Resource
Researcher.

Table 5 presents the total sample of the 33 experimental subjects distributed in the seven resulting
treatments. For the analysis of the LDQ variable, three products were discarded because the digital
files were not clear for their analysis. Likewise, for the Effort variable, two subjects with chairman
role did not record the completion time of the task, so they were not considered.
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Table 5. Sample for the second experiment

Sample (#)
Treatment
Treatment | LDQ | Effort

Plant 2 2 2
Teamworker 4 3 4
Chairman 4 4 2
Completer Finisher 8 7 8
Implementer 5 4 5
Sharper 5 5 5
Monitor Evaluator 5 5 5
Total 33 30 31

Prior to the execution of the experiment, a session was dedicated as a review of the subject related
to Database Logical Design, studied in a subject from the immediately prior semester to the one the
students were studying.

During the experimental session, the Database Conceptual Design was delivered, doubts about the
model were clarified, and it was requested for them to record the start time of the task. Instructions
were also given so that the subjects, at the end of the task, record the completion time, digitize the
model and upload the generated Logical Model to the institutional Learning Management System.
At the end of the session, the experimental subjects delivered the designed logic model, these
documents were the experimental objects used for the experimental analysis phase.

4.3 Analysis

As in experiment 1, a descriptive and inferential statistical analysis was performed with the
information collected to describe the behavior of the data, as well as to evaluate the statistical
hypotheses previously raised.

Table 6 presents some of the most important measures of central tendency and variability for the
LDQ variable. We can see that the Monitor-Evaluator role presents the highest mean and, after the
Plant role, it is the second treatment with the least variability. It is worth mentioning that both roles
are classified as mental.

Table 6. Statistical summary to the LDQ variable.

Treatment # n Median (0]
Plant 2 0.6489 0.6489 0.0272
Teamworker 3 0.6857 0.6667 0.1406
Chairman 4 | 0.7295 0.7253 0.1030
C-F 7 | 0.6920 0.6296 0.1235
Implementer | 4 0.6172 0.6142 0.0400
Sharper 5 | 0.7574 0.8009 0.1483
M-E 5 | 0.9484 0.9506 0.0369
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Fig. 3. Box plot for the LDQ variable
To visually analyze the behavior of the data, we generated a box plot. In Fig. 3, we can see the
outdated behavior of the Monitor-Evaluator treatment data; this leads us to think that there is a
possible difference with the other six treatments.
Table 7 lists some of the most important measures of central tendency and variability for the Effort
variable.

Table 7. Statistical summary to the effort variable

Treatment # n Median o
Plant 2 14.0 14.0 5.6568
Teamworker 4 22.75 220 5.4390
Chairman 2 20.0 20.0 1.4142
C-F 8 | 19.37 18.9 4.8384
Implementer | 5 15.6 15.0 3.5071
Sharper 5 154 13.0 4.8270
M-E 5 194 20.0 3.0495

We can observe that the social roles Teamworker and Chairman are those with the greatest effort in
the task, being the Chairman the role with the least variability among the seven treatments. We also
observed that the increased time allocated for the task occupied only one third of the time planned
for the task.

The box plot in Fig. 4 illustrates the behavior of the treatments for the effort variable; visual analysis
does not allow to identify significant difference in any subset of treatments.
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Fig. 4. Box plot for the Effort variable

In order to statistically evaluate the differences between the treatments of the LDQ and Effort
variables, the one-way Analysis of Variance was applied. The result of evaluating the ANOVA is
illustrated in Table 8.
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Table 8. ANOVA result for dependent variables

Dependent variable F p-value
LDQ 4.49 | 0.0030"
Effort 1.85 | 0.1314

In the case of the LDQ variable, the p-value of the F test is less than 0.05; therefore, the null
hypotheses HO1 can be rejected. That is, we can affirm that there are at least one pair of treatments
that present statistically significant differences between their means, with a 5% significance.

To identify which of the treatments are different, we generate the graph of means with confidence
intervals according to the LSD test, which is illustrated in Fig. 5. This graph allows a visual and
statistical comparison of the means of the treatments. As we can see, it seems that the only treatment
that presents a lag with respect to the other six treatments is the one corresponding to the Monitor-
Evaluator role.
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Fig. 5. Means plot for LDQ variable

The multiple-range test for the quality variable, using the LSD method, shows differences between
six pairs of treatments, as illustrated in Table 9. This analysis matches with the visual analysis in
Fig. 5.

Table 9. Multiple range test for LDQ variable

Contrast Sig. | Difference +/- Limits
Plant - ME * -0.299537 0.184751
Teamworker - ME * -0.262757 0.161264
Chairman - ME * -0.218904 0.14813
CF - ME * -0.256437 0.129299
Implementer - ME * -0.331173 0.14813
Sharper - MA * -0.191049 0.139658

In the case of the Effort variable, the p-value of the F test is greater than 0.05; therefore, we should
reject the null hypothesis Ho,. That is, we can affirm that there is no evidence, with a 5% significance,
of differences between the means of the treatments.

4.4 Model validation

To correctly interpret what was obtained in the statistical analysis, the three assumptions of the
ANOVA model were validated and we can affirm that the comments derived from Table 9 are valid.
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4.5 Results

With the controlled experiment we found that for the LDQ variable, the Monitor Evaluator role
presents significant differences, with a degree of better quality than the other six treatments (roles).
On the other hand, for the task effort variable, the treatments did not show significant differences.

5. Conclusions and Future Work

This study aims to explore the influence of Belbin's role theory on tasks —team and individual—
related to software development, particularly to Database Design.

In a first controlled experiment, the Conceptual Design Quality (CDQ) and the effort required for
the aforementioned task were considered as dependent variables, such as treatments, integrated
development teams based on Belbin's theory, and randomly integrated teams — called traditional
equipment. The treatments did not show significant differences in both variables. With what was
observed in the experiment raises the question if the task might not require the work of a team, but
rather being designed as an individual task.

The second experiment, derived from reflection on the results obtained in the first, considered as
dependent variables the Logical Design Quality (LDQ) and the effort required for the
aforementioned individual task; the treatments considered in the study were the seven team roles
identified in the participating experimental subjects, with the purpose of identifying if there is a
particular role better for the task. The results of the experiment allowed to identify that the Evaluator
Monitor role presented significant differences in the Logical Design Quality variable, having
obtained a better quality degree than the other six participating roles in the experiment.

It is pertinent to comment that the Evaluating Monitor role is one of the two mental roles identified
in the experiment. This result partially coincides with the results reported in [10] in the sense that it
is one of the three identified roles — Specialist, Monitor-Evaluator and Finalizer — with a good
contribution performance to the design task. It also coincides with what was commented in [7],
regarding the fact that it is one of the two roles — Plant and Monitor-Evaluator — that present
preference for the design phase. In the case of the effort variable, although the Plant role presented
an average of lower time required for the task, the ANOVA did not identify significant differences
in at least one pair of roles; possibly the task was not complex enough to require longer dedication
times. This not allowed us to observe differences in the effort required between the participating
roles.

With the results obtained in this study, the authors propose to continue with the development of
controlled experiments in other tasks related to the software process, in order to generate knowledge
about possible relationships between types of tasks and roles with better performance in them. In
the case of database design, the lessons learned in both experiments, particularly in the first one (the
team performance), make it possible to identify as future work, considering Database Design as an
entire task — Conceptual Design, Logical Design and Physical Design — to explore the influence of
Belbin's theory on development teams. This task is more complex, requires a longer period of
development, and even within teams, it would allow mixing individual and team activities to achieve
it.
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Abstract. Scrum is one of many agile frameworks and is considered the most popular and widely adopted.
Although Scrum presents several advantages, process and final product quality continue to be Scrum’s main
challenges. The quality assessment should be an essential activity in the software development process. Several
authors have attempted to improve the quality of Scrum projects, changing some aspects of the framework,
such as including new quality practices, a quality role, and quality processes. However, the quantification of
quality is still a challenge. For that reason, the authors proposed a framework called Scrumlity, which was
defined in a previous study. This framework proposes a change to Scrum, including a quality role and some
artifacts to evaluate quality through a complete execution of a Sprint. In this study, the authors add a User Story
Quality assessment to the framework. The User Story Quality Assessment includes over 250 analyzed User
Stories. Results obtained after this experiment indicate the importance of executing a User Story Quality
Assessment and that Scrum Team members are willing to accept adding this to the framework.
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AHHOTAammsi. SCrUM — OAMH W3 MHOTMX THOKMX (peiMBOpKOM, HauOojee IONyJSIPHBIM M IIHPOKO
pacnpocTpaHeHHbIM. XOTS Scrum HMeeT HECKOJNBKO NPEHMYIIECTB, €ro TIJIaBHOH mpobGieMol ocraercs
Ka4ecTBO Tpoliecca U KOHEYHOTro npoaykra. OLeHKa Ka4ecTBa I0JDKHA OBITh BAYKHBIM DJIEMEHTOM B IIpOIIecce
pa3paboTKH mporpaMMHoro obecnedeHus. Heckoiabpko aBTOPOB IBITAIMCH YIYYIINTH Ka4eCTBO IIPOCKTOB
Scrum, U3MEHUB HEKOTOpHIE acHEeKTHl (peHMBOpKA, TaKHME KaK BKIIOYEHHE HOBBIX METOJOB OOecHedeHHs
KadecTBa, POJIb KauecTBa M Mpolecch obecnedenus kadecTBa. OHAKO KOINYECTBEHHAs OI[EHKA KauecTBa BCE
eme ocraercs mpobiemoit. [1o 3Toi nmprynHe aBTOPHI JaHHOH CTAThH MPEIOKUIN GPEHMBOPK IO HA3BaHHEM
Scrumlity, KOTOpBI OMUCHIBAIICS B IPEbIAYIIEM HCCaeaoBaHur. B aTom dpeiiMBopke SCrum pacumpsiercs,
BKJIIOYas 10OaBJIEHHUE POJIH KadyeCcTBa M HEKOTOPHIX apTe(hakTOB ISl OLIEHKH KayeCTBa IOCPEICTBOM IIOJTHOTO
BBITIOJTHEHUSI CIIPUHTA. B ONMMCEIBaeMOM HMCClIeIOBaHUHU aBTOPBI JOOABISIOT K (peliMBOPKY OLIEHKY KayecTBa
MOJTE30BAaTEIbCKUX HcTOpuil. OleHKa KadecTBa IOJb30BATENILCKUX WCTOPHH BKItoyaer Oonee 250
MIPOaHAJIN3UPOBAHHBIX MOJIB30BATEIECKUX UCTOPHU. Pe3ysbTarThl, MOIyYeHHBIE MOCNIE STOr0 SKCHEPHMEHTa,
YKa3bIBalOT HAa BAKHOCThH BBHITIOHEHHS OIEHKHM KadecTBa ITOJIb30BATENLCKUX HCTOPUH M Ha TO, YTO UJICHEI
KOMaHZBI Scrum rOTOBBI IPHHATH €€ T00aBlIeHNE BO PpEeiMBOPK.

KioueBsble cioBa: Scrum; ruOkue QpeiiMBOpKH; OIEHKAa KAadecTBa; OIEHKA KAadecTBa IMOJB30BATEIBCKUX
ucropuit; Scrumlity

Jas uurupoBanusi: Tona K., Xumenec C., Xyapec-Pamupec P., I'oncanec Ilaueko Jlonec P., Kecana A.,
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PAH, tom 35, Beim. 1, 2023 r., ctp. 87-100. DOI: 10.15514/ISPRAS-2023-35(1)-6

1. Introduction

According to the 14th Annual State of Agile Report [1], the most used agile framework is Scrum.
Scrum was designed to increase development speed, focusing on creating a product that generates
stakeholder value. Although Scrum presents several advantages such as incremental project
deliveries, closer contact, constant feedback with stakeholders, and tolerance for changing
requirements; however, several authors have suggested that one of the main problems in Scrum,
similar to that of other Agile frameworks, is quality throughout the framework as well as product
quality [2-4].

According to the authors in [5], software requirements are defined as a statement that describes a
particular feature of the software product and is recorded using a specific technique during
requirements engineering. The User Story is the most common way of writing requirements when
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using agile frameworks and has the following structure: As a < type of user>, | want <some goal>,
so that <some benefit>.

User Stories, as requirements, have the potential to break down a complex system into small, user-
oriented pieces, which can be implemented independently [6]. Its quality affects communication and
coordination in a project and therefore plays a critical role when it comes to an understanding of
how User Stories impact the daily work of a software team; their structure, granularity, and
understanding are interesting aspects [7]. However, Agile requirements are by definition incomplete,
not specific, and might be ambiguous when initially specified. User Stories are often incomplete or
poorly defined, so misunderstandings or dependencies remain unpredictable [8], which is why the
requirements quality assessment should be an essential step in the software development process.
Despite User Stories' popularity in the Agile industry, many methods to assess and improve User
Story quality are limited. Some of the existing approaches employ highly qualitative metrics, such
as the acronym I.N.V.E.S.T. which helps remember a set of criteria that can be used to assess the
quality of a User Story. The meaning of this acronym is [9]: Independent, Negotiable, Valuable,
Estimable, Scalable, and Testable. Additionally, good practices for quality in agile requirements
established by Heck et al. [10] consider three different approaches to a User Story: Completeness,
Uniformity, Consistency, and Correctness.

Researchers stated that in most organizations’ quality aspects are not considered in the Scrum
framework due to constant deliveries [11], and the quantification of quality parameters is still
challenging.

The authors proposed an agile framework based on quality assurance as a possible solution. This
framework suggests an adaptation to Scrum, called Scrumlity, where the main idea is the
incorporation of a quality role and some artifacts which aim to evaluate quality before, during, and
after the development process. Scrumlity seeks to improve a project’s quality, but the previous study
only focuses on describing the methodology’s acceptance [12]. Scrumlity includes and promotes the
existence of a Scrum Quality Owner role, a modified Definition of Ready artifact, a Quality Burn-
up Chart template, a modified Definition of Done artifact, and a modified template for User Stories.
The Quality Owner has several responsibilities such as: promoting code quality, defining quality
processes, assuring that the Definition of Done considers quality software attributes, collaborating
in the construction of the Product Backlog by adding a possible technical solution to each User
Story, monitoring and generating the Quality Burn-up Chart based on Quality Points and to approve
or deny the Sprint outcome in collaboration with the Product Owner. The authors took it forward in
extending Scrumlity by adding a User Story Quality Assessment using the Quality User Story (QUS)
framework originally proposed in [13] that considers 13 attributes that determine the quality of User
Stories [14].

The rest of this paper is organized as follows: Sections 2 and 3 present background information
related to Scrum and User Stories, and Section 4 details the related work. Scrumlity is presented in
Section 5. Section 6 describes the experiments, sample, and setup that were performed. Section 7
presents the results. Finally, section 8 concludes the study.

2. Scrum Overview

The framework defines three specific roles within the Scrum Team: The Product Owner, the Scrum
Master, and the Developers [6]. The main objective of the Product Owner is to define User Stories
and be responsible for what will be developed and in what order. The Scrum Master has the
responsibility of eliminating team impediments and embracing Scrum values, principles, and good
practices; and the developers’ responsibilities are: creating a plan for the Sprint, estimating the Sprint
Backlog, instilling quality by adhering to a Definition of Done, and adapting their plan each day
toward the Sprint Goal [15].

89



Tona C., Jimenez S., Judrez-Ramirez R., Gonzalez Pacheco Lopez R., Quezada A., Guerra-Garcia C. Scrumlity: A Quality User Story
Framework. Trudy ISP RAN/Proc. ISP RAS, vol. 35, issue 1, 2023. pp. 87-100

The Sprint is the heartbeat of Scrum, and it is a container for all other events that are mentioned
below. Sprint planning is where the Product Owner determines the set of User Stories that should
be worked on in the next print and is where a Sprint goal is defined [16]. The Daily Scrum meeting
is a 15-minute event for the development team. This meeting aims to inspect progress toward the
Sprint Goal [17]. The purpose of the Sprint Review is to inspect the outcome of the Sprint and
determine future adaptations [18]. The Sprint Retrospective is where the team assesses its work and
processes, and the Scrum Team generates action items for continuous improvement to increase
quality and effectiveness.

Every project has a Product Backlog a prioritized list of User Stories; the Product Owner is the only
person who has the authority to manage this artifact [17]. The Sprint Backlog is a subset of User
Stories of the Product Backlog that indicates a plan by and for the Developers. It demonstrates the
work the developers plan to accomplish during the Sprint to achieve the Sprint Goal [15].

It is essential to mention that when a Product Backlog item or increment is described as “Done,”
everyone in the Scrum team must understand what “Done” means. That is why a Definition of Done
(DoD) artifact is created. This artifact includes code guidelines, team agreements, and criteria used
to assess when the sprint outcome is complete.

3. User Stories

A User Story is an independent, negotiable, valuable, estimable, small, and testable requirement
[19]. A User Story template is structured in the following way: “ds [the WHO], I
Want/need/can/would like [the WHAT], so that [the WHY].” User Stories inherently allow
addressing the three fundamental elements of requirement engineering: WHO wants the
functionality, WHAT functionality end-users or stakeholders wish the system to provide, and the
reason WHY the end-users or stakeholders need the system for [20, 21].

According to the Standish Group [22], the primary problems in requirements engineering were
incompleteness, poor requirement specification, poor quality requirements, and communication
flaws between the project team and the stakeholders. While the Agile Manifesto [23] and agile
frameworks like Scrum try to mitigate these problems by embracing User Stories, it is necessary to
ensure that these User Stories are of sufficient quality. However, a User Story should be defined
considering team agreements established to provide the definition of a Product Backlog with high
quality. A common practice is the creation of a Definition of Ready. This artifact represents the
minimum criteria to be considered before a user story can be regarded as fit for work by the
developers in the scrum team [24].

4. Related Work

The authors in [25] conducted an online questionnaire survey to collect data to compare Agile
methods with software quality affecting factors. They considered three types of software qualities:
Quality of Design, Quality of Performance, and Quality of Adoption. As a result, the authors
identified 13 software quality affecting attributes. They concluded that the main advantage of agile
techniques is customer satisfaction and that it welcomes user requirements changing at any phase.
Hanssen et al. [4] propose ScrumSafe. ScrumSafe assumes that the quality of software projects is
always affected because a Scrum team is supposed to be self-sustained, not having to rely on an
external quality management or assurance function like Quality Assurance (QA) manager. The
research suggested integrating a Quality Assurance role and defined specific tasks that this new role
should handle.

Lucassen et al. [14] suggest a Quality User Story framework (QUS), a set of 13 quality attributes
that User Story writers should achieve. Given that User Stories are a controlled language, the QUS
framework’s attributes are classified into three categories: Syntactic, Semantic, and Pragmatic.
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Jimenez et al. [19] propose a framework for assessing the internal quality of User Stories to improve
the external quality of the project deliveries. The authors evaluated quality from internal and external
perspective. Internal quality assessment was based on the grammatical structure of the User Stories,
and the external quality considered the functionality and usability of the product deliveries. The
findings suggested that the presence of adjectives in User Stories improves the usability and
correctness of the product and is related to the developer’s experience.

5. Scrumlity

According to [26] quality has four dimensions: specification (QD1), design (QD2), development
(QD3), and conformance (QD4). The specification dimension refers to the collection of
requirements, the definition of project scope, delimitation of time, identification of safety aspects,
and evaluation of security aspects. Design dimension refers to how well the product is designed,; it
includes software architecture, database design, user interface design, among others. Development
dimension includes taking care of the most common software development activities such as screen
development, library linking, report development, and unit test plan development, among other
activities. Finally, the conformance dimension refers to how well quality is built into a product
through the above three dimensions.

Table 1. Software Quality Attributes in Quality Dimensions

Attribute QD1 [ oD2 [ oD3 | obp4
Functionality * * * *
Reliability
Usability * *
Efficiency
Maintainability
Portability *
Verifiability *
Integrity *
Testability
Expandability
Flexibility
Reusability
Interoperability
Security *
Compatibility
Table 1 demonstrates the relationship of software quality factors in agile frameworks with the quality
dimensions. Table 2 indicates the Scrum artifact, the process where this artifact takes place, and the
quality dimensions in which the artifact should be considered.

Table 2. Artifacts and Processes in Quality Dimensions.

*
*
*

X[ k| ¥ *

*

[k k| k| k| k| k| *

X k| K| k| ¥| *

Artifacts

Process or Event

Quality Dimension

Product Backlog
Sprint Backlog

Sprint Planning

Specifications, Design

Burndown Chart, Daily meeting Development
Board Sprint
Partial Product Sprint Review Conformance
Action Items Sprint Retrospective | Specifications, Design

Before a Sprint starts, the Product Owner defines a set of User Stories that need to be implemented
to improve or construct a product. During the sprint planning meeting, the Product Owner and the
rest of the Scrum Team define the User Stories that should be worked on during the next Sprint and
compile the Sprint Backlog. The quality of these two artifacts is part of the specification and design
dimensions.
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According to the previous table, the factors that should be considered to measure the quality in these
dimensions are functionality, usability, portability, and security. The burn-down chart displays team
velocity, which in turn represents the story points that have been completed every day during the
active sprint. The Scrum board helps the team provide visibility on task status. These task callouts
are part of the sprint and daily meetings, which is why the dimension considered is development,
and it means that factors considered to ensure quality are functionality, usability, maintainability,
portability, integrity, expandability, flexibility, reusability, interoperability, security, and
compatibility.

The product increment, a functional prototype delivered to the stakeholders, is part of the Sprint
review meeting. The quality of this product increment is the responsibility of the conformance
dimension. Lastly, during the Sprint Retrospective, the Scrum team defines an improvement plan
with action items.

5.1 Scrum Quality Owner role

This study proposes a role hereafter known as the Scrum Quality Owner (QO). The QO has the
responsibility to define and implement quality processes, promote code quality, and ensure that DoD
considers quality software attributes. Ideally, this role should require previous experience with
systems design, systems architecture, and systems modeling. The QO should collaborate with the
PO, adding technical perspective to every User Story. Consequently, the PO and the QO would
jointly build the Product Backlog. Also, the QO would be the person who is responsible for
monitoring and generating the Quality Burn-up Chart which considers quality attributes by User
Story. Lastly, this role would collaborate with the PO to assess Sprint’s outcome. In summary, the
QO would be the person who embraces the quality practices and principles that ensure quality during
an active Sprint.

5.2 Scrumlity Process

Scrumlity workflow starts with the Scrum Team working on the Definition of Ready (DoR) in which
the team specifies certain preconditions and agreements that must be met before a User Story can be
accepted into a new Sprint [24]. One of the main aspects that must be included in this artifact is the
definition of the quality assessment of User Stories. Part of this set of agreements will describe each
quality attribute, to make sure that every team member understood them, if necessary, it is possible
to consider adding examples of each attribute.

The PO will be responsible for defining User Stories under the quality attributes. In such a way, the
PO will assess the User Story quality in order to achieve the 13 attributes before it becomes part of
the Sprint Backlog. Ready in this context means the User Story is defined with high quality and is
sufficiently prepared that a team can start to work on it.

The workflow continues with the QO and the PO collaborating on the definition of the Product
Backlog, but each role focuses on different goals. The PO has the stakeholders’ approach to defining
User Stories; meanwhile, the QO focuses on software quality, through the definition of systems
design, systems modeling, specification of design patterns to implement, sequence diagrams, UML
diagrams, or any other technical artifact. The definition of a User Story would include a technical
perspective with a focus on quality to support its development. The QO would work together with
the PO and the SM to define the DoD and ensure that this artifact includes good practices and
principles that consider software quality attributes at a technical level, such as some of the attributes
described in Table 1. During an active Sprint, and during each daily meeting, the QO will ask each
team member how many of the ten quality factors were considered on each completed User Story.
The QO would be empowered to generate the Quality Burn-up Chart, like how the SM generates the
Burn-down Chart to report the results achieved at the end of each Sprint. The SM will focus on
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reporting completed Story Points during the last Sprint; meanwhile, the QO will focus on reporting
the Quality Story Points achieved by every User Story of the Sprint Backlog.

At the end of the Sprint, the PO and the QO will review and verify the product increment during the
Sprint Review. Since one of the responsibilities of the QO is to define the technical aspects of a User
Story, Scrumlity empowers QOs to decide if the outcome meets quality expectations at a technical
level or not. That is how these two roles will be responsible for approving or denying the delivered
product increment.

Figure 1 shows the traditional Scrum workflow with the modifications of Scrumlity, indicating the
phases where the QO will interact.

Sprint
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Fig. 1. Scrumlity Framework
5.3 Scrumlity Artifacts

5.3.1 Definition of Ready

Conceptually, the DoR is a checklist of the agreements that the Product Owner is expected to
successfully comply with before they can declare the User Story is ready to be added to a Sprint
Backlog [27]. The goal of the DoR is to identify defects in the User Story before work has started,
thereby reducing the likelihood of defects early on. User Stories that are “ready” are clear, concise,
sized appropriately for a Sprint, and most importantly, actionable [27]. The authors propose the DoR
as an artifact to define the quality attributes to assess the quality of User Stories, so any team member
would have access to this information. However, the PO will oversee the execution of this
assessment for every User Story before it becomes part of the Sprint Backlog.

5.3.2 Product Backlog

The authors approach this proposal with two different objectives: the first one is that the User Story
considers a technical perspective of a possible solution which might be represented by sequence
diagrams, UML diagrams, other software architecture designs, schema designs, APl contracts,
database designs, etc.

And the second approach is to consider adding a checklist within the template to conduct a quality
assessment of the User Story executed by the PO to ensure it meets the DoR. According to the
authors in [13], the 13 quality attributes selected to assess a User Story are:
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Well-formed: The core text of the US needs to include at least a role and a goal.
Atomic: The US should consider only one goal.
Minimal: The US should contain a role, a goal, and preferably some benefit.
Conceptually sound: The goal and benefit parts of a US play a specific role.
Problem-oriented: The US should specify only the problem, not the solution to it.
Unambiguous: The US avoids terms or abstractions that lead to multiple interpretations.
Full-sentence: The US should read like a full sentence, without typos or grammatical errors.
Estimable: As a US grows it increases its complexity, and it becomes more difficult to
accurately estimate the required effort.
e  Unique: The US is unique when no other US in the same project is (semantically) equal or too
similar.
e Conlflict free: The US should not conflict with any other US in the Product Backlog.
e Uniform: The US has a format that is consistent with the rest of the USs in the same set.
e Independent: USs should not overlap in concept and should be schedulable and implementable
in any order.
o Complete: Implementing a set of USs should lead to a feature-complete application.
Table 3 represents a minimum set of requirements for user stories according to Scrumlity.

Table 3. User Story Template

Story Points Priority

User Story As a <type of user>, | want <goal>, so that <some benefit>.

Acceptance Given [Preconditions or Initial Context], When [Event or Trigger], Then [Expected
Criteria output]

Testing A high-level check of the acceptance criteria.

Criteria

User Story Quality Assessment

Atomic g| Fu! OJ| uniform Q| Problem- (.
sentence oriented
Minimal O] Estimable  [EJ| Independent || Conflict-free |3
Technical description
Description T_echnical descrip?ion of how to _achieve the_User Story goa!. Such as, sequence
diagrams, UML diagrams, architecture design, schema design, API contract, etc.
Main Flow The sequence of steps to achieve the objective of the User Story.
Alternative A different sequence of steps to achieve the objective of the User Story.
Flow
Exception A sequence of events that does not allow to achieve the objective of the User Story.
Flow

5.3.3 Definition of Done

The DoD should be focused on quality guidelines and regulations. This means, that it is necessary
to specify that every User Story should be assessed with each quality attribute to change the status
to “done”. It is recommended to specify a brief description of every quality attribute in the DoD
artifact. That is how the QO collaborates with the PO and the SM to define all the agreements that
would be included in the DoD; as consequence, the Scrum team would have a quality perspective to
work completed during the Sprint.
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Definition of Done and Definition of Ready act as social contracts in agile teams. The development
team is responsible for meeting the DoD; while Product Owners are responsible for making sure
work items meet the DoR [27].

5.3.4 Quality Burn-up Chart

The Burn-up Chart is a proposal based on quality points. Quality points represent the quality
attributes achieved by every User Story.

The maximum attributes to accomplish are ten points by User Story, this means that if there are six
User Stories to complete during the current Sprint, the team will have 60 quality points to reach by
the end of the Sprint. The considered attributes are the conformance attributes mentioned in Table
1.

As agility allows adjusting to changing technology and needs, and to support this capability, the
authors suggest that the Quality Burn-up Chart could be generated through a template. The template
could be a spreadsheet with a list of User Stories planned in the current Sprint with a checklist of
the ten quality attributes for each User Story. In such a way, it is possible through the checked
attributes to automate the calculation of the total quality points achieved at the end of the Sprint and
generate the Quality Burn-up Chart The QO will be in charge of updating this template with the
Quality Points achieved per day through monitoring with the Scrum team during the daily meeting.
The following equation should be considered to calculate total Quality Points by Sprint.

TQP = (PUS)(QA)
where:
TQP = Indicates total Quality Points to be completed by the end of the Sprint.
PUS = Indicates the number of planned User Stories in the actual Sprint.
QA = Indicates the number of quality attributes considered and defined in the DoD artifact.

6. Experiments

6.1 Scrumlity Acceptance Experiment

A previous experiment was executed to evaluate the framework’s acceptance [12]. The experiment
followed a sample (for convenience) of 31 participants. Six of these 31 participants were actively
employed in software development companies, and the rest of the participants were undergraduate
students enrolled in a Computer Sciences program. The sample was divided into two groups: novices
and practitioners. The novice participants attended Scrum training. After training, the participants
started working on their projects using the Scrum framework. The practitioner participants did not
take any Scrum training because they already had prior experience with Scrum. Both groups
received Scrumlity training and executed 2 Sprints with this adapted framework.

The framework’s acceptance was evaluated to measure the acceptance of the framework the
participants answered a five-point Likert scale instrument. The results suggested that participants
accepted the framework satisfactorily. Most participants agreed that the framework benefits their
organization and makes software development more efficient, and they would like to use this
framework in the future.

The qualitative analysis proposed the implementation of a template for the burn-up chart and a
manual or guidebook with the description of quality criteria, to maintain agility and make it easier
to adopt the framework. Lastly, most participants rated Scrumlity higher than Scrum.
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6.2 User Story Quality Assessment Experiment

For this experiment, the authors considered the suggestions of the experiment implemented in [12]
such as more detail on the attributes' description and the implementation of a template to though
preserving framework agility.

6.2.1 Sample

This study follows a sample (for convenience) of 78 participants (14 females and 64 male). Members
were 22.69 years old in average (min=21, max=38, sd=2.59). The participants were undergraduate
students enrolled in a Computer Science program. All members were attending a software
engineering course. Twenty-eight of 78 participants have less than 12 months of development
experience, 34 of 78 have between one and three years of experience, and 16 of 78 participants have
more than three years of software development experience. Related to Agile experience 51 of 78
participants have less than 12 months of experience, 25 of 78 participants have between 12 and 36
months of Agile experience, and only two participants have more than three years of experience.
The sample was organized into 14 Scrum teams.

6.2.2 Process

A User Story workshop was imparted to the participants. Once the workshop was over, the 14 teams
began generating User Stories. The definition of the User Story was supported by the DoR that
included a description of the quality attributes proposed by [14]. Also, the teams used the User Story
template mentioned in Section 5.3. The template had a checklist considering the 13 attributes of
quality for User Stories, which had to be verified by the PO once the creation of the User Story was
complete. To avoid subjectivity in the evaluation of user stories each team was assigned another
team’s User Stories to evaluate their quality against the proposed criteria. If the User Story meets
the quality attribute the team will assign a ““1” to this attribute, otherwise, the team will assign a “0”.
This process repeats until all the quality attributes are evaluated. At the end of the experiment, the
team will have two quality assessments of their User Stories. One made by the PO (internal
assessment) and an external evaluation carried out by another team.

7. Results

Table 4 shows the results of the quality assessment executed. It shows the number of User Stories
defined by the team, the average error margin expressed as a percentage obtained through the
evaluation performed by another team in comparison with the internal assessment of each team
(AVGE), and the standard deviation of each team’s measurements. The AVGE was obtained by
averaging the result of the evaluation carried out by the PO during the Product Backlog definition
process minus the average of the evaluation carried out by an external team. Five of the 14 teams
obtained less than a 10% error margin between the internal assessment executed by the PO (while
the team was defining their User Stories), and the assessment executed by another team over the
Product Backlog generated. Five of the 14 teams obtained between 10% and 15% of error margin in
the quality of their User Stories, and just four teams got more than 15% of error margin between the
internal and external evaluation of User Stories.

Another factor that the authors examined was the acceptance of conducting a User Story quality
assessment. The results are shown in Table 5. The participants rated the quality assessment of User
Stories within the Scrumlity framework on a five-point Likert scale from strongly disagree to
strongly agree. The results suggest that 60 participants considered that including a quality
assessment of User Stories will benefit the execution of their projects; seven participants gave
neutral responses, and just one participant thought that there would be no benefit.

96



Tona K., Xumenec C., Xyapec-Pamupec P., I'oncanec [Taueko Jlonec P., Kecaga A., I'eppa-T'apcust C. Scrumility: ¢ppefiMBOpK [u1st OLleHKH
Ka4ecTBa M0JIb30BaTeNbCKUX ucTopuit. Tpyow UCIT PAH, Tom 35, Bem. 1, 2023 r., ctp. 87-100

Table 4. User Story Quality Assessment

Team User Stories Qty. AVG (%) Std.

TO1 19 16.60% 0.123

T02 20 12.31% 0.094

T03 20 11.15% 0.052

TO4 20 11.54% 0.130

TO5 25 9.54% 0.055

TO6 20 21.92% 0.206

T07 20 3.46% 0.063

T08 20 26.54% 0.133

T09 21 2.93% 0.061

T10 28 11.54% 0.129

T11 5 20.00% 0.116

T12 20 4.62% 0.046

T13 20 3.85% 0.046

T14 20 10.77% 0.063

Table 5. User Story Quality Assessment
1 2 3 4 5

Assessing the quality of USs helps to write better US. | 0 1 13 32 | 32
Assessing the quality of a US improves the quality of 0 2 9 35 | 32
future USs.

It is important to assess the quality of a US before 0 1 6 27 | a4
software development starts.

8. Conclusion and Future Work

This framework is an evolution of Scrum that includes and promotes the existence of a Quality
Owner role, a modified Definition of Ready artifact, a Quality Burn-up Chart template, a modified
Definition of Done artifact, and a modified template for User Stories. The Quality Owner has several
responsibilities such as: promoting code quality, defining, and implementing quality processes,
collaborating in the construction of the Product Backlog by adding a technical perspective solution
to each user story, monitoring and generating the Quality Burn-up Chart, and assessing the Sprint
outcome in collaboration with the Product Owner. Framework acceptance was evaluated because
improving process and software product quality were motivators though preserving framework
agility was equally important. The findings suggested that the participants accepted the framework
satisfactorily. Most participants agreed that executing a quality assessment of User Stories under
Scrumlity benefits their organization and the execution of their projects. In conclusion, the addition
of the User Story Quality Assessment to Scrumlity was widely accepted. Further research directions
exist that future work should address. As the study was mainly applied to undergraduate students, it
is necessary to execute an experiment with Scrum Teams in the industry to gain better feedback on
the Scumlity proposal.
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oOyueHnsi. B Hamem wHccIeOBaHUM TPHMEHSICS AafaNTUPOBAHHBIA LEJOCTHBIE METOX Ul OLEHKH
KOHIIETITYaJIbHBIX KapT, TIOCTPOEHHBIX ACHHUPAHTAMH M CTYJEHTAMH TEXHHUECKUX CIELUATBHOCTEH C LENbIO
BBIIBJICHHS CIIOCOOHOCTEH K CHCTEMHOMY MBIIUTEHHIO. MccnenoBanue cocrosuto u3 1Byx da3. Ha nepsoit daze
CTYIIEHTHI TIOKa3aly IpHeMiIeMoe 3HaHHe (haKTOPOB OLEHKH 3aTpaT W HEKOTOPHIH ypOBEHb CIIOCOOHOCTH K
cucTeMHOMY MbInuteHnio. Ha BTopoM stamne o6a 3Ti nmokasaresnst Obut yimydmieHsl. [Ipumensincs U-kpurepuit
Manna-YuTHH, 9TOOBI OIpEeNeNNTh, €CTh JIM CYIIECTBEHHbIE paszmmums Mexay dasoir 1 u dazoit 2.
VYuuThIBaIHCh YPOBEHDb H0CTOBEPHOCTH 95% 1 ypoBeHb 3HaunMocT 0,05.

KnroueBble cjl0Ba: CHCTEMHOE MBILIUIEHUE; CHOCOOHOCTH CTYAEHTOB; aAalTUPOBAHHBIN LENOCTHBIH METOJ
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1. Introduction

Systems Thinking is a holistic approach to analyze, and solve complex problems and systems [1, 2].
It means looking for an acceptable solution among several potential solutions. These solutions will
own relationships of correlation, some of them may involve cause and effect. Systems Thinking
emphasizes the complexity of relationships, seeking out webs of causality rather than single, linear
causes [3]. In this regard, this study focuses on, firstly, identifying how students change their mind,
over time, about cost estimation drivers while they receive an academic course related to this topic.
Secondly, how students represent their change of mind through a concept map, and finally how those
Concept Maps shed light on Systems Thinking. Particularly, one Systems Thinking Competence
defined by [4], was analyzed. The study was applied to undergraduate and postgraduate students.
They were enrolled in a cost estimation course during the spring 2020, where, among several
concepts, cost estimation drivers were studied. This paper took into account the COCOMO model
[5].

After Students’ Concept Maps (SCMs) were assessed in phase 2, the outcomes showed an increasing
knowledge on estimation cost drivers regarding the first evaluation on phase 1. Additionally,
Systems Thinking Competence #3 was identified in the same way at a higher level on phase 2 than
phase 1.

2. Background

The term Systems Thinking is known as “the art and science of making reliable inferences about
behavior by developing an increasingly deep understanding of an underlying structure” [6]. Systems
Thinking has been applied in a wide number of areas [7-9]. Based on these cases, Systems Thinking
has demonstrated an ability to manage the complexity of systems, technical and societal, by
considering the future implications of decision making and their long-term consequences.
Additionally, Systems Thinking can be applied to decision making, and it often involves
understanding the complexity of the situation, to see causal relationships, identify dynamic
relationships among variables, and so on. In order to identify relationships [10, 11], and complex
relationships [12, 13], Conceptual Maps are often used for modeling.

2.1 STC and Skills

There is neither an agreement about competencies definition nor its interpretation. The interpretation
ranges from a description of competency in terms of performance and competence in terms of skills
acquired by training to a broad view that encompasses knowledge, understanding, skills, abilities
and attitudes [14].

This paper uses the term competence instead of competency. Competence is defined as a set of skills
acquired by training or teaching. Systems Thinking can be described as a dual ability to understand
systems and analyze circumstances, questions, or problems from a systems perspective [15].
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Systems can be divided into three aspects, function (utility), structure (form) and behavior
(dynamics) [16]. When both terms, Competence and Systems Thinking, are put together. Systems
Thinking Competence (STC) arises. STC can be defined as: “Aspect that implies skills, knowledge,
attitudes and behavior applied to tasks or activities where Systems Thinking perspective is needed”.
[1] stated, Systems Thinking can help to develop higher-order thinking skills, such as critical
thinking, in order to understand and address complex, interdisciplinary, real-world problems. In this
sense, some critical thinking skills (competencies) were defined by [17].

This paper was focused on just one of the eight STC defined by [4]. The competence selected, among
eight of them, was the number 3. Competence #3: Ability to see relationships, a system can be
understood in the context of relationships.

The competence #3 (STC #3) was selected because this competence is most closely related to cost
modeling and allows to isolate a single competence without worrying about the confounding or
mediating effects of others.

2.2 Cost Estimation

There are several Effort Estimation Methods, among them, COSMIC [18], User Stories [19].
COCOMO model was used in this research, it estimates the amount of effort in person-months (PM).
COCOMO’s equations require effort multipliers (EM) and scale drivers/factors (SDF) as inputs.
COCOMO defines five Scale Drivers Factors: PREC, FLEX, RESL, TEAM, and PMAT.
Additionally, COCOMO defines several Effort Multipliers: RELY, DATA, CPLX, RUSE, DOCU,
TIME, STOR, PVOL, ACAP, PCAP, PCON, APEX, LTEX, PLEX, TOOL, SITE, and SCED.
Effort Multipliers and Scale Drive Factors were searched out on each SxCMs (Student x’s Concept
Map) in order to identify how many of them were used to build their SXCM. Depending on this, a
rate was assigned to each SXCM [20].

2.3 CMs and Scoring

Concept Maps were developed by [21] at Cornell University, in order to understand changes in
students’ knowledge, mainly because CMs are graphical tools for organizing and representing
conceptual understanding [22]. Additionally, CMs and Systems Thinking can be used together
because they share common characteristics such as structure, dynamism and hierarchy, and some
researchers indicate that increase in the number of concepts, connections and diversity in CMs are a
reliable parameter for measuring students’ systematic thinking [23, 24]. CMs have been used in a
wide spectrum of areas due to its advantages [25-29].

Additionally, [26] did an evaluation of six scoring methods: 1) holistic, 2) holistic with master map,
3) relational, 4) relational with master map, 5) structural, and 6) structural with master map. To
calculate similarity between subjects’ Concept Maps, and the Master Concept Map (MCM), [30] a
set of theoretic methods described by [20] can be used.

In general terms, there is a big quantity of research where Concept Maps have been used in order to
identify Systems Thinking skills or competencies [31-35].

3. Research Methodology

This section describes the research methodologies’ main elements and instruments used to gather
and analyze data.

3.1 Research General Background

In [36], authors analyzed whether particular features (medium) of Concept Maps affect the
assessment of student’s Systems Thinking. They found that the medium rarely influenced the
validity of Concept Maps for Systems Thinking. Furthermore, the authors suggest Concept Maps as
an appropriate assessment of Systems Thinking.
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However, for this research neither specific tool to build Concept Maps was requested nor specific
instructions to build them was given. Additionally, for this study an Adapted Holistic Scoring
Method (AHSM) was used together with a Master Map Methodology.

The original holistic methodology was adapted because of the type of raw material gathered.

There were two assessments. The first one was applied in January (Phase 1) and the second one in
February (Phase 2), both of them in 2020. The assessments consisted, basically, about identifying
how many Cost Estimation Drivers terms the students were able to use, and how many Scale Factors
and Effort Multipliers they were able to specify when they developed their Concept Maps,
additionally the level of Systems Thinking Competence #3 embedded into their Concept Maps was
tried to identify. The second assessment analyzed if students used specific cost estimation drivers.
System Thinking Competence #3 embedded into their Concept Maps was evaluated. Particularly,
we identified if students have reached a better level.

3.2 Research Problem

Solving complex problems is one of the main activities in some industries, where, in the future,
students could be hired. In this sense, identifying Systems Thinking Competencies owned by
students can be useful. With this identification, training activities to strengthen them could be
planned and managed. This research identified one Systems Thinking Competence owned by a
group of students (graduated and ungraduated) The Systems Thinking Competence identified was
STC #3.

3.3 Research Focus

This research was focused on identifying a STC owned by students, particularly we were focused
on how students change their ability to see relationships after they received theory about cost
estimation drivers and how they were able to represent it through a Concept Map. Applying the
Adapted Holistic Scoring Method together with the assessment rubric, Concept Maps were assessed.

3.4 Research Aim and Research Questions

Research questions guidelines this study:

RQ1: How does ability to see relationships (STC #3) change over time as a result of learning cost
modeling?

RQ2: How do students’ mental models of the factors that impact project costs change over time?

3.5 Participants

This research was applied to a sample of participants consisting of undergraduate and postgraduate
students. All of them were enrolled at different Systems and Industrial Engineering Department
careers. The first study was applied to 61 students and the second to 45 students. The survey wasn't
mandatory in order to avoid any kind of bias. The study was applied in the spring 2020.

3.6 Instrument and Procedures

The methodology included two phases. The first one (see Figure. 1) assess the degree of similarity
between Students’ CMs (SxCM) and the Master Concept Map (MCM). High levels of similarity
indicate SXCMs own a considerable quantity of Cost Estimation Drivers in their Concept Maps. In
order to do this assessment, the Adapted Holistic Scoring Method [30] was used (See Figure 1).
According to [30] in order to assess CMs similarity, these have to be constructed using the same set
of concepts. However, when SxCMs was requested for this research, and when MCMs were
developed, both of them used different sets of concepts because our students did not receive a
common set of concepts. Our students did not receive specific information about how to build CMs.
During the first assessment, students did not know Cost Estimation Drivers.
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Develop Calculate Calculate Calculate
MCM S0 S S.Sm
Calculate | Assign Calculate
FG, EG Grade of
' 5,5m

Fig. 1. Adapted Holistic Scoring Method (AHSM)

These equations were used:
a) S, =MCMnNS,CM;
b) SxU = (Z?:i MCMtermi + Z?:l SxCMtermi) - le;

Syl .
0 SeSn =

d) Gy =S5,Sm *10;

e) EG = ExpertGrage;
f) FG,=(EG+Gy)/2.

3.7 Assessment Rubric

The assessment was done through a rubric (see Table 1). This rubric was used to evaluate each
SXCM, and level of System Thinking Competence #3 (STC#3) was identified. The elements of
STM#3 identified indicate whether students saw relationships between the cost estimation drivers
(direct costs) and the costs around the project (indirect costs). Regarding relationships, three levels
were defined: Low, Medium and High. A SxCMs got low level, if 0 or 1 related element with STC
#3 was identified, when O elements were identified, it means SXCMs only contains Cost Drivers
Estimation related with the cost estimation project itself (direct costs). A SXCMs got medium level,
if two related elements with STC #3 were identified. Finally, a SXCMs got high level, if three or
more related elements with STC #3 were identified.

Table 1. Rubric to assess SXCMs vs STC #3

SxCM Assessment STC #3 Identified Level
Low Medium High 1 2 3
Low. If1or | Medium. If High. If 3
0 external 2 external or more
elements elements external
were were elements
identified identified were
identified

The methodology to assess the STC #3 in each SXCMs is shown in figure 3. Figures 11 and 12

represent the outcomes.

Apply Rubric to S,CM

Analyzing results

Creating graphics

Fig. 2. Methodology to identify STC #3 into SXCMs
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3.8 Statistical Test

The Mann-Whitney U-test was used to compare SXCMs developed at the first phase vs SXCM
developed at the second phase

Two Mann-Whitney tests were applied, one of them to assess Cost Estimation Drivers. The second
test to assess STC#3’s level reached.

The first Mann-Whitney test was applied to Cost Estimation Drivers. The Null Hypothesis (Ho), and
the alternative hypothesis (H1) were defined:

Ho=NCED; >= NCEDy;

H1=NCED; < NCED:.

NCED: represents the number of Cost Estimation Drivers included by students in their CMs in the
first phase study, and NCED; represents the number of Cost Estimation Drivers included by students
in their CMs in the second phase study. A confidence level of 95%, and a significance level of 0.05
(oo = 0.05) were defined.

The size sample was 105, in the first phase study there were 60 students (one of them was eliminated)
and in the second phase there were 45 students. It means, 105 Concept Maps were analyzed.

The second Mann-Whitney test was applied to Systems Thinking Competence Level #3 reached by
students. The Null Hypothesis (Ho), and the alternative hypothesis (H1) were defined:

Ho=STCL1 <= STCL;

H1=STCL; > STCL..

STCL; represents the level of Systems Thinking Competence #3 reached by students in their CMs
in the first phase study, and STCL represents the level of Systems Thinking Competence #3 reached
by students in their CMs in the second phase study. A confidence level of 95%, and a significance
level of 0.05 (a = 0.05) were defined.

The size sample was 95. In the first phase study there were 54 students and in the second phase there
were 41 students. Some students were eliminated because they didn’t reach any level of STC#3.
Some parameters have to be computed, U and Z,,, according with the following equations:

n,(n, +1)
U1 = n1n1 % - Rl; (1)
n,(n, + 1)
U2 = n1n1 % - Rz; (2)
_nhny
~ u-m
Z, = ) 3)
i/nlnl (ny+n,+1)
12

4. Research Results

This section presents the outcomes regarding degree of similarity between Students’ CMs (SXCM)
and the Master CMs (MCM). Additionally, the results regarding the level of Systems Thinking
Competence (STC #3) reached are shown.

4.1 AHSM and Rubric Results

The first assessment (phase one), maximum and minimum scores reached for SXCMs (see Table 2)
were calculated. The SXCM’s results showed low grades but it was due to, at this point of time, the
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students had not received formal teaching about cost estimation drivers and they had a whole
freedom to develop their own Concept Maps.

As it can be seen in Table 2, due to low standard deviation, most of the students got around 4.2
points and an average of 4.15

Table 2. Phase one outcomes (First assessment)

MCMvsS1CMtoS61CM
Average Max. Min. Mean Standard
grade grade grade Deviation
4.15 6.42 2.69 4.18 0.98

Approximately one month later second assessment was applied, and the same task was requested.
There was an increase of almost two points, from 6.42 to 8.06 (See Table 3)). Additionally, more
specific cost estimation factors were used by students.

Table 3. Phase two outcomes (Second assessment)

MCMvsS1CMtoS45CM
Average Max. Min. Mean Standard
grade grade grade Deviation
4.49 8.06 3.21 441 0.88

Additionally, an analysis about Scale Drive Factors and Effort Multipliers was applied. 64.4 % of
students included, at least, one SDF on their SXCMs (See Figure 3).

Scale Factors

« identify  No identify

Fig. 3. Scale drive factors

Moreover, EM were identified on SXCMs 73.3% of students included it on their SXCMs. It means
almost all students increased their knowledge about specific elements that influence a project cost.

STC # 3 Assessment
5
20
15
24

) 21
10 15

<

Low Medium High

Fig. 4. Level of STC #3 identified. First assessment phase

Furthermore, the assessment rubric (See Table 1) was applied in order to identify aspects about
Systems Thinking Competence #3 (STC#3). It was applied in the first and second assessment phase
(See Figures 4, and 5).
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STC# 3 Assessment

25

135
11
10
14
5 7

Low Medium High

Fig. 5. Level of STC #3 identified. Second assessment phase

Furthermore, the assessment rubric (See Table 1) was applied in order to identify aspects about
Systems Thinking Competence #3 (STC#3). It was applied in the first and second assessment phase
(See Figures 4, and 5).

The S19CMs (student 19 of 61, first assessment phase), is shown in order to identify what kind of
Student Concept Map was built (See Figure 6). This student got a final grade of 4.6 points in the
first assessment phase. 4.6 means a similarity of 46% with Master Concept Map, in other words, the
student 19 included 5 of 19 cost estimation drivers expected.

Driv 451 v it

{ v.f‘:_rwl nts

Fig. 6. SI9CM (First assessment phase)

The same student (Student 35 = student 19 in phase 1), but in the second assessment phase (Phase
2), got a final grade of 8.1. This grade, 8.1, means a similarity of 81% with Master Concept Map. In
other words, the student 35 included 13 of 20 cost estimation drivers. There was an improvement of
3.5 points.

4.2 Mann-Whitney Results

The first Mann-Whitney U-Test applied to Estimation Cost Drivers Included by students in their
Concept Maps at first and second study gives us the next results.

The Null Hypothesis (Ho), and the alternative hypothesis (Hi) were defined to the first Mann-
Whitney test, where significant Estimation Cost Drivers included at first phase regarding Estimation
Cost Drivers included at second phase study was computed.

Phase 1 and Phase 2 were related to NCED; and NCED;, respectively. The sample size for the first
phase and the second phase was n; =54, and n, =41. The median to Phase 1, and Phase 2 was 3 and
5 respectively (See Figure 7).
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5

Phase 1 Phase 2

Fig. 7. Medians Phase 1 and Phase 2

Additionally, Figure 8 shows frequency histogram of Estimation Cost Drivers included in students’
Concept Maps. This graph represents how many Cost Estimation Drivers were included in the
Students’ Concept Maps at the first phase, and at the second phase.

Estimation Cost Drivers Included

i3

:&J ﬁ[l[lflril-

DPhase 1 @WPhase2

Fig. 8. ECD included at CMs
The rank of Phase 1 and Phase 2 was calculated: Rank; = 2641, and Rand, = 2924.
After these calculations, the U parameter was calculated for both Groups: U; = 1889, and U, = 811
(See equation (1), (2)). Hence U = 811.
Z, was computed because our sample was larger than 20. After applying the equation (3), 3.49 was
the value obtained to Zy.
Since p-value>a (p-value=0.99, 0=0.05), the null hypothesis Hy=STCL; <= STCL, cannot be
rejected. The cost estimation drivers identified by students in Phase 1 are assumed to be less than or
equal to the cost estimation drivers identified by students in Phase 2. Additionally,
p(x<=Z=0.00095), it means that the chance of error rejecting Ho is too high:0.999 (99.9%). However,
when we estimate the common language effect size (U/(n, * n,) = 0.30, this is the probability
that a random cost estimation driver from Phase 1 is greater than a random cost estimation driver
from Phase 2. Finally, Ho cannot be rejected.
The second Mann-Whitney test was applied to Systems Thinking Competence Level #3 reached by
students. Phase 1 and Phase 2 were related with STCL; and the second with STCL,. The sample size
for the first phase and the second was n, =54, and (n, =41). The median to Phase 1, and Phase 2
was 2 and 3 respectively.
The U parameter was calculated for both phases. U; = 1321.5, and U, = 892.5. Hence U = 892.5
because the U, with fewer scores is selected, in this case U, was selected.
Z, was computed because our sample was larger than 20. After applying the equation, the value
obtained to Z, was 1.61.

CM Quantity
=
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Since p-value>o (p-value=0.97, a=0.05), the null hypothesis Hy=STCL; <= STCL. cannot be
rejected. The Systems Thinking Competence #3 reached by students at phase 1 are assumed to be
less than or equal to the Systems Thinking Competence #3 reached by students at phase 2.

5. Discussion

Regarding RQ1. There was just one month between phase one and phase two, despite those, a
relevant and remarkable difference was detected. After students received a little training about cost
estimation drivers, they were able to develop Concept Maps where more cost estimation drivers
were included, and they were able to see more relationships, it means, they increased the level of
Systems Thinking Competence #3 embedded into their Concept Maps.

Regarding RQ2. It is necessary to provide training or teaching where students get information about
cost estimation drivers and this information can be internalized for each student in case they work
alone and socialized in case they work in a team. During this time, students received information
about what factors could impact project costs. The knowledge acquired allowed students to build
Concept Maps with more cost estimation drivers included. These outcomes shown it is important
include information about what Systems Thinking Competence is, and add information about the
specific topic or area to be tackled.

A Mann-Whitney U-test was applied to Cost Estimation Drivers included in Concept Maps
developed by students in both Phase 1 and Phase 2. The changes between these Phases is statistically
significant. The null hypothesis Hy=STCL; <= STCL; cannot be rejected

An additional Mann-Whitney U-test was applied to Level of Systems Thinking Competence#3
reached by students when they develop their Concept Maps, in both Phase 1 and Phase 2, as a result,
we can realize, the changes between Phase 1 and 2 were statistically significant. The null hypothesis
Ho=STCL; <= STCL; cannot be rejected.

Limitations and threats. This research was applied to a limited sample of participants, which
consisted of undergraduate and postgraduate students, where an optimal sample size wasn’t
calculated. Additionally, the sample is not heterogeneous, as a result, the outcomes cannot be
generalized to different areas of engineering. Hence, the outcomes must be taken with caution, and
the outcomes cannot be generalized.

6. Conclusions

This research has shed light on a specific Systems Thinking competence (STC #3). Particularly, it
collected evidence about STC #3 owned by undergraduate and postgraduate students. Even when
they did not know what a Systems Thinking Competence is.

Collecting this kind of information can be useful when Systems Thinking Competencies must be
taught. In other words, before a teacher or trainer will teach Systems Thinking Competencies, it is
recommended to apply an initial diagnostic test in order to identify the level of knowledge in each
competence, after that, the results can be used in order to design a strategy to teach Systems Thinking
Competencies. These actions could save training time, and reach desired objectives more quickly
and more efficiently.

Outcomes indicated engineering students own some cost estimation knowledge. This can be
understood because they own an engineer profile, and they are aware about aspects that have to be
taken into account when a project is developed and when a cost has to be estimated. For instance,
they identified aspects that imply time and money.

Outcomes obtained can be useful in order to design an educational strategy when the cost estimation
topic is taught.

Additionally, this research has shown that despite engineering students not writing specific cost
estimation’s names, they identified them, hence just teaching specific cost estimation names will be
required, and obviously, detailed theory about it.
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Mann-Whitney U Test was useful in order to show that changes between phase 1 and phase 2 were
statistically significant.
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AnHoTanus. B TeHnepHOM mporecce yJacTBYIOT KOHKYPHPYIOIIUE MPEATIOKEHNS OT Pa3HBIX KaHIUIATOB —
IIOCTABIIMKOB MJIM UX KOHTpareHToB. [lobeanTens TeHAepa JOMKEH TOCTABUTh TN OKa3aTh YCIYTy Ha JIy4YIIUX
YCJIOBHSIX, YeM KOHKYpEHTHL. TeHzepbl pa3pabaThlBaroTCs C HCHONB30BaHMEM [CHTPATH30BaHHBIX
HETPOBEPEHHbIX CHCTEM, YTO CHIDKAeT MPO3PayHOCTh, CIIPABEAJIMBOCTh M JOBEpPHE K IPOILECCY, a TaKxKe
CHIKAaeT BO3MOYKHOCTh OOHApYXEHUS 3JI0HAMEPEHHBIX MONBITOK MaHUITYJIUPOBaHUs mporeccoM. CHCTeMbl,
KOTOpBIE 00ece4unBaoT (HOPMAIBHYIO NPOBEpPKY, NEHEHTPAIHM3AINIO, AayTeHTH(QHKAIWIO, IOBEpHE W
NPO3pavyHOCTh, MOTYT CHHU3UTh 3TH PHCKH. 3ajada BBIIOJHHMOCTH (DOPMyT B TEOpHSIX obecrnednBaeT
(hOopMaNIBHEIN aHANK3 JUIS JOKA3aTeNIbCTBA IIPABMIIBHOCTH CBOMCTB TEHACPHBIX MPEIUIOKECHHH, TPOBEPEHHBIS
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CBOWCTBa 00ECHEUMBAIOT HAJEKHOCTh CHCTeMbl. Kpome TOro, omHoW M3 TEXHOJIOTHH, 00eCHeYMBarOIINX
JELEHTPATN3ALNIO, SIBISIETCS OJOK4YEiH, IeNOYKa pPAaClpeeieHHbIX H JeLEHTPAIN30BaHHBIX 3amucei,
CBSI3aHHBIX TaKHM 00pa30oM, 4TO 00eCIeunBacTCs ENOCTHOCTh. B Halllel craThe mpencTaBicHa GopMaibHas
MIPOBEPEHHAS U JICIICHTPAIN30BaHHAS CHCTEMa YIPABJICHUS TCHICPHBIMU MPEJIOKCHUSIMH, OCHOBaHHAsI Ha
3aJa4e BBITOJHUMOCTH (OPMYJ B TCOPUSAX M TEXHOJOTHH OJIOKYCHH M HarpaBJcHHAs Ha TO, 9YTOOBI CIeTaTh
JJICKTPOHHBIC TCHICPHI HA 3aKYIKH 00Jiee HaIe)KHBIMH, TPO3PAYHBIMHU H CTIPABETUBBIMH.

KuroueBrble cj10Ba: 3a/1a4a BEITIOJTHUMOCTH q)OpMyJ'I B TCOPUAX; IPOBEPKA TCHACPOB; 6HOK‘leﬁH; OJIEKTPOHHBIE
3aKYIIKH
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B Teopusx s TenaepHbix cuctem. Tpymst UCIT PAH, tom 35, Bem. 1, 2023 r., crp. 113-122. DOL:
10.15514/ISPRAS-2023-35(1)-8
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CONACYT (1006953) mpu corpynnuuectBe ¢ HaydHo-MCCIeOBAaTENIHCKHM WHCTHTYTOM TPHKIIATHON
MaTeMaTHKHd U cucTeM. Pabora taioke momnepxkuBanack rpantamu 1A104122 u TA101021 IIporpammsr
MO/IICPYKKH HaYyYHO-HUCCIICOBATEIBCKUX U TEXHOIOIHYECKUX HHHOBAMOHHBIX 1poekToB (UNAM-PAPIIT).

1. Introduction

Public tenders are sensitive to fraud and corruption; therefore, the laws of most countries regulate
government procurement. One example is the European scheme for public tenders, which is one of
the most organized and documented [1]. In this scheme, contracts typically go through competitive
processes, following common and local legal guidelines of each member country of the European
Union. The purpose of this scheme is to offer a fair process for the participants, including a fair price
for the taxpayers of the country issuing the tender. Currently, this scheme handles various types of
procedures for tendering, such as open or restricted. These procedures have in common a negotiation
about what the participants will supply, but with different rules between each type of procedure.
Although governments have robust legal rules for bidding procedures, these procedures are carried
out centrally, where a collective or an individual entity reviews each bid based on the rules
established by the corresponding tender. So later, the supplier with the proposal offering the best
cost/quality ratio is selected.

This centralization creates different risks for the tendering procedures. Centralized entities might
give preferential treatment to some of the participants, thereby, undermining the fairness of the
process. There is also the possibility that bids are manipulated to favor a specific participant. In
addition, the transparency of the procedures can be compromised, as the results of the tendering
process presented to the public are not reliable [2] as malicious manipulations are not published.
This problem has been already identified by some governments that have proposed initiatives for
electronic tendering schemes. Some of these schemes are implemented using information systems
that carry out bidding procedures through the Internet. One example of these kind of government is
presented in [3], where a large-scale implementation was developed.

Despite the advantages offered by these systems, they are still centralized, therefore, managed by
selected entities who must comply with the applicable rules. Centralization might hide malicious
manipulation.

In addition, it is also not possible to automatically verify if the tender rules are meet by the
participants. By doing this, human errors and data manipulation can be reduced. Therefore, systems
that provide automated verification, decentralization and transparency can mitigate these risks.
Therefore, by modelling and implementing a system based on Satisfiability Modulo Theories and
Permissioned Blockchain, to validate, automate, offer immutable transparency, and ensure fairness
in tendering procedures is possible.

Satisfiability Modulo Theories (SMT) [4] is a verification technique to prove correctness of system's
properties. Properties are expressed in a formal language and when all given properties are satisfied,
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it is said that the system is valid. This technique can be used to implement automatic verification of
rules on a system.

Permissioned Blockchain [2] is a type of restricted Blockchain, where access to participants is
controlled by having full identification of them. These participants are impartial entities that attest
to the records that are generated in the Blockchain. This type of blockchain by having access control,
greatly reduces the energy consumption required by public blockchains. In the latter, anonymity
requires high resources in terms of hardware and energy, so a permissioned blockchain is more
convenient for governments or public institutions.

Considering this, we propose a tendering system based on Satisfiability Modulo Theories and
Permissioned Blockchain that supports biding processes.

By using this system, participants' bids will be automatically validated to later be registered in a
blockchain, that through consensus of several peers supports decentralization. Therefore, reducing
the reliance on a single entity. As consequence, reliability, fairness, integrity, and transparency of a
tendering process can be guaranteed.

This paper presents the following contributions:

e Presents a system design for the public tendering procedure, as a reference for investigations of
a similar nature;

e  Shows the operation of the system model with facilities for its optimization and improvement;
e Validates inputs to the system through the use of a formal verifier;

e Securely and robustly registers the operations carried out in the tender process in a permissioned
Blockchain system;

o Offers a proof of concept to set a precedent that implementation is possible.

1.1 Related work

First, work related to verification is shown, from which reference was taken to support the formality
of our proposal.

Y. Limoén et.al. present a “Mu-Calculus Satisfiability with Arithmetic Constraints” [5]. They study
an extension of modal mu logic and Presburger arithmetic constraints, over tree models. They
describe a satisfiability algorithm similar to our model.

D. Medina-Martinez et.al. present a “Database Management System Verification with Separation
Logics” [6]. They propose to use Separation Logics to verify a database management system,
focused on the verification of libraries containing heap data structure manipulation. Inside of the
verification they use classical First Order Logic (FOL) reasoners to strength the verification process,
in a similar way to our proposal.

In the following sections, we present results in the design, formalization and modeling of such a
proposal.

2. Background

In this section, the concepts of Satisfiability Modulo Theories, Blockchain and Smart Contracts are
presented.

2.1 Satisfiability Modulo Theories

The Satisfiability Modulo Theories (SMT) problem is a decision problem for logical formulas with
respect to combinations of background theories expressed in classical First Order Logic with
equality [4].

A decision problem is a problem that can be abstracted as a yes or no question of the input values,
while a formal theory is a set of sentences that can be used to restrict the models we wish to consider.
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An approach to solve SMT formulae is based on the observation that an SMT can be reduced to a
Propositional Satisfiability Problem (SAT) formulae. Reductions can be solved atomically, to finally
combine the results, to prove if the input formula is valid. This approach will be useful to validate
the inputs during the operation of our proposed model protocol.

2.2 Blockchain

At the end of 2008 [7], along with the invention of cryptocurrencies, decentralized and transparent
databases became popular. This is now known as Blockchain. According to NIST “Blockchains are
distributed ledgers of cryptographically signed transactions that are grouped into blocks. Each block
is cryptographically linked to the previous one (making it tamper evident) after validation and
undergoing a consensus decision. As new blocks are added, older blocks become more difficult to
modify (creating tamper resistance and strength integrity). New blocks are replicated across copies
of the ledger within the network, and any conflicts are solved automatically using established rules
(81"

There exist two types of Blockchain: Permissionless and Permissioned. The former, called Public
or Permissionless, it is open to all participants preserving their anonymity and offering full ledger
transparency. Everyone in the network can validate transactions and can partake in the process of
consensus. However, this type has a high energy consumption and uses consensus algorithms that
take considerable time to reach an outcome [2]. An example of an application of this type of
Blockchain is the Ethereum platform [9].

The latter, called Private or Permissioned, it is not open to all nodes. The participation of nodes is
managed by third parties, usually impartial entities, i.e., they do not belong to the same organization
and do not share interests. In this type of Blockchain, not all the nodes in the network can participate
in the verification of the transactions. Instead, a selected group of nodes perform such verification,
therefore, improving its efficiency. At difference of public blockchains, private blockchains do not
provide decentralized security due to restricted access [2]. However, since in a private blockchain a
third party assigns the access rights to each participant, the privacy level is increased making this
type of blockchain suitable for government sectors. Moreover, their energy consumption is lower as
consequence of the used consensus algorithms [2]. An example of this type of Blockchain is the
Hyperledger Fabric platform [10].

Blockchain types use consensus protocols. A consensus protocol provides a technique for users or
machines to coordinate in a distributed and decentralized setting. It ensures all participants agree on
a unified transaction ledger without the help of a central authority. In the case of public blockchains,
the consensus is achieved by the validations of the participants in the network, and in the case of
private blockchains, the consensus is achieved by the selected entities accepted in the network [9].

3. System model

In this section, we present the high-level design of our system including the actors and its
functionality. This functionality is later described through a set of sequence diagrams, as well as the
description of the operation of the system's Blockchain network.
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Fig. 1. Architecture of the model

3.1 System overview

The Fig.1 illustrates the architecture of the model. In this, there are 5 blocks that groups the main
actors of the system. These blocks are defined as follows.

Formal blockchain-based system. This is the main block of the model that is depicted in purple on
Fig.1. Here, the tender rules are established, operations in the Blockchain are registered and the
winning offer is determined, all in an automated way. It also offers access to the information
registered in the Blockchain to participants and citizens interested in reviewing the procedures
carried out within the tender system.

Government Departments. This block represents the public government institutions that issue the
calls for bids, establish the tender rules, control access to participants and are constantly managing
the operations that occur in the Blockchain.

Public Institutes. This block represents the public institutions that participate in the bidding process
as members of the consensus for registering transactions in the Blockchain. They audit the
information that is recorded in the system, and also handle the operations that occur within the
Blockchain. The participation of these institutions is considered impartial, to strengthen the fairness
of the tender process.

Tender participants. This part of the block represents the companies or organizations interested in
participating in the tender process. They are obliged to register their participation so that they have
control over their access. Once registered, they can send their offers to the system, consult the results
of the valid rules that they comply with, or consult the transactions with information on the
procedures that were carried out in the tender process in a transparent manner.

Citizens. This part of the block represents citizens interested in reviewing a tender process, to check
the procedure was fair and that the use of their taxes will be made according to the legislation.
Once the blocks that represent the actors in the model have been described, the proposed
functionality of the system is presented below.

4. Formal model analysis
In this section, we present the results of the formalization of the tender rules and the offers of the
participants, that occur in the Formal blockchain-based system (Fig. 1 in Section I11).
Following tender rules specified in [1], we have identified the next four types of general rules in a
tender process.
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Specifications associated to a particular tender entity (several tender entities may form part of the
tender), such as antitrust regulations or import or export taxes; Specifications associated to bidders,
such as your legal identification or certifications; General specifications, such as a tender
registration; and Numerical constraints, such as the price limit of the tender or budget of some offer
proposal.
To explain how these rules are used in the tender we present the following set of definitions.
To formalize the tender rules, we propose a hybrid specification based on a rule-based expert system
which are non-numerical specifications [11] and a numerical constraint system [12]. The rule-based
expert system formalizes the knowledge required to express the type of rules not involving numerical
constraints, that is, specifications associated to tender entities and bidders, and general
specifications. Numerical constraints are formalized by the corresponding system.
Definition 1 (Non-numerical specifications). Non-numerical specifications are expressed by a set
of rules of the following form:
IF antecedent THEN consequent

where antecedent and consequent may represent a Boolean combination of statements.
Definition 2 (Numerical specifications). Numerical constraints are expressed by an equation
system:

Ay 1% FAg% o+ Ay Xy St

az_lxl + az‘zxz + -+ az‘nxn = tz

AmaXy + QpaXy + o+ QX =ty

for any positive integers n and m. Notice other relations, such as >, <, <, >, may also be expressed,
for instance x < k holds if and only if x + y = k for some positive integer y.

Now, we are going to define a bidder.

Definition 3 (Bidder Offer). A bidder offer is defined by the tuple (Statements,
NumericalEqualities), where Statements is a set of fulfilled properties, defined by the tender
rules, and NumericalEqualities is a set of equalities between variables and positive real numbers,
associated to costs.

We are now ready to define when a bidder satisfies the tender rules.

Definition 4 (Bidder offer fulfillment). Given a set of tender rules, expressed in terms of a rule-
based expert system (Definition 1) and a numerical constraints system (Definition 2), we say a bidder
offer fulfills the rules, if and only if, the statements and numerical equalities (Definition 3) fulfill all
numerical and non-numerical specifications.

Definition 5 (Tender Rules Formalization). Given a set of tender rules, expressed in terms of a
rule-based expert system (Definition 1) and a numerical constraints system (Definition 2), and a
bidder b, we define the FOL formula TR(b) (b occurs in TR) as follows:

TR(b) :=ES(b)ANS
where n rules of the expert system are defined by the formula

n
ES(b) = /\(Antecedent(b)i — Consequent(b);)
i=1
and m numerical constraints are defined by the formula

m 1
NS = /\Z aj 1 X = ¢

j=1 k=1
where c is a value given by the bidder b. Other relations, such as >, <, <, >, may also be expressed.
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Definition 6 (Bidder Offer Formalization). Given a bidder b, expressed in terms of statements and
numerical equalities (Definition 3), and his offer, we define the FOL formula BO(b) (b occurs in
BO) as follows:

BO(b) = ST(b) ANE
where n statements of the offer are defined by the formula

ST(b) = /\(Statements(b)i)
i=1

and m numerical equalities of the offer are defined by the formula

NE = /\(ajxj =¢)
j=1
where c is a value given by the bidder b.

Based on these definitions, the following theorem is constructed and proved.

Theorem 1 (Bidder offer verification). Given a set of tender rules and a bidder offer b, the FOL
formula TR(b) A BO(b) is satisfiable if and only if the bidder offer fulfills the tender rules.
Proof: [TR(b) A BO(b)]y = 1 = b fulfills tender rules.
Induction over the size of TR(b) A BO(b).
Base case:
There is only one rule for BO(b) then there is only one TR (b) rule to be satisfied,
ES(b) ANS AST(b) ANE

where

ES := (Antecedent(b), — Consequent(b),)

NS :=ay1x%, =¢

ST := Statement(b),

NE =a.;x; =
Assume BO (b) rule satisfies TR(b) rule.
Therefore (TR(b) A BO(b)) = 1 and by Definition 4 in this Section then b fulfills the tender rules.
Induction hypothesis: if there are n rules for BO (b) then there are n TR (b) rules to be satisfied.
Inductive step: proof for n + 1 rules for BO(b) over n + 1 TR(b) rules.

Case 1:
There is one ES(b) ruleand n + 1 NS rules
where
ES := (Antecedent(b), — Consequent(b),)
n+1m+1
NS = /\ Z a; jXm
i=1 j=1
ST := Statement(b),

n+1
NE = /\aixl- =q
i=1
Assume BO (b) rules satisfy TR(b) rules.
Therefore (TR (b) ABO (b)) = 1 and by Definition 4 in this Section then b fulfills the tender rules.
Case 2:
There are n + 1 ES(b) rules and one NS rule
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where
n+1
ES(b) = /\(Antecedent(b)i — Consequent(b);)
i=1
NE = al‘lxl = Cl
n+1

ST(b) = /\(Statements(b)i)
i=1
NE =a;x; =

Assume BO (b) rules satisfy TR(b) rules.
Therefore (TR (b) A BO(b)) = 1 and by Definition 4 in this Section then b fulfills the tender rules.
Case 3:
Thereare n + 1 ES(b) rules and n + 1 NS rules
where
n+1
ES(b) = /\(Antecedent(b)l- — Consequent(b);)

i=1
n+l1m+1

NS = /\ Z Qi jXm
i=1 j=1
n+1
ST(b) = /\(Statements(b)i)
‘I‘L+1i:1

NE = /\aixi =C;

i=1
Assume BO (b) rules satisfy TR (b) rules.
Therefore (TR (b) A BO(b)) = 1 and by Definition 4 in this Section then b fulfills the tender rules.
The other implication direction is proved in an analogous manner. m

The demonstration presented gives us the certainty that the rules of a tender process could be
formalized correctly. This increases confidence for the participants in the tender, for the
governments and for the citizens.

With the tender rules and participant bids formalized, we give the proposal model more confidence,
and allows us to understand what the verifier block does precisely.

5. Discussion, Future work & Conclusions

In conclusion, we presented a formal model for verification to provide a more robust solution to a
complex problem such as a tender process. Using that model, we created a system that along with a
Blockchain network can offer greater confidence in a tender process.

To reach that goal, we also define logical formulas that are the basis for the formalization of offers
in a bidding process. Later, we demonstrate the correct operation of the logical formulas, and thus
have the confidence that the verification works correctly.

As future work, our prototype can be implemented with an attractive and user-friendly interface
(system view) for potential final users. To have a fully automated system, the inputs for the
automatic solver can be formatted on a logic-based notation. For that purpose, a procedure with this
purpose should be constructed and integrated to our system.

Finally, this is an extension of [13] and short varsion of [14].
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Abstract. Context: The impact of an excellent estimation in planning, budgeting, and control, makes the
estimation activities an essential element for the software project success. Several estimation techniques have
been developed during the last seven decades. Traditional regression-based is the most often estimation method
used in the literature. The generation of models needs a reference database, which is usually a wedge-shaped
dataset when real projects are considered. The use of regression-based estimation techniques provides low
accuracy with this type of database. Objective: Evaluate and provide an alternative to the general practice of
using regression-based models, looking if smooth curve methods and variable selection and regularization
methods provide better reliability of the estimations based on the wedge-shaped form databases. Method: A
previous study used a reference database with a wedge-shaped form to build a regression-based estimating
model. This paper utilizes smooth curve methods and variable selection and regularization methods to build
estimation models, providing an alternative to linear regression models. Results: The results show the
improvement in the estimation results when smooth curve methods and variable selection and regularization
methods are used against regression-based models when wedge-shaped form databases are considered. For
example, GAM with all the variables show that the R-squared is for Effort: 0.6864 and for Cost: 0.7581; the
MMRE is for Effort: 0.1095 and for Cost: 0.0578. The results for the GAM with LASSO show that the R-
squared is for Effort: 0.6836 and for Cost: 0.7519; the MMRE is for Effort: 0.1105 and for Cost: 0.0585. In
comparison to the R-squared is for Effort: 0.6790 and for Cost: 0.7540; the MMRE is for Effort: 0.1107 and
for Cost: 0.0582 while using MLR.
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AuHortaumsi. Koumexcm: BAWsSHHE TPaBHJIbHOW OICHKM Ha IUIAHUPOBAHWE, COCTAaBICHHE OOKeTa MU
KOHTPOJIb JIeNiaeT ACHCTBHS 110 OLCHKE BaXKHBIM 3JIEMEHTOM YCIieXa MPOrPaMMHOTO MPOeKTa. 3a MOCICIHUES
CEeMb JICCATHIICTUH OBLIO pa3pabOTaHO HECKOIBEKO METOJIOB OLICHKH. B nuTepaType yaiie BCero HCoib3yeTcs
TPaTUIIMOHHBIA METO/ OLICHKH, OCHOBaHHBIN Ha perpeccud. [ co3maHus Mojenei Tpedyercst cripaBoYHas
0a3a TaHHBIX, KOTOPask IIPU PACCMOTPCHUH PEATTbHBIX MPOCKTOB OOBIYHO MPEACTABISCT OO0 HAOOp NaHHBIX
KIIMHOBHIHOHN GopMbl. McIonbp30BaHHE METOIOB OIICHKH Ha OCHOBE PErPECCHH IS ATOTO THIA 0a3bl TaHHBIX
obecreyrBaeT HU3KYIO TOYHOCTb. []ens: OUEHUTh U MPEJOCTaBUTh ATBTEPHATUBY OOIIESTIPUHITON MPAKTHKE
HCIIOJIb30BAHMS MOJeNell Ha OCHOBE PErpeccHH, BBISCHHUB, 00ECIEYUBAIOT M METOMABI TNIAJKUX KPHBBIX U
METO/IbI PErySIPH3ALHY TePEeMEHHBIX 00Jiee BBICOKYIO HA/IEKHOCTh OIIEHOK, OCHOBaHHBIX Ha 0a3zaX JaHHBIX
KIMHOBHIHOH (GopMmbl. Memoo: B mpensiaynieM HCCICAOBAaHHH HCIONB30BAlach dTAaJOHHAs 0a3a JaHHBIX
KIIMHOBHTHOHM (hDOPMBI JUISI TOCTPOCHUSI MOJICIM OIICHKH Ha OCHOBE perpeccuu. B 3Toii cTaThe HCHOIB3YIOTCS
METO/IbI TJIaIKUX KPUBBIX, @ TAK)KE METOIbI BEIOOpA MEPEMEHHBIX U PETYIIAPH3ALUH JJIs IOCTPOCHUS MOJICIICH
OIICHKH, KOTOPBIC MPEACTABISAIOT COOOW albTCPHATHBY MOJCIAM JIMHCHHOW perpeccuu. Pesynvmamol:
Pe3yIIbTaThI TOKA3bIBAIOT YIYYIICHUE PE3YIbTATOB OIICHKHU MPU UCIIOJIE30BAHUH METOJIOB CIIIAKCHHOM KPUBOU
U peryispu3alid MEPeMEHHBIX [0 CPaBHEHHIO C MOJCISIMH Ha OCHOBE PErpecCHH C HCIOJIb30BaHHEM
KJIMHOBH/IHBIX 0a3 TaHHBIX.

KiwoueBble ciaoBa: 0000mieHHble ammuTuBHBIE Monenu, LASSO, omeHka MporpaMMHOTO OOECTeYeHHS,
OIIeHKa YCHUJIMH, OIIEHKa CTOMMOCTH, (DYHKIIMOHATBHEINH pazMep, metogq COSMIC

Jas murupoanmsi: Banpnec-Cyro @., Hapauxo-AnmsOappan JI. OreHka NOporpaMMHOTO MPOCKTa ¢
WCMOJIb30BAHUEM METOJIOB TJIAJKUX KPHUBBIX W METOJIOB BBIOOpa MEPEMEHHBIX M WX PEryJIApHU3alliH C
WCMOJIb30BaHUEeM 0a3bl JaHHBIX KIHMHOBUAHOM (opmel. Tpyast UCIT PAH, tom 35, Beim. 1, 2023 1., ctp. 123-
140. DOI: 10.15514/ISPRAS-2023-35(1)-9

1. Introduction

Since the appearance of effort estimation in the 50s [1], it has been a relevant topic for researchers
in the academy and managers in the industry.

Estimation is one of the crucial activities in software projects [2] It has been identified that inaccurate
estimates in the software development industry are one of the most severe problems that cause the
failure of software projects [3] because project estimation has an impact on several aspects like
planning, budgeting, control, and success of the software projects [4, 5].

Regression-based estimation approaches dominate the literature, as was mentioned by several
authors [5-8]. Although other authors have identified a frequent situation in the literature, the
regression techniques are not applied correctly, [5, 9-11].

In order to create a regression-based estimation model, a reference database is required; when the
database conforms to a broad set of real projects, a wedge-shaped form is presented very often [5,
12] in this type of database, while the x-axis increases, a greater dispersion is observed in the y-axis
[12]. This type of dataset was for the first time by [13], presenting high data dispersion, providing
low accuracy. Abran [12] mentions that some of the causes that generate the wedge-shaped dataset
are, i.e.. “The project data come from organizations with distinct production processes with
correspondingly distinct productivity behavior, or the project data represent the development of
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software products with major differences, in terms of software domains, nonfunctional requirements,
and other characteristics.”

This paper explores the use of some smooth curve methods and variable selection and regularization
methods like Generalized Additive Models (GAM) and Least Absolute Shrinkage and Selection
Operator (LASSO). A comparison of their performance is made, looking to improve the accuracy
of the regression-based model developed in the previous study based in the Mexican Software
Metrics Association (AMMS) reference database.

The outline of this paper is as follows. Section 2 shows a literature review of software estimation
techniques and problems described directly in the models or the database integration. In section 3,
the introduction of the fundamental statistical elements used in the paper. Section 4 presents the case
study, estimating the effort and cost of the database from AMMS using the Generalized Additive
Models (GAM) and Least Absolute Shrinkage and Selection Operator (LASSO). Section 5 discusses
the main results of the case study. Finally, the conclusions are discussed in Section 6.

2. Background

2.1 Software Estimation

For more than 70 years since software estimation appeared [1], it has generated interest in the
scientific community and the industry as it is a fundamental piece for the success of software projects
[1, 2, 14] and has a crucial impact on the planning and budgeting of software projects [15].

After more than seven decades the software estimation research, it is still an open question [16] and
presents many difficulties [16]. However, a great variety of estimation techniques [17-19],
estimation methods classifications [1, 5, 7, 8, 9], and estimation process topologies [10, 11] have
been created. Each statistic technique has specific features that should be considered to make it
proper to solve specific problems [11].

The base to create an estimation model is the reference database that should represent the projects
to be estimated. Any estimation model possesses a strong relationship with the input data employed
to generate the model: “No cost estimation model (or any other model, come to that) will predict
well if it is asked to predict effort for projects that are substantially different in nature to the projects
on which the model was built” [9]. A lot of weakness in the databases has been identifying in the
literature by several authors [6, 9, 15[.

When an estimation model is generated, there is a need to integrate a reliable reference database
based on past completed projects. This database allows identifying relationships between different
variables [19] (cost drivers) corresponding to the information of the project. According to Carbonera
et al. [15], “most studies (71.67%) use multiple cost-drivers rather than priorate a specific one”.
Even when several cost drivers are used, several authors identify the functional size as a critical
factor to be included in the reference database [1, 20-24]. This situation makes a sound because
“nowadays, the only feature of the software that could be defined in a consensual mode and, in
consequence, measured in a standard way is the functional size” [25].

It is important that except for the functional size, most of the other drivers are descriptive or
qualitative rather than quantitative, p.e. programming language, primary database, primary operating
system, software life cycle, etc. In consequence, the estimation-based on functional size does not
represent all the cost estimations for the projects and includes an uncertainty degree derived from
the other cost drivers.

When a database is integrated over real projects using as independent variables the functional size,
a wedge-shaped dataset is usually observed. In a wedge-shaped dataset, a greater dispersion is
observed in the y-axis while the x-axis increases (see Fig. 1), some of the causes that generate the
wedge-shaped dataset identified by Abran [12] are “The project data come from organizations with
distinct production processes with corresponding distinct productivity behavior, or the project data

125



Valdés-Souto F., Naranjo-Albarran L. Software project estimation using smooth curve methods and variable selection and regularization
methods using a wedge-shape form database. Trudy ISP RAN/Proc. ISP RAS, vol. 35, issue 1, 2023. pp. 123-140

represent the development of software products with major differences, in terms of software
domains, nonfunctional requirements, and other characteristics.”
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Fig. 1. Wedge-shaped dataset

As there is a high dispersion in a wedge-shaped dataset, the specific features for regression-based
models are not accomplished [5]. The use of regression-based estimation techniques may provide
low accuracy frequently or may present a cut-off for the accuracy, especially if methods are not
adequately applied.

In particular, the software estimation literature reviewed it is not founding the use of smooth curve
methods and variable selection and regularization methods. This paper introduces and compares
these methods to evaluate their performance with a wedge-shaped form dataset.

2.2 Estimated models performance comparison

In the literature, it has been sought to have a quantitative way of evaluating the performance of
estimated models, mainly based on the differences between the real values and the estimated values.
Different criteria have been used that determine the confidence of the models used [26-29]. Among
the most used criteria in the literature are:

e Coefficient of Determination (R2),

e R2 adjusted,

e  Mean Magnitude of Relative Error (MMRE),

e Median Magnitude of Relative Error (MdMRE),
e Standard Deviation of MRE (SDMRE), and

e  Prediction level, PRED (x%).
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2.2.1 Cross-Validation
A cross-validation framework is considered to validate the results. Specifically, the dataset is
randomly split into a training subset composed of 80% of the software projects, and the remaining

20% of the software projects constitute the testing subset. This procedure is repeated independently
500 times, and the results are then averaged.

3. Statistical fundamental elements in estimation

3.1 Smooth Curve Methods

Linear regression models have been studied in Software estimation [5-9], as in many other areas. In
Software estimation, the effect of Functional Size on effort or cost is often not linear. In this section,
we give a general overview of some statistical methods that allow smooth curve approximations and
their properties; we focus on generalized additive models (GAM) and use the regularization and
variable selection method LASSO, see [30-33], among others.

3.2 Generalized additive models (GAM)

GLM was proposed by Nelder and Wedderburn (1972) [40], and they extended the multiple linear
regression model (MLR) or linear model to include models for binaries and counts data, among
others. The GLM is defined by three components [35]:

1) First, the random component Y, with mean E[Y] = u, where the variable Y has a distribution in
the exponential family.

2) Second is the systematic component, where the variables x;, x,, ..., X,, produce a linear predictor
N = Pixy + Boxy + -+ Bpxy.

3) Third, the link function g(-), that link the random and systematic components, g(u) = 1. The
required properties of g(+) are strict monotonicity and being twice differentiable in the range of
U.

In GAM, the systematic component 7 is defined as a sum of smooth functions of the independent

variables, x = (x, %y, ..., xp):

n=filx)+ f2(x) +-+ fp(xp)
Usually, the intercept is included as f;(x,) = B, because the f; are centered for identifiability

purposes. The effects of the covariates are assumed additive. The functions f;, are estimated by
smoothers.

In the particular case of Y being a random variable with normal distribution, Normal(u, c?), the
GAM reduces to the additive model, where the relationship between the mean E[Y] = u and the
linear predictor n = f;(x;) + fo(x2) + - + f,(x,) is defined by the identity link function u = 7.
Note that the additive model reduces to the MLR model when the smothers are defined as f; (x;) =
BrXi-

3.2.1 Smoothing Methods
The smoother functions f; allow to extend the linear predictor to other sophisticated non-linear
curves, the most common are the following, see more details in [36]:

1) Polynomial regression extends linear regression and adds extra predictors by raising each one
to a power.

2) Step functions cut the range of x into k distinct regions producing a quantitative variable, and
then fitting a piecewise constant function.

3) Basis function consists of having a family of functions or transformations that are applied to x.
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4) Regression splines involve dividing the range of x into k distinct regions, and within each one,
a polynomial function is fitted.

5) Smoothing splines are similar to regression splines; they result from minimizing a residual sum
of squares criterion subject to a smoothness penalty.

6) Local regression is similar to splines, but the regions are allowed to overlap in a smooth way.

3.2.2 Inference and Prediction

In order to fit the generalized additive models, the criterion is to maximize a penalized log-
likelihood, or equivalently, minimize a penalized of the least squared errors.

3.3 Least Absolute Shrinkage and Selection Operator (LASSO)

The common selection variable methods retain a subset of the predictor variables and discard the
rest; however, this subset selection often exhibits high variance, and it doesn’t reduce the prediction
error of the full model. Shrinkage methods, consisting of regularization and selection variables, do
not suffer as much from high variability.

The LASSO (least absolute shrinkage and selection operator) is a shrinkage method. The LASSO
coefficients are defined by

n

p 2
B = arg mﬁinz <}’i —Bo— ijlﬁjxii) ’

i=1

p
subject to Z|ﬁj| <t.
j=1

Making ¢t sufficiently small will cause some of the coefficients to be exactly zero, making LASSO
like a selection variable method. Choosing ¢ larger than X_,|;|, where f; is the least-squares
estimates, then the LASSO results in these Bj’s. See [36] and [32] for more details.

When the independent variables belong to predefined groups, for instance, a collection of dummy
variables representing the levels of a categorical variable is desirable to shrink and select the group

members, to have all coefficients within a group become nonzero or zero simultaneously. The
algorithm needed for these cases is the Group LASSO method [37].

In GAM s possible to apply regularization and variable selection methods, see, and particularly to
use LASSO, see [38].

4. Case Study

In this section, the analysis of the Effort and Cost estimation models based on the Mexican reference
database is described. For detail information about the database conformation see Table 1.

Table 1. Summary of database information.

Variable or Drivers Effort
N =390
Effort (N = 390) 454.1
(184.8 — 1457.9)
Cost (N = 387, with 3 missing data) 71,067
(28,522 — 226,468)
Functional size 16.70

(6.96 — 125.42)

Type of organization:
e  private (reference) 302 (77.44%)
e governmental 88 (22.56%)
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Development:
e maintenance (reference) 323 (82.82%)
e  new 67 (17.18%)
Capacity of development:
e area inter of systems 315 (80.77%)
(reference)
e outsourcing or project of key 75 (19.23%)
on hand
Architecture:
e client/server (reference) 171 (43.85%)
e  development web 122 (31.28%)
e multilayers 86 (22.05%)
e other 11 (2.82%)
Language:
e  C# or PHP (reference) 103 (26.41%)
e JAVA/J2EE 76 (19.49%)
e C++ 105 (26.92%)
e other or non-specified 47 (12.053)
o ASP.NET 2(0.51%)
e  VisualBasic6 57 (14.62%)
Operative System:
e windows XP or Linux 215 (55.13%)
(reference) 59 (15.13%)
e  UNIX, windows NT, or other 46 (11.79%)
e windows 7/8, windows
mobile, or windows vista 70 (17.95%)
e windows
Data base:
e POSTGRESTSQL, MySQL, 178 (45.64%)
or non-specified (reference)
e INFORMIX 96 (24.62%)
e ORACLE 17 (4.36%)
e SQLSERVER 99 (25.38%)
Process framework:
e  CMMI (reference) 326 (83.59%)
e MAAGTICSI or RUP 9 (2.31%)
e  other 55 (14.10%)
Life cycle:
e  cascade (reference) 328 (84.10%)
o lterative/agile 62 (15.90%)
Certification of quality model:
e yes (reference) 348 (89.23%)
e no 42 (10.77%)
Size of organization:
e  >500 employees (reference) 332 (85.13%)
e 251-500 employees 43 (11.02%)
e Micro and small 15 (3.85%)

4.1 GAM with LASSO

In the GAM, for the predictor or independent variables we used the functional size, and other
categorical variables. As response or dependent variables, we used Effort and Cost in two different
analyses. We used the logarithm transformation for the functional size, effort, and cost. Considering
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the multicollinearity and the existence of not significant variables, we applied variable selection
methods using LASSO looking to integrate some categories.
The models' generation was made using the software R, defining specific code to calculate all the
statistic values. The R libraries mgcv [38], grplasso [39] and plsmselect were used for the GAM, the
LASSO linear regression for categorical variables, and the GAM with LASSO, respectively.
For the Effort, the results showed that the statistically significant variables are the logarithm of
Functional size, Development, Architecture, Language, Operative System, Data Base, Certification
of the quality model, and Size of Organization. On the other hand, the variables identified as
statistically no significant like: Organization, Capacity of development, Process framework, and
Cycle of life, were deleted, i.e., the model is the following:
log(Effort) = By + f(log(Functional size)) + BaeviopDevelopment + BqycniArchitecture
+ BiangLanguage + B,;Operative system + BgpqqcData base
+ BeereirCertification + BgizeorgSize of organization.
For the Cost, the results showed that the statistically significant variables are the logarithm of
Functional size, Type of organization, Capacity of development, Architecture, Language, Operative
system, Data base, and Certification of the quality model. On the other hand, the variables identified
as statistically no significant like: Development, Process framework, Cycle of life, and Size of
organization were deleted, i.e. the model is the following:
log(Cost) = By + f(log(Functional size)) + BeypeorgTYPE Of 0Tganization

+ BeapdaeveropCapacity of development + BarcpiArchitecture

+ Bianglanguage + By;Operative system + BgpqscData base

+ PBeereirCertification.
The models' estimated parameters are shown in Tables 2 and 3, respectively, for Effort and Cost.
The first columns show the category or variable names associated with the corresponding parameter.
Column two shows the estimates parameters. The last column refers to the standard errors. The
fourth columns display the p-values related to the test Hy: 8 = 0 vs. H,: 8 # 0 for each parameter.

Table 2. Summary of the estimated parameters for Effort by using GAM with LASSO.

Response: Effort Estimate | Standard | p-value
Coefficients: Error

Intercept 6.1488 0.1110 <0.0001
Development: new (ref.: maintenance) 0.1854 0.1423 0.1935
Architecture: (reference: client/server or multilayer) < ¢ ¢
Architecture: development web or other -0.2226 0.1151 0.0538
Language (reference: C# or PHP or other or non-specified) ¢ ¢ ¢
Language: JAVA/J2EE or ASP.NET 0.2631 0.1383 0.0579
Language: C++ -0.0418 0.1125 0.7100
Language: Visual Basic 6 -0.1314 0.1746 0.4521
Operative System (reference: windows XP or Linux) ¢ ¢ ¢
Operative System: UNIX, windows NT, or other -0.5843 0.1716 0.0007
Operative System: windows 7/8, windows mobile, or 0.6007 0.1514 <0.0001
windows vista
Operative System: windows -0.5830 0.1469 <0.0001
Data base (reference: POSTGRESTSQL, MySQL, ¢ ¢ ¢
SQLSERVER or non-specified)
Data base: INFORMIX 0.5669 0.1206 <0.0001
Data base: ORACLE 0.1568 0.2540 0.5374
Certification of quality model: no (ref: yes) 0.6068 0.2771 0.0291
Size of organization (reference: > 500 employees) © - -
Size of organization: 251-500 employees 0.2664 0.2378 0.2632
Size of organization: Micro and small -0.1828 0.2549 0.4735
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In Table 3, column 2, line 12, the logarithm of the cost decreases by 0.7181 units (estimated
parameters equal to -0.7181) if the operative system is UNIX or Windows NT compared to the
operative system LINUX or Windows XP, which is the reference for this categorical variable (line
11). In contrast, Table 3, column 2, line 18, increases 0.8341 units (estimated parameter equal to
0.8341) if the certification of the quality model is “No” in comparison to the “Yes” (category of
reference for this variable).

Table 3. Summary of the estimated parameters for Cost by using GAM with LASSO.

Response: Cost Estimate | Standard | p-value
Coefficients: Error

Intercept 11.1182 0.1128 <0.0001
Type of organization: governmental (ref.: private) 0.7876 0.2850 0.0060
Capacity of development: outsourcing or project of key on 0.6206 0.4121 0.1329
hand (ref.: area inter of systems)
Architecture: (reference: client/server or multilayer) ¢ ¢ ¢
Architecture: development web or other -0.4002 0.1179 0.0007
Language (reference: C# or PHP or other or non-specified) © © <
Language: JAVA/J2EE or ASP.NET 0.2504 0.1421 0.0788
Language: C++ -0.0671 0.1166 0.5649
Language: VisualBasic6 -0.0375 0.1834 0.8380
Operative System (reference: windows XP or Linux) ¢ ¢ ¢
Operative System: UNIX, windows NT, or other -0.7181 0.2822 0.0113
Operative System: windows 7/8, windows mobile, or 0.6960 0.1556 <0.0001
windows vista
Operative System: windows -0.5297 0.1519 0.0005
Data base (reference: POSTGRESTSQL, MySQL, ¢ " ©
SQLSERVER or non-specified)
Data base: INFORMIX 0.6397 0.1239 <0.0001
Data base: ORACLE 0.0451 0.2879 0.8753
Certification of quality model: no (ref: yes) 0.8341 0.2341 0.0004

Additionally, there are no differences in the logarithm of the cost for the category C++ of language
since the p-value is 0.5649 (Table 3, column 4, line 9), which means that there are significant
differences between the language C++ and the language C# or PHP (reference category). However,
there are no differences if the architecture development web or other (Table 3, column 4, line 5) in
comparison to the architecture client/server or multilayer since the p-value is 0.0007.
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Fig. 2. Fitted line and 95% confidence intervals (shades) for (a) Effort and (b) Cost in logarithmic scale, and
(c) Effort and (d) Cost in real scale, by using GAM with LASSO
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Fig. 2 shows the fitted lines for reference categories for the categorical independence variables. The
shades on the graph provide the 95% pointwise confidence interval for the fitted. To return to the
original scale of Y, an exponential function is applied to the predicted values obtained from the
model.

From results in Table 2, the estimated model for Effort is:

log(Ef fort) = 6.1488 + s(log(Functional size), 2.46) + 0 * Devlop(maintenance)
+ 0.1854 * Devlop(new) + 0 * Archi(client server or multilayer)
— 0.2226 * Archi(develpment web or other) + 0
* Lang (C#, PHP or other) + 0.2631 * Lang(JAVA J2EE or ASP.NET)
—0.0418 * Lang(C + +) — 0.1314 * Lang (Visual Basic 6) + 0
* 0S(windows XP or Linux) — 0.5843 x OS(UNIX,windows NT or other)
+ 0.6007 * 0S(windows 7,8, windows mobile or windows vista) — 0.5830
* 0S(windows) + 0
* Dbase(POSTGRESTSQL, MySQL,SQLSERVER or non specified)
+ 0.5669 * Dbase (INFORMIX) + 0.1568 * Dbase(ORACLE) + 0
* Certif (yes) + 0.6068 * Certif (no) + 0 * Sizeorg(= 500 employees)
+ 0.2664 * Sizeorg(251 — 500 employees) — 0.1828
* Sizeorg(Micro or small).
From results in Table 3, the estimated model for Cost is:

log(Cost) = 11.1182 + s(log(Functional size),2.5) + 0 * Typeorg(private) + 0.7876

x Typeorg(governmental) + 0 = Capdevelop(are inter of systems)

+ 0.6206 * Capdevelop(outsourcing or project of key on hand) + 0

* Archi(client server or multilayer) — 0.4002

* Archi(development web or other) + 0 x Lang(C#, PHP or other)

+ 0.2504 * Lang(JAVA J2EE or ASP.NET) — 0.0671 * Lang(C + +)

—0.0375 * Lang (Visual Basic 6) + 0 * OS(windows XP or Linux)

— 0.7181 « OS(UNIX,windows NT or other) + 0.6960

* 0S (windows 7,8, windows mobile or windows vista) — 0.5297

* 0S(windows) + 0

* Dbase(POSTGRESTSQL, MySQL,SQLSERVER or non specified)

+ 0.6397 * Dbase(INFORMIX) + 0.0451 % Dbase(ORACLE) + 0

x Certif (yes) + 0.8341 x Certif (no).
Table 4 and Table 5 depict the results related to the smooth function f(log(Functional size)), in
the same format as Tables 2 and 3. Fig. 3 shows the estimated effect of the functional size in the
logarithmic scale, as a solid curve, with its 95% confidence limit as dashed lines. Note that the
degree of smoothness of the corresponding f (functional size) is 2.46 for Effort and 2.5 for Cost.
This means that in both cases, the dimension of the smoother is around 2.5.

Table 4. Spline-based smooths for Effort using GAM with LASSO

Approximate significance of smooth terms

Effective F statistic p-value
Degrees of freedom test
s(log (Functional size)) | 2.46 100.5 <0.0001

Table 5. Spline-based smooths for Cost using GAM with LASSO

Approximate significance of smooth terms

Effective F statistic p-value
Degrees of freedom test
s(log (Functional size)) | 2.5 87 <0.0001
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Fig. 3. Component smooth function for the logarithm of Functional Size for the (a) Effort and (b) Cost by
using GAM with LASSO.

In GAM, a diagnostic of the residuals, similar to linear regression, must be done. After fitting the
model, a diagnostic of the residuals is done to check if the fitted model and assumptions are
consistent with the observed data. We used rescaled residuals and graphs to identify
homoscedasticity, normality, and influential outliers. Fig. 4 shows the graphs for the residuals for
the fitted model for productivity and cost. The quantile-quantile normal plots graphs (a) and (c)
visually indicate normality because most dots follow the identity line pattern. The fitted values
against the residuals (graphs (b) and (d) in the right) show evidence of constant variance because
the dots do not show patterns, which means they show homoscedasticity (constant variance).
Moreover, there is no evidence of outliers since there are no residuals with larger values.
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Fig. 4. Residuals for Effort (a, b) and Cost (c, d) by using GAM with LASSO. (a) and (c) quantile-quantile
plots to review normal distribution. (b) and (d) residuals vs. fitted values plots to review constant variance

5. Discussion

Three pairs of estimation model techniques were evaluated for comparison purposes, considering
the raw data in wedge-shaped form, functional size as the independent variable, and the effort and
cost as dependent variables (Fig. 5). The previous study developed the first technique [5], applying
a linear regression model (MLR) considering the correct statistical principles and assumptions. The
second technique was applying a smooth curve method known as the generalized additive model
(GAM). The third technique improved the second approach, using variable selection and
regularization methods LASSO (GAM with LASSO), aiming to avoid variables that may be
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redundant or irrelevant for predicting the dependent variable, in consequence gathering sparse or
simpler models.

Effort Cost
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Fig 5. Comparison of the fitted lines for different models. (a) Effort and (b) Cost in logarithmic scale, and (c)
Effort and (d) Cost in real scale, by using MLR, GAM, and GAM with LASSO

Tables 6 and 7 show some criteria used to compare the multiple linear regression (MLR), GAM, and
GAM with LASSO. Notice that results from GAM and GAM with LASSO are similar. However,
GAM with LASSO does not include some variables that are not statistically significant, getting
reduced models only with the significant variables.

Table 6. Summary of the criteria for Effort

EFFORT MLR GAM GAM with LASSO
In logarithmic Scale
R2 0.6790 0.6864 0.6836
R2 adjusted | 0.6579 0.6645 0.6705
MAE 0.6290 0.6204 0.6282
MMRE 0.1107 0.1095 0.1105
MdMRE 0.0737 0.0743 0.0730
SDMRE 0.1356 0.1340 0.1346
PRED 25% 0.9025 0.9051 0.9051
In original Scale
MAE 773.3 735.4 745.0
MMRE 0.8768 0.8594 0.8557
MdMRE 0.4353 0.4345 0.4434
SDMRE 1.2119 1.1302 1.1558
PRED 25% 0.2743 0.3051 0.2948

The results for the GAM with all the variables show that the R-squared is for Effort: 0.6864 and for
Cost: 0.7581; the R-squared adjusted is for Effort: 0.6645 and for Cost: 0.7413; MAE is for Effort:
0.6204 and for Cost: 0.6355; the MMRE is for Effort: 0.1095 and for Cost: 0.0578. The results for
the GAM with LASSO show that the R-squared is for Effort: 0.6836 and for Cost: 0.7519; the R-
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squared adjusted is for Effort: 0.6705 and for Cost: 0.7422; MAE is for Effort: 0.6282 and for Cost:
0.6404; the MMRE is for Effort: 0.1105 and for Cost: 0.0585.

Table 7. Summary of the criteria for Cost

COST | MLR | GAM | GAM with LASSO

In logarithmic Scale

R2 0.7540 0.7581 0.7519
R2 adjusted | 0.7377 0.7413 0.7422
MAE 0.6401 0.6355 0.6404
MMRE 0.0582 0.0578 0.0585
MdMRE 0.0414 0.0415 0.0434
SDMRE 0.0756 0.0749 0.0759
PRED 25% | 0.9896 0.9896 0.9870

In original Scale

MAE 259498.2 | 256972.6 211025.5
MMRE 0.9113 0.8993 0.9575
MdMRE 0.4269 0.4301 0.4468
SDMRE 2.2944 2.3511 1.3845
PRED 25% 0.289%4 0.3023 0.2945

5.1 Cross Validation

A cross-validation framework is considered to validate the results. Specifically, the models are fitted
using the training subset, and the testing subset is used to predict. Different criteria are computed
for the estimated curves in the training subset and then calculated for the predictions in the testing
subset. This procedure is independently repeated 500 times, and the results are then averaged.

Table 8. Means and standard deviations of criteria by using MLR, GAM and GAM with LASSO, under the
cross-validation scheme for Effort.

Training Data Set
EFFORT MLR GAM GAM with LASSO
EFFORT In logarithmic | In logarithmic | In logarithmic Scale
Scale Scale
R2 0.6827 £0.0167 | 0.6915 £0.0169 | 0.6869 +0.0168
R2 adjusted | 0.6621 £0.0178 | 0.6699 +£0.0180 | 0.6703 +0.0175
MAE 0.6255 £0.0153 | 0.6145 +0.0153 | 0.6232 +0.0150
MMRE 0.1100 £0.0029 | 0.1085 +0.0029 | 0.1096 +0.0028
MdMRE 0.0748 £0.0032 | 0.0740 +0.0034 | 0.0740 £0.0030
SDMRE 0.1346 £0.0032 | 0.1327 £0.0033 | 0.1337 +0.0032
PRED 25% | 0.9065 £0.0084 | 0.9073 +0.0086 | 0.9074 +0.0088
EFFORT In original In original In original scale
scale scale
MAE 767.2 £54.4 717.8 £51.8 735.3 £49.75
MMRE 0.8691 +£0.0407 | 0.8460 +£0.0416 | 0.8447 +0.0402
MdMRE 0.4401 +£0.0183 | 0.4355 +£0.0185 | 0.4402 +0.0189
SDMRE 1.1930 £0.1073 | 1.0997 +£0.1055 | 1.1314 +0.0996
PRED 25% | 0.2934 +0.0173 | 0.3040 £0.0168 | 0.2926 +0.0180
Testing Data Set
EFFORT MLR GAM GAM with LASSO
EFFORT In logarithmic | In logarithmic | In logarithmic Scale
Scale Scale
R2 0.6085 £0.0893 | 0.6104 +£0.0941 | 0.6426 +0.0728
R2 adjusted | 0.4806 +£0.1185 | 0.4697 +0.1302 | 0.5513 £0.0925
MAE 0.6819 +£0.0617 | 0.6750 £0.0621 | 0.6625 +0.0574
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MMRE 0.1185+0.0122 | 0.1177 £0.0121 | 0.1161 +£0.0118
MdMRE 0.080 +0.0107 0.0801 +£0.0109 | 0.0793 +0.0105
SDMRE 0.1472 £0.0146 | 0.1467 +£0.0152 | 0.1408 +£0.0125
PRED 25% | 0.8886 +0.0321 | 0.8853 +0.0320 | 0.8951 +0.0314
EFFORT In original In original In original scale
scale scale

MAE 1016.1 £587.2 946.5 £384.9 826.4 £215.9
MMRE 1.0057 £0.2668 | 0.9834 +0.2451 | 0.9270 +0.2190
MdMRE 0.4715 +£0.0547 | 0.4686 +£0.0576 | 0.4678 +£0.0572
SDMRE 1.8631 £2.6708 | 1.6669 +£1.4335 | 1.2266 +0.3749
PRED 25% | 0.2754 £0.0477 | 0.2828 £0.0478 | 0.2758 £0.0466

Tables 8 and 9 present the summary of the criteria for the Effort and Cost, respectively. Note. that
for the training subset, some criteria show better results for GAM, but others show better results for
GAM with LASSO; that means that the best estimates result from the GAM or GAM with LASSO
compared to the MLR. However, the best results are from the GAM with LASSO for the testing
subset. That means GAM with LASSO has the highest predictive capability with this database.
Table 9. Means and standard deviations of criteria by using MLR, GAM and GAM with LASSO, under the
cross-validation scheme for Cost

Training Data Set
COST MLR GAM GAM with LASSO
In logarithmic Scale In logarithmic Scale In logarithmic
Scale

R2 0.7553 £0.0133 0.7607 £0.0132 0.7536 £0.0139
R2 adjusted 0.7393 £0.0141 0.7439 +£0.0140 0.7414 £0.0145
MAE 0.6414 £0.0162 0.6347 £0.0164 0.6385 +£0.0161
MMRE 0.0582 £0.0015 0.0577 £0.0015 0.0583 +£0.0015
MdMRE 0.0420 £0.0019 0.0420 +0.0020 0.0424 £0.0018
SDMRE 0.0753 £0.0018 0.0745 +0.0019 0.0756 +0.0019
PRED 25% 0.9888 +£0.0025 0.9885 +0.0027 0.9885 +0.0027

In original scale In original scale In original scale
MAE 285293.5 £34154.5 275634.4 £33629.2 210678.5 +19335.1
MMRE 0.9194 £0.0457 0.9012 +0.0468 0.9497 +£0.0550
MdMRE 0.4432 £0.0194 0.4468 +£0.0194 0.4512 £0.0168
SDMRE 2.4133 £0.5503 2.3547 £0.5500 1.3576 +£0.1892
PRED 25% 0.2864 £0.0172 0.2936 +£0.0174 0.2928 +0.0156

Testing Data Set
COST MLR GAM GAM with LASSO

In logarithmic Scale In logarithmic Scale In logarithmic
R2 0.6997 +£0.0683 0.7012 £0.0682 0.7239 £0.0603
R2 adjusted 0.5999 £0.0911 0.5919 £0.0936 0.6583 +£0.0752
MAE 0.6948 +0.0656 0.6939 £0.0667 0.6712 £0.0626
MMRE 0.0625 +0.0062 0.0625 +0.0062 0.0611 +0.0062
MdMRE 0.0448 +0.0065 0.0454 +0.0065 0.0449 +0.0061
SDMRE 0.0820 +0.0087 0.0818 +0.0087 0.0786 +0.0076
PRED 25% 0.9857 £0.0130 0.9849 +0.0133 0.9864 £0.0120

In original scale In original scale In original scale
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MAE

459287.5 £540631.3

450147.3 £594499.7

238069.9 +£82057.5

MMRE 1.0683 £0.3164 1.0532 £0.3019 1.0286 +0.2935
MdMRE 0.4672 +£0.0591 0.4767 £0.0615 0.4754 +0.0579
SDMRE 4.0525 £6.4314 3.8541 +£6.0017 1.4729 +0.6324
PRED 25% 0.2683 +£0.0456 0.2747 £0.0479 0.2825 +0.0481

6. Conclusions

Software cost/effort estimation has been a relevant topic for more than 60 years in research because
of its impact on the industry.

Regression-based estimation approaches have been the more often used technique in the literature,
focusing on the estimation model performance comparison. Although, many times, the regression
techniques principles are not accomplished.

Additionally, when a database is integrated over real projects and a wedge-shaped form dataset is
present, high data dispersion is shown, usually because the project data come from distinct
organizations or the project data represent software products with major differences in its
characteristics, providing low accuracy in the prediction models generated from the database.

This paper evaluates and provides an alternative to the general practice of using regression-based
models. The proposed approach has not been identified in the literature reviewed; it focuses on some
smooth curve methods and variable selection and regularization methods like: Generalized Additive
Models (GAM) and Least Absolute Shrinkage and Selection Operator (LASSO).

The approach proposed was compared, then the wedge-shaped form database used in a previous
study was considered. The performance of the methods generated was evaluated, aiming to improve
the accuracy of the MLR model based on the Mexican Software Metrics Association (AMMS)
reference database.

A case study is presented to demonstrate how the application of GAM and LASSO over the Mexican
Software Metrics Association (AMMS) reference database (wedge-shaped) improves the estimation
based on traditional regression-based models (MLR).

In the case of additive models (GAM with normal distribution), the assumptions behind the model
are similar to those in multiple linear regression (MLR): residuals must be distributed as Gaussian,
being non-correlated and having a constant variance.

This paper used logarithmic transformation to correct problems about normal distribution, constant
variance, and influential outliers.

In GAM, the smoother methods extend the linear predictor of generalized linear models (GLM) to
other more flexible and non-linear curves, making a more representative model for the data
considered in a wedge-shaped database.

The results in this paper show the improvement, providing better accuracy of the generalized
additive models (GAM) in comparison to the multiple linear regression (MLR). Moreover, in the
cross-validation task, the improvement of the GAM with LASSO on its predictive capability is
highest for both dependent variables, Effort, and Cost.

The main contribution of this article is focusing on the generation of estimation models that work
better, that is, that offer better precision than those traditionally used, such as simple or multiple
linear regression when there are wedge-shaped databases. Additionally, they consider additional
drivers, qualitative or quantitative, and optimize them concerning their impact, resulting in simpler
models.

Additionally, the explanatory variables should not be correlated to avoid multicollinearity problems
and that there are no influential outliers.
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Applying the LASSO algorithm, the independent variables are selected, avoiding multicollinearity
problems, and choosing those statistically significant, making a sparse model easy to manage and
use.

The results show the improvement in the estimation results when smooth curve methods (GAM) and
variable selection and regularization methods (LASSO) are used against regression-based models
(MLR) when wedge-shaped form databases are considered.
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AHHOTAIUA. AHQIM3 TIPOTPaMMHOTO OOecHedeHHs — 5TO IIPOIECC, BBINOMHAEMBIH JUIT MONyIeHHS
TpeOOBaHM, KOTOpPHIE OTPaKalOT MOTPEOHOCTH 3aKAa3YMKOB, M IO3BOJIIOMIMI CO37aTh MPOTPaMMHBINA
HPOAYKT, OTBEYAIOMIMH MX OXHAAHUAM. OJHAKO XOPOLIO M3BECTHO, YTO B 3TOM IPOLECCE MOPOKIACTCS
MHOXECTBO JIe()eKTOB. XOTsl YCOBEPIIEHCTBOBAHUE MPOLIECCOB Pa3pabOTKH BHECIIO CBOW BKJIAA B MHIYCTPHIO
MIPOTPaMMHOTO OOecIieueHH s, MpoIecc pa3paboTKu TpeOOBaHUH K MPOrPaMMHOMY OOECIIEUEHHUIO HYXKIAeTCs
B JIOTIOJTHUTENIBHBIX HCCIISIOBAHUSX U ONIPEACNICHUS JOCTUTHYTHIX YIyYIICHUH U UCHONB3yeMbBIX MOJIEINeH.
B paccMOTpeHHBIX JHTEpaTypHBIX HCTOYHHMKAX OBUIO BBIIBICHO M HCIOJIB30BAaHO B KadecTBE OSTaJOHA
aQHAJIOTHYHOE CUCTEMAaTHIECKOE HCCIIEIOBAaHNE C YSTHIPEMSI HCCIIEI0BATEIbCKIMH BonpocaMu. Llenbio nanHoi
paboTHl SBIAETCS CTPYKTYpPUPOBaHHWE IOCTYITHON JMTEpaTyphl IO YIy4IIEHHIO IHPOLECCOB B 00JacTh
pa3paboTKH TPeOOBaHUH K MPOrpaMMHOMY OOCCIICUCHHIO JUIS ONpPENEICHHS] ITAlOB COBEPIICHCTBOBAHMS,
[apajiurM, IPUHLIUIOB U Mojeseil. Bbulo MpoBEIeHO CHCTEMAaTHYECKOe HMCCIEA0BAaHUE C HCIIOJIB30BAHHEM
HanOoJee MPU3HAHHBIX 0a3 JaHHBIX HIUTHPOBaHMA. B 00mIei ci0:KHOCTH ObLTO BBIsIBIIEHO 1495 nccnenoBaHuid,
MOClie aHauM3a KOTOPbIX ObUI0  0TOOpaHo 86 ocHOBHBIX wuccrnenoBanuil. Vcmosip3oBamucs 13
HCCIIeI0BaTeIbCKUX BONIPOCOB. BbIIHM onperneneHs! pa3InyHble MOACNIH, KOTOPbIe MPUMEHSIOTCS B IpoLecce
pa3paboTkH TpeGOBaHUH K IPOrPaMMHOMY 00ECIICUSHHUIO, KIacCH(UIUPOBAHEI BEIIIOIHEHHBIE NCCICIOBAHHS
1 coOpaHBbI pe3ysIbTaThl [0 YIY4IISHHIO poliecca pa3paboTky TpedoBanmii. Hanbosee 4acto ncnons3yeMbIMU
mozersivu seisirorest CMMI, Requirements Engineering Good Practice Guide (REGPG) u ISO/IEC 15504.
62% 0TOOpaHHBIX MCCIIENOBAHHI OTHOCATCS K THILYy HPEAJOKEHHH U OLICHOK; TO €CTh B HUX IpeIIaraercs
HEKOTOPBIi (PEHMBOPK M HM3y4aeTcs BO3MOJXKHAs pEalU3alys NPEJIOKEHHS B OJHOM MM HECKOJIBKHX
YaCTHBIX CIy4asxX. BblIo OOHapyKeHO, 4TO OOJBIIMHCTBO HCCICAOBAHMH COCPENOTaYMBAIOCH Ha 3Tare
aHaNM3a CIoco00B COBEPIICHCTBOBAHMS IMpolecca. AHAJOTHYHBIM 00pa3oM, B OTIMYHE OT HPEABIAYIIErO
uccnenoBanus, ¢ 2014 roa mo HacTOSAIIEE BPEMsI KOJIMUECTBO MyOIMKAIMil THITA TIPEIIOKEHIA U BaTHIallnU
YBEJINYUIIOCH Ha 9 cTateil. DTo CBHIETENBCTBYET 00 MHTEpece HayYHOro COO0IIecTBa K 3TOH 001acTy.

KioueBble c¢10Ba: aHaaM3 NPOrpaMMHOrO oOecredeHHs; pa3paboTka TpeOOBaHMIT K HPOrpaMMHOMY
00eCreueHHI0; CHUCTEeMAaTHYEeCKUH CTPYKTYpHBIII 0030p JIMTEpaTypbl; COBEPIIEHCTBOBAaHHE Ipolecca
pa3paboTku TpeboBaHU

Jas nurupoBanus: Anveiina C., laBuna A. CucreMaTHndeckuit 0030p JUTEPATYPHI IO COBEPIICHCTBOBAHUIO
MPOIIECCOB pa3paboTKu TpeboBaHMi K mporpaMMHoMy obecniedernto. Tpyast UCIT PAH, Tom 35, Beim. 1, 2023
r., crp. 141-162. DOI: 10.15514/ISPRAS-2023-35(1)-10

BaaromapHocTn. ABTOpHI Mpu3HaTebHBI 1-py Januamo Menaecy 3a nHdopMaiuio, MoYepnHyTyIO U3 ero
o630pa. bnaromapum 3a OT3bIBBI WieHOB ['pyImbl MCCIEIOBaHUN M pa3pabOTOK B 00JIACTH HPOrPaMMHON
nmwkeHepun [larnckoro karonnueckoro yHusepcurera [lepy.

1. Introduction

The software industry continues to evolve, and new techniques, tools, and good practices are
increasingly being applied to improve the software life cycle. Likewise, software continues to
revolutionize the world and people's lives, causing a favorable impact on organizations [1].
However, in the software industry, there are many reports of software anomaly related to software
requirements [2].

In the software development, there is software requirements engineering process, which is a key
stage during the entire software life cycle, since the requirements that reflect the user's needs are
obtained [3]. The main measure of the success of a software system is the degree to which it fulfills
the purpose for which it was designed [3]. In this context, Software Requirements Engineering
(SRE) is the process of discovering that purpose, by identifying the interested parties and their needs,
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documenting them in a way that is susceptible to analysis, communication, and subsequent
implementation [4]. However, in the industry [5], a few people have had significant experience in
requirements management, and many people do not properly distinguish between user requirements
and system requirements [5].

According to ISO/IEC/IEEE 29148:2018, requirements engineering is concerned with discovering,
eliciting, developing, analyzing, verifying, validating, communicating, documenting and managing
requirements [6]. Likewise, it is indicated that the system requirements specification is a structured
collection of requirements, that is, it involves functions, performance, design constraints and other
attributes for the system and its operational environments and external interfaces [6]. On the other
hand, the software requirements specification is also a structured collection of essential requirements
that, in this case, involves functions, performance, design constraints, and attributes of the software
and its external interfaces [6].

On the other side, Software Process Improvement (SP1) is used in the software industry as a way to
move from current inefficient software processes towards processes that achieve the established
objectives in terms of quality, time, and productivity [7]. In addition, SPI methodology is defined as
a sequence of tasks, tools, and techniques that are performed to plan and implement improvement
activities [8].

Software requirements engineering and process improvement have been identified as key processes
to improve software quality [7]. In this sense, Méndez's work represents an initial work of the present
study [9]. Mendez's study raises 4 research questions about REPI (requirements engineering process
improvement): (i) Of what type is the research?, (ii) Which process improvement phases are
considered?, (iii) What paradigms do the publications focus on? and (iv) Are the underlying
principles of normative or of problem-driven nature? [9].

The objective of this study is to structure the available literature on process improvement in the
software requirements engineering (SRE) domain to identify the improvement phases, paradigms,
principles, and established models through an SMS in the relevant digital databases such as Scopus,
IEEE Xplore, Web of Science, ACM Digital Library, Science Direct, Wiley Online Library,
ProQuest, Ebsco, and SpringerLink. It seeks to classify the studies found based on the type of
research, process improvement phases, paradigms, principles, and established models of process
improvement in SRE. In our study, we have extended and contrasted the study prepared by Méndez
etal. [9]. In addition, the problems, factors and metrics that were reported in the SPI implementations
in SRE were identified.

The article is organized as follows: in Section 2, the fundamental concepts and related works are
presented; in Section 3, the methodology applied to SMS is described; in Section 4, the results found
are presented and discussed; in Section 5, the conclusions and future work are established.

2. Background and Related Work

In this section, the concepts of software requirements engineering and software process
improvement are presented, and four related studies are presented.

2.1 Software Requirements Engineering

Software requirements engineering (SRE) is the science and discipline related to requirements
analysis and management [10], which is an integral part of the software life cycle process connected
to other parts through continuous feedback loops [11].

The SRE deals with discovering, developing, tracking, analyzing, qualifying, communicating, and
managing requirements that define the system [5], its main objective being to discover the quality
requirements that can be implemented in software development [12]. This should make it possible
to obtain products that meet customer expectations in terms of functionality and quality [13].

143



Almeyda S., Davila A. A Systematic Mapping Study on Process Improvement in Software Requirements Engineering. Trudy ISP RAN/Proc.
ISP RAS, vol. 35, issue 1, 2023. pp. 141-162

The release of ISO/IEC/IEEE 29148:2011 and its update in 2018 (referred as 1SO 29148), represents
an important reference since it is articulated to the standards of the system life cycle processes
ISO/IEC/IEEE 15288 (referred as 1SO 15288) and software life cycle processes ISO/IEC/IEEE
12207 (referred as 1SO 12207), and specifies the processes required in engineering activities that
result in requirements for systems and software products (including services) throughout the life
cycle [6]. These identified requirements must be clear, consistent, modifiable, and traceable to
produce a quality product.

2.2 Software Process Improvement

The software process improvement (SPI) is a systematic approach to increase the effectiveness and
efficiency of a software development organization and to improve software products [14, 15]. The
most used models in the software industry [16] are CMMI, which includes the CMM-Sw and the set
of ISO/IEC 15504 with 1ISO 12207. Also, for the context of small organizations or VSEs (very small
entities), the ISO/IEC 29110 family of standards has been published since 2011 [17]. In all cases, it
can be observed that they are models that continue to adapt to new contexts, based on previous
experiences in the industry of their previous versions.

2.3 Related Works

The works identified as relevant are:

e The Méndez study [9], on software requirements engineering, is an SMS that seeks empirical
evidence on existing solutions, their underlying principles, and their research facets, of what he
calls REPI (requirements engineering process improvement). One of the results of [9], identifies
a research bias on existing proposals instead of SRE improvements according to the individual
objectives of the companies. Our study ends up being, in practical terms, an update and
extension of the study by [9], as it includes 9 questions and 5 additional databases.

e The study by Kabaale and Kituyi [7], on the design and empirical validation of a theoretical
framework to help improve SRE processes in small or medium-sized companies, the key
requirements for process improvement being: participation the use of an evolutionary
requirements engineering process improvement strategy, change management, training and
education, and management engagement.

e The study by Hannola et al. [18] is about the evaluation and improvement of the practices, tools,
and techniques used in SRE activities and their problems and needs, carried out through a case
study. The authors [18] determine that there is a broad need to improve SRE practices
(preparation, analysis, documentation, validation, and management) in the case studied.

3. Systematic Mapping Study

To achieve the objective of the research, a Systematic Mapping Study (SMS) was carried out based
on [19], see Fig. 1. The SMS, according to [19, 20], allows defining the general vision for a research
area, identifying the amount and type of contribution, as well as the available results.
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Fig. 1. Systematic mapping process adapted from [19]

3.1 Identification and Scope of the Need

In this study, an SMS is proposed to select and classify the primary studies based on the process
improvement phases, paradigms, principles, problems, factors, and metrics that are reported in a
requirement engineering process improvement. Likewise, in this study, findings are collected to date
and identify the new models that have been developed in software requirements engineering,
considering that there is a previous SMS, carried out by [9]. The differences between our work and
that of Méndez are: (i) 13 research questions have been established, of which 4 are those of Méndez's
previous work; and (ii) the 9 databases (ACM, Scopus, IEEE, Web of Science, Science Direct,
Wiley, ProQuest, Ebsco, and SpringerLink) were considered instead of the 5 of Méndez (ACM,
SpringerLink, ScienceDirect, Google Scholar, and IEEE Xplore). In addition, the results of Mendéz

[9] were taken as a data source.

Table 1. Research question, answer classifier and rationales

Question

Sorter/Rationale

RQ-1. What are the types of study research
found?

The classifier proposed by [21] is used, which includes:
{Proposal, Evaluation, Validation, Experience, Opinion,
Philosophical} and “Exploratory” is added according to [9],
which is characterized by studying a problem that is not clearly
defined.

Identify the type of recurring research has performed in this
domain. This RQ is the same to the previous study [9].

RQ-2. What phases of
improvement are considered?

process

The classifier used in the SMS of [9]: {analysis, construction,
validation and SRE process improvement life cycle}.

Identify the phase of SPI more studied in this domain. This RQ
is the same to the previous study [9].

RQ-3. What paradigms do the studies
focus on?

The considered paradigms are taken from [9] and are classified
into activities and artifacts.

Identify the most studied paradigms in this domain. This RQ
is the same as the previous study [9].

RQ-4. Are the principles normative or
problem-driven?

The principles considered are taken from [9] and are classified
as normative and problem-driven.
This RQ is the same as the previous study [9].

RQ-5. What models were used in process
improvement?

Identify the most used models in recent years.

RQ-6. What problems have been reported
in process improvement projects?

Identify the most recurring problems involved in performing a
process improvement in software requirements engineering.

RQ-7. What factors have been reported in
SPI implementations in RE?

Identify the reported factors (cultural, organizational,
environment, technology, senior management).

RQ-8. What size of the organization is
reported in the SPI implementation
investigations?

Identify the size of the organizations that carry out
improvement implementations

RQ-9. How do you measure the benefit
obtained from process improvement?

Identify process improvement metrics in RE.
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RQ-10. In which journals or conferences
have the publications been made?

The Conference, Journal and Book Chapter classifiers are
used. Identify where the authors publish more investigation on
the topic.

RQ-11. How has the number of
publications on this topic evolved?

Years of publications.

RQ-12. What are the means of publication
of the research?

Publication media that concentrate the largest number of
studies on this topic.

RQ-13. What are the countries with the
greatest contribution from this type of

Countries that concentrate the largest number of studies on this
topic.

research?

The established research questions and the classifier to be applied to the answers are presented in
Table 1.

3.2 Research Strategy

According to [19], this research used the search in relevant digital databases; we worked with Pl
(Population and Intervention) to build the search chain. The "Population” considered is "Software
Process Improvement” and the "Intervention™ is "Requirements Engineering" with the aim of
covering a greater number of studies related to the research topic, which after finding equivalent
terms, remains as presented in Table 2. Before SMS planning, 7 studies of interest from the Scopus
database had been identified, which served as a verification mechanism that the search chain can
find them and verify if the research questions make sense for those 7 studies.

Table 2. Search string elements

Concept
Population
Intervention

Terms
"software process improvement" OR SPI
"requirements engineering" OR RE OR "software requirement"
OR "requirements analysis"
("software process improvement” OR SPI) AND ("requirements
engineering” OR RE OR "software requirement” OR
"requirements analysis")

Pandl

The inclusion (IC) and exclusion (EC) criteria are presented in Table 3. These criteria are applied in
the selection process, which is presented in Table 4. It should be noted that, to classify the primary
studies by Méndez et al. [9] in the present study, only 1C.4 (full-text availability) was applied, so
our study includes, as much as possible, Méndez's SMS.

Table 3. Inclusion and exclusion criteria

Id Criteria
IC.1 They belong to indexed databases.
IC.2 Written in Spanish, English, or Portuguese.
IC.3 Published as Journal Article, Book Chapter, Conference Article.
IC.4 Availability of the full text of the publication.
EC.1 Duplicates or extensions of a study. The less complete version is excluded.
EC.2 Not related to the process improvement field.
EC.3 Not related to the requirements engineering field.
Table 4. Stages and inclusion and exclusion criteria
Stages of the selection process Criteria
1st. Stage. Extraction of metadata from the considered databases IC.1, EC.1
2nd. Stage. Title review. IC.2,IC.3, EC.2, EC.3
3rd. Stage. Review of abstracts EC.2,EC.3
4th. Stage. Content review. IC.4,EC.2,EC.3
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3.3 Classifiers of Primary Studies

According to what is indicated in the Petersen guide [19], a set of independent indicators of the topic
was established. The established classifiers are (i) type of article; (ii) study focus, such as academic,
industrial, governmental, project, and organizational; (iii) type of contribution, such as process,
method, model, tool, or metric; and (iv) research method, such as case studies, experiment, survey,
expert opinion.

In the case of the classifiers of the topic, what is described in [21] and others will be taken into
account: (i) solution proposals (ii) solution validation (iii) solution evaluation, (iv) philosophical,
(v) experience, and (vi) opinion.

4. Results and Discussion

As defined in the selection and classification process, the search strings were executed in the selected
databases, between May and June 2021.

In Fig. 2, the partial results of the selection process are presented. The search was carried out by the
first author and the review was carried out by the second author. In addition, of the defined criteria,
a general criterion of rejecting only those in which it was very sure to reject was applied, and
provisionally accepting, to be resolved in the next stage, any other case. This implied a greater
workload in the process, but increased the confidence of not eliminating, in the early stages, some
potential primary study. As can be seen in Fig. 2, 1,495 studies were initially obtained, the 58
primary studies from [9] were added and after the process, 86 primary studies were obtained, which
are listed in Appendix A. The answers and discussions of the research questions are presented below.

Search strings

Total 1495

= == Science
Web of Springer
Science 104 Link S00

Duplicates
1C.1 EC.1

a3e)s
say

puoddg

a5e)s
PAYL

Abstracts
EC2, EC3

101 studies
Content review
IC4. EC2 EC3

PRIMARY STUDIES

_Y_‘%f_}‘
adeys

ase)s
qunoy

Fig. 2. Study selection results

4.1 RQ-01 What are the types of study research found?

In Table 5, considering the classifiers in Table 1, shows the type of research, the categorized studies
and the number of studies, and the percentage (“%?”) concerning the total (86 studies). The most
studied articles are of the proposed type (38,4%) and evaluation (23,3%).
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Table 5. Types of research

Types of Studies Quantity %
research
Proposal S01, S02, S06, S07, S08, S15, S16, S26, S28, S30, S32, 33 38,4

S35, S39, 546, S48, S49, S50, S52, S55, S56, S59, S61,
S66, S69, S76, S78, S79, S80, S81, S82, S83, S84, S85

Evaluation S04, S05, S22, S23, S27, S34, S37, S38, S40, S44, S45, 20 23,3
S47, S51, S53, S54, S64, S67, S68, S71, S72

Validation S03, S10, S11, S13, S14, S17, S31, S42, S43, S74, S77 11 12,8

Experience S12, S25, S29, S36, S58, S62, S63, S70, S73, S75 10 11,6

Exploratory S09, S19, S20, S33, S41, S60, S65, S86 8 9,3

Opinion S18, S21, S24 3 3,5

Philosophical | S02, S57 2 2,3

The articles of the proposed type, propose frameworks to improve the processes in the software
requirements engineering through activities or artifacts. The evaluation-type articles study the
implementation of a proposal in one or more case studies to obtain metrics and indicators of the
process improvement carried out. Among the least studied are those of opinion (3,5%) and
philosophical (2,3%), also considering that the S02 study was classified into two types of research:
philosophical and proposed. In addition, in the exploratory type, introduced by [9], 8 studies were
found (9,3%).

In Fig. 3, the comparison of the results obtained in the SMS of Méndez [9] and the present study is
shown, considering that both take the same classifier (See Table 1). It is observed that the results of
each type of research maintain the trend reported in SMS of 2014. Regarding the exploratory type,
it is observed that few studies have been published over the years, in the same way as that stated by
Meéndez [9], this implies that there is little evidence about the problems that organizations face.

SMS of Méndez (2014) B Present Study

Fig. 3. Comparison of type of research with respect to [9]

4.2 RQ-2 What phases of process improvement are considered?

In Fig 4, the classification of the 86 primary studies distributed in 4 phases is presented. Most
focused on the SRE process improvement life cycle and analysis phases with 59 and 23 from primary
studies respectively. Based on this, it can be determined that 82 of the primary studies cover the
analysis of what happens in the process (or model) of software requirements engineering. Of these,
23 studies are carried out as part of an SRE process improvement life cycle study in a holistic way,
which includes all phases, metrics, and general measurements. In addition, it can be observed that
there is a second interest, aimed at knowing what happens in a real or realistic context (34%) such
as validation (12,8%), experience (11,6%), and exploratory (9,3%). Finally, there are a few studies
from the most reflective perspective (5,8%): opinion (3,5%) and philosophical (2,3%).
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Analogously to the previous question, Table 6 shows the comparison between the SMS of Méndez
[9] and the present study. There is an increase in the analysis phases and life cycle of SPI of 21 and
7 studies respectively; while, in the construction and validation phases, the number of studies is
maintained. However, from a higher-level perspective, it can be seen that the overall behavior has
varied little since the percentage variations are smaller in each phase.

Table 6. Comparison of results on Improvement Phases

Improvement phases SMS of Méndez (2014) | Present Study (2021)
Quantity % Quantity %
Analysis 38 65,6 59 68,6
Construction 2 3,4 2 2,3
Validation 2 3,4 2 2,3
SPI life cycle 16 27,6 23 26,7
Total 58 100,0 86 100,0
X r
4 . 4 Exploratory .4 . 4 B
1 @ Opinien . 3 3
g9 .5 .3 Experience .3 .7 10
1 @®! Philosaphical ®: 2
17 91 .11 .5 Evaluation .B .1! @1 19
. Research o
2 ®! o validation . : . ! 1
24 @: ®: .IB @: Proposal ['E .25 ®:2 L3 33
Validation Construction  Analysis SP| life cycle SPilifecycle  Analysis Construction  yalidation
phase phase phasze phase pnase phase
Process improvement phases Process improvement phases
SMS of Méndez (2014) Present study

Fig. 5. Process improvement phases vs types of research
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In Fig. 5, a diagram of the classification of the process improvement phases and the types of research
of the SMS of Méndez [9], left side and the present study (right side) is presented. An increase in
studies is observed in the analysis phase of the proposal type (from 18 to 26 studies) and in the
research validation (from 1 to 7 studies), which shows the interest of the authors in these aspects.
On the other hand, in the construction and validation phases, there is no increase to date.

4.3 RQ-3 What paradigms do the studies focus on?

Paradigms are classified into activities and artifacts, that is, they focus on improving the activities
that are part of the SRE process or improving SRE artifacts. In Table 7, the results of the distribution
of the primary studies by type of paradigm of the SMS de Méndez of 2014 and the present study
(2021) are shown comparatively. It is observed that 81,4% focus on an activity-oriented paradigm,
while 10,5% focus on artifacts. Most of the contributions are focused on improvements through
models, practices, or strategies focused on SRE activities. Furthermore, in 7 studies not enough
information could be found to indicate the paradigm adopted. Furthermore, in contrast, studies, it is
observed that, in the intervening 7 years, 22 activity-oriented studies increased, while only 6 oriented
artifacts.

Table 7. Comparison of results on activity or artifact-oriented paradigms

Paradigm SMS of Méndez (2014) | Present Study (2021)
Quantity % Quantity %
Activity Orientation 48 82,7 70 81,4
Artefact Orientation 3 52 9 10,5
N/A 7 12,1 7 8,1
Total 58 100,0 86 100,0

4.4 RQ-4 Are the principles normative or problem-driven?

The principles were classified, according to [9], as normative or problem-driven (as indicated in
Table 1). It is classified as normative when an activity-oriented improvement or SRE artifact is
evaluated against an external standard. It is classified as problem-driven when improvement is made
against the objectives and problems of an organization. Table 8 shows the distribution of the primary
studies according to the principles in a comparative way between the 2014 study by Méndez and the
present study (2021). By 2021, it can be seen that 83,7% belong to a normative principle, while
16,3% are driven by problems. Most of the contributions focus on evaluating the activity-oriented
or artifact-oriented paradigm against an SRE improvement proposal. In contrast, it can be seen that
studies of the type of normative principles have increased by 23 compared to those driven by
problems in 5.

Table 8. Comparison of results on normative or problem-driven principles

L SMS de Méndez (2014) Present Study (2021)
Principle Quantity % Quantity %
Normative 49 84,5 72 83,7
Problem-Driven 9 155 14 16,3
Total 58 100 86 100

In Fig. 6, the classification of the principles and paradigms is shown. According to the findings,
where it is evidenced that, of the activity-oriented studies, 61 are normative and 9 are problem-
driven. On the other hand, of those oriented to artifacts, 5 are normative and 4 are problem-driven.
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Table 9. Process improvement models in RE

Models Studies Quantity
Ad-Hoc S08, S11, S14, S16, S19, S22, S26, | 26
S27, S35, S38, S40, S43, S44, S46,
S47, S48, S50, S51, S53, S55, S61,
S63, S67, S79, S80, S85
CMMI S01, S03, S04, S07, S32, S33, S49, | 10
S58, S66, S70
Requirements Engineering Good Practice Guide S24, S68, S72, S76, S78, S82, S83 7
(REGPG)
ISO 15504 S01, S05, S59, S74 4
Requirements Capability Maturity Model (R- S30, S52, S54 3
CMM)
REAIMS S72, 582, S83 3
Requirements Abstraction Model (RAM) S42, S45 2
ArtREPI S10 1
ASAP RE S71 1
Concern of Requirement Engineering” (CORE) S64 1
Improvement Framework utilizing light weight S37 1
assessment and planning (iFLAP).
ISO 29110 S13 1
LEGO (Living EnGineering prOcess) S15 1
Framework of dependent variables S39 1
Market-driven requirements engineering process | S17 1
model (MDREPM)
MESOPYME S69 1
Method Delphi S06 1
Modelo descriptivo de RPI S23 1
NATURE S84 1
RE maturity measurement framework (REMMF) | S31 1
REPEAT S81 1
RegMan S29 1
Requirements process maturity assessment S56 1
instrument (RPMAI)
Software Requirements Specification (SRS) S77 1
SRE-MM (software requirements engineering S02 1
maturity model)
Story card Maturity Model (SMM) S28 1
The QUARS: Quality Analyser for Requirements | S34 1
Specification
The Requirements Engineering Process Maturity | S24 1
Model (REPM)
University of Hertfordshire model S24 1
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4.5 RQ-5 What models were used in process improvement?

The primary studies were reviewed and it was found that 71 of them presented one or more models
of process improvement in software requirements engineering. According to Table 9, it can be
observed that 25 studies are of the Ad-Hoc type, that is, they present a process improvement proposal
without giving it a specific name, which suggests that many articles proposed their framework is
based on software requirements engineering activities. It was also found that the CMMI and
Requirements Engineering Good Practice Guide (REGPG) models are the most used with a total of
10 and 7 studies respectively. Other of the most widely found models are ISO 15504, Requirements
Capability Maturity Model (R-CMM), and REAIMS with 4, 3, and 3 studies respectively.

4.6 RQ-6 What problems have been reported in process improvement
projects?
Of the 86 primary studies, only 9 studies reported problems implementing process improvement in

RE. Despite being few studies, these were synthesized to identify the reported problems. Table 10
shows the classified studies.

Table 10. Problems implementing process improvement in RE

Problems Studies
Process complexity S51, S53, S58, S73
Cultural change S37, 872, S73
Lack of authority S13
Staff turnover S13
Resistance to change S19
Informality in the process S68

4.7 RQ-7 What factors have been reported in SPl implementations in RE?

The studies that reported at least one factor were 15, of which a total of 36 factors could be obtained.
According to Table 11, it is observed that the most studied factors in the implementations of SPI in
SRE are organizational culture, economic, senior management, and time. Organizational culture
involves the way of working of an entire organization, from the defined processes to the principles
and values of the workers. The economic factor covers the budgetary part of an organization when
making a process improvement. The "top management" factor refers to the commitment of top
management when implementing the improvement. On the other hand, 5 studies indicate that, when
carrying out a process improvement, time should be considered as a key factor, since there may be
cases of delay in improvement activities that could cause the implementation of the activity to take
longer than established. Likewise, the column "K&K" was incorporated, which shows the factors
categorized and reported by [7], which coincide with the most reported in our study.

Table 11. SPI factors in RE

Factor Studies Quantity K&K
Organizational culture S10, S12, S13, S60, S72, S73 6 X
Economic S19, S51, S53, S60, S68 5 X
High direction S04, S10, S12, S13, S60 5 X
Time S19, S42, S45, S68, S73 5 --
Study training S04, S10, S53, S65 4 X
Team engagement S04, S10, S60 3 X
Organization size S19, S42, S45 3 --
Soft factors S10, S14 2 --
Communication S04 1 --
Stakeholder participation | S65 1 --
Technological S60 1 --
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4.8 RQ-8 What size of the organization is reported in the SPI

implementation investigations?
There are 38 primary studies of evaluation, experience, or exploratory type, of which 18 did report
an organization size in SRE process improvement implementations. Table 12 shows the size of the
organizations as indicated in each study where an improvement was made, from which it can be
seen that most involve SMEs.
Table 12. Organization size

Size Number of | Number of

Studies Companies
Small 2 4
Medium 3 4
Large 1 1
SME 9 60
Medium and large 3 11
Not Precise 20 73

4.9 RQ-9 How do you measure the benefit obtained from process
improvement?

Of the 86 primary studies, only 8 studies mention any metric used. This suggests that despite having
experience and evaluation type studies, an indicator that can measure the benefit obtained after
implementation of process improvement in software requirements engineering is not being taken
into account. Table 13 lists the set of metrics found.

Table 13. Metrics considered for a process improvement

Metrics Studies
Process Area Compliance S04
Defects in Software Product Development
Validation Area Compliance
Functional errors detected in the product testing and certification stage S05
Requirements with problems caused by communication problems between S36
distributed teams.
Requirements that do not meet customer needs.
Non-compliance with the requirements that detail the quality audits of the process.

Process Improvement S40
Requirements disconnected with the product level. S45
Requirements broken down to function level

Requirements engineering standards used. S51

System requirements that had to be reworked.

Time elapsed between system conception and deployment.
Project execution time.

Effort dedicated to rework.

Number of system modifications resulting from RE errors.

It does not require metrics, but used the method based on present value (PV) to S34
perform the financial analysis of this case study.
You don't need metrics, but you used the method Goals-Questions-Metrics (GQM). S72

4.10 RQ-10 In which journals or conferences have the publications been
made?

In Table 14, a list of publications is presented, indicating the type of publication (Column 2 of Type,
which can be C = Conference, J = Journal, B = Book Chapter) where the primary studies have been
published. Only those publications in which at least two articles have been published are presented.
From this Table 14, it is observed that the largest number of studies were published in (i) the
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International Conference on Product Focused Software Process Improvement, (ii) International
Working Conference on Requirements Engineering: Foundation for Software Quality and (iii)
Software Quality Journal. These results allow us to show which conferences or journals generate the
greatest interest in the authors of the present study. In addition, 20 studies were published in
conferences, 22 in journal and 2 in Book chapter.

Table 14. Publications found

Publication Type Studies Quantity
International Conference on Product Focused Software C S09, S10, S11, S14, 12
Process Improvement S18, S19, S23, S32,
S33, S49, S56, S73
International Working Conference on Requirements C S16, S22, S35, S83 4
Engineering: Foundation for Software Quality
Software Quality Journal J S31, S52, S69, S79 4
IEEE Software J S38, S62, S76 3
Requirements Engineering J S42, S81, S84 3
|IEEE Access J S02, S07 2
Journal of Systems and Software J S37, S54 2
European Conference on Software Process Improvement C S08, S59 2
IEEE Transactions on Software Engineering J S27,S74 2
Information and Software Technology J S39, S60 2
International Workshop on Database and Expert Systems C S75, S77 2
Applications
Rationale Management in Software Engineering B S46, SA7 2
Software Process: Improvement and Practice J S34, S82 2
Empirical Software Engineering J S58, S85 2
Others (one publication in a journal / conference) -- Rest of articles 42
B Conference Paper B Journal Article B Book Chapter @ Technical Report 8 Thesis

‘T

Fig. 7. Publishing media distribution

4.11 RQ-11 How has the number of publications on this topic evolved?

The evolution of the studies was reviewed over time, where publications from 1995 to 2020 were
evidenced. It was found that, in 2005, 2008, and 2011, a greater number of publications were made
with 11, 10, and 8 studies respectively (See Fig. 7). These years reflect the increased interest of
researchers in the subject of study, however, from 2012 onwards there is a stabilization of 2 articles
per year on average.
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4.12 RQ-12 What are the means of publication of the research?

According to Fig. 7, the crossing of the information of the years and means of publication is
presented. It can be seen that, of the 86 primary studies, the most widely used means of publication
are conference articles and journal articles with 47 and 32 studies respectively. Likewise, it is
observed that 2 technical reports and 2 theses were found.

4.13 RQ-13 What are the countries with the greatest contribution from this
type of research?

In Fig. 8, the information crossing of the years and the distribution of the consolidated countries by
continent according to the author's affiliation is presented. It should be noted that the countries are
counted by author, therefore, in many cases, it is considered 2, 3, or 4 countries per study. Likewise,
if there are two or more authors from the same country in a study, it is only counted as one. In total,
31 countries were consolidated and it was detected that those with the greatest contribution are the
United Kingdom (18), Germany (11), Canada (8), Australia (7), and Sweden (7). In addition, it is
reported that the greatest contribution to this research topic comes from Europe (52%), Asia (20%),
and North America (12%).
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Fig. 8. Distribution of countries by continent based on authors

4.14 Threats to validity

According to Ampatzoglou [22], literature review validity threats are classified into three categories:
validity of study selection, the validity of data, and the validity of the research. For the present
investigation, the three categories were considered, which are detailed below:

e Validity of the selection of studies: The search for studies was carried out in the most relevant
digital databases, the search chain was elaborated using the most representative terms of the PI
strategy suggested by [19] and established the inclusion and exclusion criteria. In addition, to
mitigate the threat of not finding relevant studies, with the search chain, seven studies related
to the present research topic were first identified and the chain was executed in Scopus,
verifying that the seven studies were in the set of results. Likewise, it was verified that they
answered the proposed research questions. Also, it was established to work with the scheme that
the doubt about an article was accepted to be resolved in the next stage. Although the work
increases, the risk of omitting an article decreases, so a job with greater effort was chosen.
However, despite this, there is a possibility that some articles from other repositories that are
not being considered in this research will not be found. On the other hand, it should be noted
that, in the study selection process, duplicate studies or extensions were identified and the less
complete version was excluded.

e Data validity: To mitigate this threat, five-stage data extraction, and classification procedure
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was developed to ensure the integrity of the investigation. The procedure was first reviewed by
the principal investigator and subsequently validated by an experienced investigator.
Furthermore, the present study is not threatened by the small sample size, since, in the initial
search, 1,495 studies were obtained, leaving 86 primary studies, which were published in
various conferences and important journals in the software industry.

e Research validity: This research is based on Petersen's methodology [19]. The study defined
10 research questions and 3 bibliometric questions that contribute to the achievement of the
study objective. In the study, it was decided not to establish a date range, so findings are
collected to date. Likewise, the results obtained from 4 questions were contrasted with those of
the SMS of Méndez [9] being essentially similar. In addition, to generalize the results, all
process improvements in software requirements engineering were examined, without focusing
only on evaluation-type studies (case studies).

5. Conclusion and Future Work

This research presents a systematic mapping study of the literature on software process improvement
in requirements engineering. The Petersen methodology was followed, applying a study selection
and classification procedure based on inclusion and exclusion criteria. The search for studies was
carried out in nine (9) relevant digital databases and; furthermore, after the selection process, the
studies selected by Méndez [9] were considered as a special source. Finally, 86 primary studies were
obtained. This SMS reports that the most used models are: CMMI, Requirements Engineering Good
Practice Guide (REGPG), and I1SO 15504. Likewise, 26 Ad-Hoc type studies were found, that is,
they presented an improvement proposal based on the SRE activities without giving the framework
a specific name.

Regarding the types of research, the proposals and evaluation type works were the most preferred
by the authors. Regarding the process improvement phases, it was detected that the majority of
studies focused on the analysis phase. On the other hand, the primary studies were classified into
paradigms (activity or artifact) and principles (normative or problem-driven), the findings reported
that most studies are activity-oriented and normative.

Regarding process improvement projects, it was reported that the factors of organizational culture,
economics, senior management, and time are the most studied in the implementations of SPI in RE.
In addition, the organizations that participated in an improvement project were classified based on
size (small, medium, and large), obtaining as a result that 9 studies involve SMEs.

Since the present study considered the first 4 questions equal to Méndez's SMS [9], the findings
reported in the SMS and the present investigation were compared, showing that the results of the
types of investigation, paradigms, and principles follow the trend of the SMS carried out in 2014. In
the process improvement phases, an increase in studies involved in the analysis phase and SPI life
cycle of 21 and 7 studies respectively is reported, while, in the phases of construction and validation,
no further studies have been presented since 2014. Likewise, from 2014 to date, proposal and
validation type of studies increased in 9 papers each one.

From the SMS, it can be noted that: There is a great variety of models, but only 5 have more than
two publications; which reveals that there is no consensus on a model for this domain. Furthermore,
it is known that CMMI and ISO/IEC 15504 are not focused on SRE. Analysis is investigated as an
improvement phase more than the rest. The approach followed is to implement a (normative) model
that seeks a solution to a specific problem. There are few articles reporting problems, measurements
and factors. Our study shows that the concern of researchers in this field remains especially from
the empirical point of view (validation) and the search for solutions (proposal).

As future work, it is suggested to continue with the investigations of the proposed solution type,
taking their studies to the implementation through case studies, to validate if the authors' proposals
respond positively in terms of process improvement in the analysis of requirements.
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Appendix A. List of Primary Studies
Table A. Primary Studies

ID

Authors Year Title

S01 | Gasca-Hurtado G.P., Muiioz M. 2020 | A Path for the Implementation of Best Practices for Software

Requirements Management Process Using a Multimodel
Environment
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Annortamms. DevOps — s1o duocodust u nHPPACTPYKTypa, KOTOPBIE MO3BOJISIIOT TPYIIIaM pa3pabOTYMKOB U
IKCIUTyaTallid MPOrPaMMHOTO obOecreueHusi paboTaTh CKOOPAWHUPOBAHHO C IIENbI0 OBICTPOH U JeIIeBOil
pa3paboTKM ¥ BBIIyCKa MporpaMMHoro obecnedeHus. OpHako, Kak cooOlaercs B JIMTeparype,
a¢dexktuBHOCTE M mpeumyiiecTBa DevOps 3aBHUCAT OT HeCKONbKUX (akTopoB. B wacTHOCTH, OBLIO
OIyOJIMKOBAaHO HECKOJBKO PE3yJbTaTOB MCCIIEIOBAHHMI 110 aBTOMATH3alMH TECTHPOBAHHUS MPOrPaAMMHOIO
obecriedeHns, KOTOpas sIBISIETCS KPaeyroJdbHBIM KaMHeM (a3bl HempepbIBHON MHTerpanuu B DevOps. Otn
paboTHl HY)XKHAIOTCSA B MACHTU(GHKAIWMU M KiIaccudukanuyu. B HameM mcciieoBaHUM KOHCONMUAUPYETCS H
KIIaccH(UIUpYyeTCsl CYHIECTBYIONIAas JIATEpaTypa MO aBTOMAaTH3HPOBAHHOMY TECTHPOBAHUIO B KOHTEKCTE
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DevOps. 11 uccnenoanust ObUI0 MPOBEACHO CHCTEMATHUECKOE CONOCTABICHUE JINTEPATYPHBIX HICTOUHUKOB
Ha OCHOBE 8 HCCIIeI0BATENILCKIX BOIPOCOB. IlyTeM BBIMOIIHEHNS 3aIPOCOB K IECTH YMECTHBIM 0a3aM JaHHbIX
66110 TosrydeHo 3312 crareit. Ilocie mporecca otoopa 299 crarei ObuIM BBHIOpPAHBI B Ka4eCTBE OCHOBHBIX.
HccnenoBaTenn cOXpaHsIOT MOCTOSHHBIHN U pacTYIINH HHTEPEC K TECTUPOBAHUIO IIPOTPaMMHOT0 00ECTIeUeHHUS
B koHTekcTe DevOps. Bonbinas gacte uccnemoanuii (71,2%) mpoBOAMTCS B TMPOU3BOJACTBEHHOU cdepe H
3aTparuBaioT BeO-npuiokeHus 1 SOA. Hanbosee pactipocTpaHeHHBIMH THIIAMH TECTOB SBIISTIOTCS MOAYJIBHBIS
Y MHTETPALUOHHBIEC TECTHL.

KuaroueBbie ciaoBa: DevOps; TtecTupoBaHHE MHPOrPAMMHOTO OOCCHEUYCHHS; CHCTEMaTHYECKUi 0030p
JIMTEPaTypBI

Jas uutupoBanus: Ilanno b., JlaBuma A. Cucrematnyeckuil 0030p JMTEpaTypsl IO TECTUPOBAHUIO
nporpamMmHOro obecriedenust B kontekcre DevOps. Tpynst UCIT PAH, tom 35, Bemm. 1, 2023 1., ctp. 163-188.
DOI: 10.15514/1SPRAS-2023-35(1)-11

BaaromapHocTH. ABTOPEI IPU3HATENIBHBI 32 OT3BIBBI WIeHaM [ pymsI HcciietoBaHmi 1 pa3paboToK B 007IacTH
nporpaMmHoil nmxenepuu Ilanckoro katonudeckoro ynusepcurera Ilepy.

1. Introduction

The software market constantly demands strategies that allow it to deal with changes quickly [1],
[2]. However, these strategies must maintain quality and avoid the costs of application downtime
and failure [3]. Although agile methods are presented as a good alternative; these do not close the
cycle until the delivery and operation of the software [4]. In this context, the DevOps philosophy
and framework extends the agile methodology to deliver applications quickly and frequently [5],
improving performance and costs [6], and taking care of the product quality [7], [8], [9]. So, with
the support of top management [10], DevOps can represent a great opportunity for companies of any
size to gain a foothold in the market [11]. For this reason, various companies have been adopting it
[12] or have adopted plans [13]. Also, DevOps is a key factor in the microservices architecture [14].
In the field of the software industry, the introduction of the term DevOps, in 2008 [15], made it
possible to articulate a set of practices that had already been taking place. In particular, the
continuous integration practice that is based, among others, on automated tests [16], which
represents one of the vital factors for its adoption [17], despite long-standing efforts to resolve this
challenge [18], [19]. On the other hand, in the academic field, various literature review studies have
been carried out where: (i) it is pointed out that the concept of DevOps is not completely defined
[20]; (ii) the definitions, practices and benefits of DevOps are categorized [21]; (iii) the relevant
aspects are determined [22], [23]; (iv) the factors that interrupt its adoption are identified [24]; (V)
the influence on the product is presented [7]; and, (vi) in [2], a strong need to respond quickly to the
market is reported and that DevOps helps to address this problem.

Since software testing is a critical factor for the adoption of DevOps [25], it should be reviewed how
it is being applied in the reported cases. For this reason, this paper consolidates and classifies the
literature on applied software testing in a DevOps context. The paper is organized as follows: in
Section 2, the fundamental aspects of this study are presented; in Section 3, the Systematic Mapping
Study (SMS) is described; in Section 4, the results of the SMS are presented; and, in Section 5, the
conclusions are established.

2. Background

In this section, DevOps and software testing are briefly presented; as well as the works related to
this study.

2.1 DevOps

DevOps integrates the teams that are usually separated (development and operations), focusing on
delivering value quickly and continuously, based on 4 dimensions [22]: collaboration, automation,
measurement and monitoring. In DevOps [4], it has extended the already known practices of agile
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methods, distributing them in 3 phases: construction phase, deployment phase, and operation phase.
In addition, it incorporates some existing practices such as: continuous integration [26], continuous
deployment [27], continuous delivery [28], and continuous testing [29].

2.2 Software Testing in Agile and DevOps Context

Software testing [30] are activities in the software development process to determine that the
software has the expected behavior under a list of test cases. Tests can be categorized, according to
[31]: (i) object of the test (unit, integration and system); and (ii) test objective (acceptance,
installation, alpha, beta, regression, performance, security, load, recovery, bottom-out, interface,
configuration, usability, and interaction).

In the agile context, agile tests have shown their benefits [32], [33], being necessary that the
software-testers are present from the collection of requirements [34] and maintain fluid
communication, both formal and informal, with the programmers [35].

3. Research Metodology

In this study, a Systematic Mapping Study (SMS) was performed. The SMS proposed by [36] is a
research technique to identify and characterize all available studies on a given topic, using a reliable
and verifiable methodology.

3.1 Scope and Research Questions

Software testing is one of the pillars to encourage good results in DevOps contexts [5], [8], and on
which various publications have been made that require identification, studied and classified. For
this reason, an SMS was performed with the purpose of identifying the levels of software tests that
are being used in these contexts, as well as the authors, their evolution and the regions where the
subject is being investigated, among others. The research questions and considerations for the
answers are:

RQ-1 What is the evolution of the publication of papers on software testing in the DevOps contexts?
The year of publication was taken as relevant data.

RQ-2 What kind of research has been done in software testing in DevOps? The types of research,
adapted from [37], are: (i) survey/interview, (ii) case study, (iii) multiple case study, (iv)
replication study, (v) review or literature mapping, and, (vi) background theory.

RQ-3 What kinds of proposals have been presented on software testing in DevOps? The types of
proposals are an emerging classification and can be: methods, tools, frameworks.

RQ-4 What levels of software testing are used in DevOps? The possible test levels, depending on
the object of the test, are: unit, integration, user, security and load/performance [31].

RQ-5 What programming languages and software testing tools are used in DevOps? Possible
answers, at least initially, are: Java, C, PHP, JS, Xunit, Selenium.

RQ-6 In what types of applications are software testing used in the DevOps context? The possible
answers, at least initially, are: web, desktop, console, mobile.

RQ-7 What infrastructure tools are used for software testing in DevOps? Possible answers are:
Jenkins, Travis, Docker, AWS, Azure.

RQ-8 In what types of activities do software testing occur in DevOps? Possible answers are:
Continuous Integration, Continuous Deployment, Continuous Delivery. Also, are security
tests mentioned?
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3.2 Search Query

Searches were performed according to a generated search string of the population (P) and
intervention (1) as suggested [36]. The terms related to (P) are: DevOps, Continuous Integration,
Continuous Testing, Continuous Deployment, and Continuous Delivery. The term related to | is:
test. Then, the search string stayed as “P and I”: “(DevOps OR “continuous integration” OR
“continuous deployment” OR “continuous delivery” OR ‘“continuous testing”) AND test*”.
Although a string in English was searched, papers written in Spanish and Portuguese were also
considered. Also, to allow for as many results as possible, the date was not restricted. The digital
databases are: IEEE Xplore, SCOPUS, ScienceDirect. ACM Digital Library, Web of Science and
Willey, selected for their scientific relevance and access to them.

3.3 Data Selection

The selection process was defined in four stages, where the inclusion criteria (IC) and exclusion
criteria (EC) are applied (see Table 1); and according to [36] the quality assessment is omitted since
relevant digital databases were chosen. The defined selection process has the following stages:

o In the first stage, obtaining the metadata, the EC.1 and IC.2 criteria are used, and the Parsif.al
web application to facilitate some operations, such as discarding duplicate papers in the different
databases.

o In the second stage, the title is read and EC.2 is applied, to rule out papers that are not related
to the subject of software testing in the DevOps contexts.

e In the third stage, reading the summaries, IC.2, IC.3, EC.3 is applied.

o In the fourth stage, a quick reading is made of the content of the study to determine its relevance
to the subject of software testing in DevOps contexts and criteria IC.2, IC.3, EC.3 and EC.4 are
applied. Likewise, at this stage, the papers to which the full text is not available (EC.5) are
withdrawn.

Table 1. Inclusion Criteria (IC) and Exclusion Criteria (EC)

Id Criteria
IC.1 | IC.1 Paper inindexed journals or conferences whose memories are indexed.
IC.2 | IC.2 Paper with content in English, Spanish or Portuguese.
IC.3 | IC.3 Paper that focuses on software testing in the DevOps context.
EC.1 | EC.1 Duplicate article.
EC.2 | EC.2 Paper outside the topic of software and DevOps.
EC.3 | EC.3 Paper that does not mention software testing levels or strategies.
EC.4 | EC.4 Secondary or tertiary articles.
EC.5 | EC.5 Paper whose content is not available.

To extract the data, a file was created (see Table 2) to be used in a spreadsheet and collect the data
from the papers on it.

Table 2. Structure of the data extraction form

Data Detail Question
Id Study Unique identifier of the study created for the MSL. General
Title Title of the paper. RQ-1
Author List of authors of the paper. RQ-1
The year Year in which the paper was published. RQ-1
Type of publication | Journal or conference where the paper was published. RQ-1
Country Country of affiliation of the authors. RQ-1
Research type Categorizes the type of research of the paper. RQ-2
Context Categorizes between the academic or industrial context of the RQ-2
paper.
Domain Categorizes the business domain where the item was applied. RQ-2
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Type of proposal Categorizes the type of proposal of the paper, if applicable. RQ-3
Test Level Categorizes the test levels mentioned in the paper. RQ-3,
RQ-4
Continuous phase Categorizes the continuous phase mentioned in the paper. RQ-4
Method Identifies the method or good development practices. RQ-4
Testing tool Identifies the testing tool used. RQ-5
Version Control Identifies the tool used for code version management. RQ-5
Programming language | Programming language mentioned in the paper. RQ-5, RQ-6
Type App Type of software developed in the paper. RQ-6
Architecture type Type of the architecture of the application developed in the paper. RQ-6
Infrastructure tool Collects the infrastructure tools used in the research presented in the RQ-7
paper.
Security Identifies if the paper mentions the security tests RQ-8
Teams in DevOps Identifies if the paper addresses Devs, Ops or both teams. RQ-8

4. Results

The searches in the considered databases were carried out between June and July 2021. For each
database, the search string was adapted according to its own rules (see Table 3). Of the 3,312 papers
found, it was processed stage by stage until reaching a total of 299 primary studies. The process was
based on the inclusion and exclusion criteria according to the study planning. Table 4 shows the
number of papers that remained after each stage. In addition, 15 (5%) papers were withdrawn
because the full text was not available, even after having searched different sources. The list of
primary studies is available in Appendix A.

Table 3. Database search string

Source Search string Quantity
IEEE (("All Metadata":Devops) OR ("All Metadata":"Continuous Integration™) OR 529
("All Metadata":"Continuous Deployment™) OR ("All Metadata":"Continuous
Delivery™) OR ("All Metadata™:"Continuous Testing")) AND (("All
Metadata": Test*))

Scopus TITLE-ABS-KEY ((devops OR "Continuous Integration" OR "Continuous 1,561
Deployment™ OR "Continuous Delivery" OR "Continuous Testing") AND
test*)

ACM Title: ((Devops OR "Continuous Integration” OR "Continuous Deployment" 246
OR "Continuous Delivery" OR "Continuous Testing") AND Test*) OR
Abstract:((Devops OR "Continuous Integration” OR "Continuous Deployment”

OR "Continuous Delivery" OR "Continuous Testing") AND Test*) OR
Keyword:((Devops OR "Continuous Integration" OR "Continuous
Deployment™ OR "Continuous Delivery" OR "Continuous Testing") AND
Test*)

Science | Title-keyword-abstract (Devops OR "Continuous Integration” OR "Continuous 462

Direct Deployment™" OR "Continuous Delivery" OR "Continuous Testing") AND Test
Web of TITLE-ABS-KEY ((devops OR "Continuous Integration" OR "Continuous 432
Science Deployment™ OR "Continuous Delivery" OR "Continuous Testing") AND
test*)
Willey TITLE-ABS-KEY ((devops OR "Continuous Integration" OR "Continuous 82
Deployment™ OR "Continuous Delivery" OR "Continuous Testing") AND
test*)
Total 3,312
Table 4. Search results by stage
Procedure Selection Criteria Total
First stage EC.1,I1C.1 1,179
Second stage EC.2 928
Third stage IC.2,IC.3,EC.3 344
Fourth Stage | IC.2,1C.3,EC.3, EC.4, EC5 | 299
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4.1 RQ1 What is the evolution of the publication of papers on software testing
in the DevOps contexts?

From the selected primary studies, from 2011 to Jun-2021 (see Figure 1a), it is observed that the
level of publications has been increasing from the beginning, which shows the importance of
software testing in DevOps contexts and that coincides with those indicated by [38]. In addition, this
growth is expected to continue in the following years.

(a) (b)

Fig 1. Evolution of publications per year (a), and publications by country (b) in DevOps software testing

Although the topic of DevOps is of global importance, it can be seen (see Figure 1b) that according
to the Pareto rule 80% of the studies are concentrated in 16 countries: USA (16.7%), Germany
(10.7%), India (9.4%), Italy (6%), Canada (5%), Switzerland (4.7%), China (3.7%), Sweden (3.7%)
Australia (3.3%), Finland (3.3%) and Brazil (2.7%), UK (2.7%), the Netherlands (2%), Spain (2%),
Ireland (2%), Korea (1.7%) and Belgium (1.7%).

On the other hand, the publication media where they have been published 4 or more primary studies
are 14 media and are presented in Table 5.

Table 5. Frequency of primary studies by means of communication, which have 4 or more publications

Venue Count
Lecture Notes in Computer Science 11
Communications in Computer and Information Science
CEUR Workshop Proceedings
International Conference on Software Engineering
ACM International Conference Proceeding Series
International Workshop on Quality-Aware DevOps (QUDOS)
IEEE Software
Euromicro Conference on Software Engineering and Advanced Application (SEAA)
Information and Software Technology
IEEE International Conference on Software Maintenance and Evolution (ICSME)
Advances in Intelligent Systems and Computing
International Conference on Software Testing, Verification and Validation (ICSTW)
International Conference on Software Analysis, Evolution, and Reengineering (SANER)
Journal of System and Software

©

Al lOjOjO|O|N|(N|O|©
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4.2 RQ2 What types of research have been done on software testing in
DevOps?

From the primary studies, on types of research (see Figure 2a), there are two predominant types of
research (78.6%): 136 study cases (45.5%) and 99 experiments (33.1%); which are mostly reported
in the industry. This orientation, towards the more empirical side, makes sense, since the cases and
experiments of integrating Dev and Ops work teams materialize in real projects. This result
coincides with the study by [39], who also found a high percentage (20%) of papers at the industry
level. Of the remaining group of research types, it can be pointed out that those related to opinion-
research allow concepts, ideas, lessons to be proposed when dealing with software testing in
DevOps. Likewise, the result of the research context shows that 213 (71.2%) according to Figure
2b, are papers in the industry, compared to 29 (9.7%) are papers in academia; which reinforces the
idea of the previous result.

Fig 2. Distribution of primary studies of software testing in the DevOps context, by: (a) research type, (b)
research context, and (c) application domain
Finally, from the perspective of the application domain (see Figure 2c), 185 (61.8%) papers have
been applied to commercial solutions, that is, applications to sell products, rent services, etc.
Likewise, an interesting focus is seen in the education sector, where 27 (9%) primary studies have
focused on applications for education (support for the teaching/learning process).
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Fig 3. Types of proposals by test levels

4.3 RQ-3 What kinds of proposals have been presented on software testing
in DevOps?

In Figure 3, it can be seen that 216 (72.2% primary studies) propose tools to support DevOps
contexts, incorporating software testing as part of them. Furthermore, 40 (14%) and 3 (1%) papers
propose methods and frameworks respectively to support testing work. These results are in
agreement with the results obtained in the study by [40], they point out that tools and frameworks
have been proposed and that most are based on unit tests and automated integration.
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4.4 RQ-4 What levels of software testing are used in DevOps?

In relation to the levels of software testing used in DevOps (see Figure 4a), the response of “not
precise” are 139 papers (46.5%). Despite this, these works do indicate that software testing is a
DevOps necessity, but they do not specify the levels of testing in the DevOps context. In the case of
the primary studies, which do indicate the levels of proof, it follows that: (i) 122 papers (35.1%)
have reported unit and user interface tests; (ii) 33 papers (11%) have reported load and stress; and,
(iii) the rest are user tests and penetration testing (pen-testing). The work of [41] and [42] agree that
unit and integration tests are among the most studied. Likewise, [41] adds functional, load and stress
tests as the most studied with 63.6% of the total studies reviewed; and, they consider that security
tests are much less studied with 3.6%. According to reviews from [43] and [44], GUI and
accessibility tests are still pending challenges in continuous contexts.

Level 1(&} (b)
PenTesting: 5 4 %0
3
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User: 17 5 200
LoadSlress: 33 12 1 2 L 2 150
UnitintUl: 105 69 24 11 L 100 =
Mo Precise:139 68 43 2 5 50
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Fig 4. Test levels (a) grouped by continuous phase and (b) methods used in software testing in DevOps
According to this Figure 4a, in relation to the opportunity in the use of software tests in DevOps, it
can be pointed out that 162 papers (54.2%) have been applied during continuous integration; which,
at first glance, turns out to be the natural space for testing. However, 84 (28.1%) papers have also
been identified that have used tests to solve activities in continuous delivery and 44 (14.7%) in
continuous deployment, which shows that 42.8% of the tests are outside continuous integration.
According to Figure 4b, in relation to the software development methodology, from the primary
studies, it has been determined as "not precise” in 217 (72.6%) papers. In the other cases, it shows
75 (25.1%) papers used agile methodologies, and more explicitly points to TDD and XP with 5
(1.7%) papers, considering both. In particular, in the case of TDD studies, they consider the method
important for the success of software testing in DevOps. This suggests that, for now, although TDD
is a very good method, there are few studies in this type of context. Similarly, the studies by [43]
and [39] consider that TDD would help to better conceptualize testing strategies and mitigate system
design errors for help continuous testing.

4.5 RQ-5 What programming languages and software testing tools are used
in DevOps?

Due to the nature and objectives of the primary studies, in many cases, programming languages,
testing support tools, and version control tools are not required. In the case of programming
languages (see Figure 5), it is observed that Java is the most reported language with 90 (30%) papers.
In the case of test support tools, Junit with 25 (8.4%) and Selenium with 13 (4.3%) papers are the
most reported. Finally, in the case of version control tools, Git is mentioned in 179 (59.9%) of
papers.
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Fig 5. Software testing tools in DevOps by programming languages and version control

In the review of [39], it is agreed that Junit, Selenium and Git are the most frequent tools in the
DevOps software testing application. In addition [39], considers NUnit among the most frequent,
however, of the selected primary studies, no reference to said tool was found.

According to Figure 6a, Java is the most used language over time with an average of 13 papers per
year, while Python has been considered in recent years, with an average of 4 papers per year as
presented in Figure 6b.
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Fig 6. Programming languages in software testing over time (a) and average per year (b)

4.6 RQ-6 In what types of applications and architectures is software testing
used in the DevOps context?

In relation to the types of applications where software tests are used in DevOps (see Figure 7a),
reported in the primary studies, web applications with 219 (71.9%) papers have to be the most
reported applications, and to a lesser extent, mobile applications with 13 (4.3%) papers. The
identified console applications are reported for cases in which they apply machine learning concepts
and use this type of application to display the results. In relation to the types of architecture (see
Figure 7b), the primary studies indicate that 134 (44.8%) are of the MV C type and 52 (17.4%) are
of the SOA type, and especially, of the latter, 14 studies report REST as a technology
communication. Despite this, 85 (28.4%) papers which represent a high percentage that does not
need it.
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Fig 7. Type of applications (a) and architectures (b) in software testing in DevOps

For [39], 33% of their studies found are web applications, being the most frequent for DevOps
software tests; and it also agrees that few researches, that is, 1.6%, are reported on embedded
applications.

4.7 RQ-7 What tools are used for software testing in DevOps?

Regarding the tools, it can be pointed out that they are not reported in 111 (37.1%) of the studies
(see Figure 8a). In the studies that are reported, Jenkins is present in 92 (30.8%) primary studies.
This result coincides with the review by [39] who also found Jenkins to be the most studied tool. In
the industry, Jenkins is known as a very versatile tool that allows you to automatically run tests
written by the development team, whether they are unit, integration, Ul, loading and others. Crossing
these results with the years of publication, according to Figure 8b, it can be seen that Jenkins has
been increasingly reported in primary studies since 2013. It is also observed, according to Figure 8c,
in relation to the average of the publications of papers per year, which Docker has about 6.8
papers/year since 2016, AWS is 3.3 since 2018 and GitLab is 4.8 since 2017. This result shows that
Docker is being recurrently reported in the selected primary studies. In the interviews conducted by
[42], containerization is mentioned as one of the most studied solutions in continuous delivery.
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Fig 8. Software testing tools in DevOps (a) by years (b) and, distributed over time and average per year (c)

In Figure 9, it can be seen that Java appears in 40 (13.4%) primary studies, being used in conjunction
with Jenkins, becoming the most frequent language for Jenkins. Furthermore, in the case of Java, 19
(21%) papers have been applied in industry and 3 (4%) in the academic context.

Figure 10 shows that 63 (21%) Jenkins primary studies have been studied in the industry and Docker
with 34 (7.4%) is behind Jenkins. This shows that Jenkins is the most studied software testing tool
in DevOps contexts.
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Fig 11. Test tools, infrastructure in DevOps (a) and application context (b)

Figure 11a shows that although Java was often used as a programming language, Junit was not
necessarily mentioned in these studies. However, Junit does appear as the most mentioned testing
tools in the primary studies. In addition, these, for the most part, 185 (61.8%) papers have been
applied in commercial business domains. Figure 11b confirms that Junit is also applied in the

industrial context.
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4.8

RQ-8 In what types of activities do software testing occur in DevOps?

Also, are safety tests mentioned?

According to Figure 12, the selected primary studies show that more than 230 (75%) have concerned
themselves with both what is needed in development and in operation, be it with tools, methods,
frameworks or suggestions. 60 (20%) papers have studied the specific activities of development
teams. Finally, only 9 (3%) have focused solely on operating activities.
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Fig 12. Software testing in DevOps phases

According to Figure 13, more than half of the papers found, that is 169 (56.6%), mention application
security as an important factor in the DevOps contexts, despite the fact that there are only 15
application testing papers. penetration (see Figure 4a). These findings are in the same direction as
that indicated by [45], [46] and [39], about the need to study more about the security issues in Devops
contexts, also known as DevSecOps. This allows you to integrate these types of tests into your
development tools.

4.9
The
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Fig 13. Mention of security in software testing in DevOps

Threats to Validity
analysis of the threats to validity was based on the work and questions proposed by [47].

Study Selection Validation. During the planning of the research, in order to ensure the proper
identification of all relevant studies, the following was carried out: (i) a preliminary search to
identify a relevant set of 20 “test” papers that allowed validating the research questions research,
the search chain and selection process; then, (ii) Population and Intervention was used,
according to [36], to structure a convenient search chain, actually an iterative task; (iii) a chain
test was carried out with the “test” papers, and a check was made if the data obtained from said
“test” papers allowed to answer the research questions; and (iv) it was established to work with
6 relevant digital databases.

The selection was made using the methodology proposed by [36]. Duplicate papers were filtered
in the exclusion criteria by DOI, title, authors and year. Inclusion/exclusion criteria were
discussed by the authors based on similar research. At each stage, a general criterion was
applied, that, when in doubt of acceptance or rejection, acceptance is chosen so that the paper is
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subsequently evaluated. This reloads the next stage, but reduces the risk of deleting relevant
papers.

e Data Validation. Taking into account what was indicated in [36], it was decided to only work

with relevant digital databases. These databases usually already have evaluation schemes for
the journals and reports of events that they incorporate. In this context, it was decided not to
make a quality assessment in the selection process.
In the first 100 primary studies, a first consolidation was performed, and these studies were
discussed between both authors. The evaluation also made it possible to note the relationship of
the results with the subject under research. The classification schemes were proposed during the
planning of the SMS and were refined, in some cases, during the data extraction. Additionally,
the verification of the selection was carried out by the second author in a sample manner.

¢ Research Validation. Both authors are related to the research topic and the second author has
more experience in secondary studies. The work carried out is replicable since all the data
collected during the research are publicly accessible, phase by phase, as well as the general
search string and the personalized ones for each database. At the beginning of the research, it
was determined by the research questions and the results of the first stages, that the research
would be a systematic mapping of literature due to the need to classify software tests in DevOps
contexts. The research can be generalized to all DevOps contexts because it collects the
information without considering specific regions, places or periods. In addition, it considers
primary studies from both industry and academia.

5. Conclusions

This research presents a Systematic Mapping Study (SMS) on software testing in the DevOps
context. The SMS is based on the proposal of [36]. In the selection process, 3,312 studies were
obtained and at the end of the process, 299 were selected as primary studies. Based on the data
obtained from the primary studies, it was possible to answer the 8 research questions raised.

The interest of research on software testing in the DevOps context is current and continuously
growing since 2011. It is also appreciated that it is a global interest, in particular, considering that
there are 16 countries from 3 regions (America, Europe and Asia) who have published 239 (80%)
of the studies. In accordance with the origin and empirical nature of DevOps, the majority of primary
studies, which mean 235 (78.6%) are of the type of case studies and experiments. Likewise, 213 of
these studies have been carried out in industry contexts (71.2%) and 185 in commercial applications
(61.8%). In addition, 216 (72.2%) primary studies have proposed tools that support test automation.
The results also indicate that software testing is considered an important factor in DevOps issues,
but what levels of testing are being used are not specified. But, in those that do specify, unit and
integration tests are the most studied, and to a lesser extent, user, load and stress and security tests.
In relation to technology, such as programming language and test support tools, it can be noted that
these issues are not explicitly reported in primary studies. In the cases that do report, it is pointed
out that Java is the most reported language with 90 (30%) both in academic and industrial
environments; and in the case of test development tools, 25 papers, that is means, more than 8.3%
have been reported to Junit. Other reported programming languages are: Python, Js and PHP
respectively. Furthermore, it has to be mentioned that Java is the most reported language in primary
studies over time, with an average of 13 papers per year.

The most studied types of applications are those of the Web type with 216 (72.2%), based on both
SOA and MVC. One of the most reported tools is Jenkins for both continuous integration,
continuous deployment and continuous delivery. In addition, tools such as: Travis, Docker, GitLab,
Github and AWS are also reported, showing that the studies carried out are applied to current market
tools.
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The results of this research show research opportunities in software testing for the DevOps contexts.
Likewise, it is clear that training in automated software testing skills could help small companies to
compete in the world market with quality.
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Abstract. This article presents a study of the publications made on the ISO/IEC 29110 standard in the university
context, especially from the perspective of software engineering education. 1SO 29110 is a life cycle profiles
for very small entities on systems and software engineering standard, published in many parts. 1ISO 29110,
since its publication in 2011 and its continuous evolution to these days, is the subject of study in different
contexts, with education being a relevant axis. Considering, that software engineering education has
implications in the software industry in emerging countries, it is necessary to identify and consolidate the work
done in this context. In this study, the main research question was what researches have been done at ISO 29110
in the training of software engineers? To answer this question, a systematic mapping study (SMS) was
performed. In the SMS, 241 articles were obtained with search string and 17 of them became as primary study
after a process selection. Based on these studies, it was possible to determine that the software engineering
Basic profile of 1ISO 29110 and its processes (Project Management and Software Implementation) have been
the most studied. Besides, it was identified that project-oriented learning and gamification techniques have been
the most used 1SO 29110 learning strategies in the training of future software industry professionals.
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Iepy, 15088, Jluma

AHHOTanms. B 3Tolf cTaThe mpeacTaBieHo HccleoBaHKue MyOnuKanuid, mocBsmeHHbx ctanaapty [SO/IEC
29110 B yHHUBEpCHTETCKOM KOHTEKCTE, OCOOCHHO C TOYKH 3pEeHHUs 00pa3oBaHUS B 00NacTH pa3pabOTKH
nporpammuoro obecrnederus. ISO 29110 cocrout u3 mpoduiiel KU3HEHHOTO LUKIA Pa3pabOTKU CHUCTEM U
MIPOTPAaMMHOTO O00ECIIeUeHHUs, OPUEHTHPOBAHHBIX Ha HCIOJNB30BaHHE B OYECHb MEJKHX HPEIIPHATHAX, H
ory6irkoBaH Bo MHOTHX dacTsx. Ctanmapt ISO 29110, ¢ MmomenTa ero my6umkanuu B 2011 roxy u 3a Bpemst
€ro HEeIPEepPHIBHOTO PAa3BUTHSL 110 Cel JICHB, SIBISIETCS IIPEIMETOM HU3YUCHHUS B PA3JINYHBIX KOHTEKCTAX, IIPHIEM
BOXHBIM JJIEMEHTOM sBJIsSeTcs oOpa3oBaHHe. YUHUTHIBas, 4YTO oOpa3oBaHHe B 001acTH pa3paboTKU
MIPOTPAMMHOTO  OOecHedeHHss HMeeT 3HadeHHe M WHIYCTPHM IMPOTPAMMHOTO OOECICUeHHUs B
Pa3BHUBAIOMINXCS CTPAaHAX, HEOOXOAUMO OIpEASTHTh U KOHCONHIUPOBATh PaboTy, MPOAECTAHHYIO B 3TOM
KOHTEKCTE. B 3TOM HcciieoBaHNM OCHOBHBIM HCCIIEZIOBATEILCKAM BOIPOCOM OBUIO TO, KAKHE MCCIEIOBAHUS
ObutM TpoBeAeHBI B cooTBeTcTBUH ¢ ISO 29110 mpm mOATOTOBKE HHKEHEPOB-NPOrpaMMHUCTOB? UTOOBI
OTBETUTH Ha 3TOT BOIIPOC, OBUIO MPOBECHO CHCTEMATUUECKOE NCCIICI0BaHIE JIUTEPaTypPHBIX HCTOYHUKOB. B
XoJie paboTHI ¢ IOMOIIBIO IONCKOBOM CTPOKH ObLIa moirydeHa 241 craths, u mocie otbopa 17 w3 HUX crann
OCHOBHBIMH IS JaibHeHero uccienoBanusi. OCHOBBIBAsCH Ha MOJYYEHHBIX Pe3yJbTaTaX, MOXKHO CYAHUTB,
4yT0 Hambojee MU3YUYEHHBIMH SBIISIOTCS 0a30BBEINH MpodWIb pa3pabOoTKU MPOrpaMMHOTO OOECHeYEeHUsS M ero
MIPOIIECCH YIIPABICHU IPOEKTaMH U BHEIPEHUs porpaMMHoro obecriedenns crangapta ISO 29110. Kpome
TOTO, OBIIO BBISIBIIEHO, YTO IIPU MOATOTOBKE OYIyINX CHEHAINCTOB HHIYCTPUU HIPOTPAMMHOTO 00ECTICUeHHUS
HanboJiee YacTo WCIOJIB3yeMBIMH CTpaTerusMu oOydeHus 1o craHaapty ISO 29110 Opun mpoeKTHO-
OPHEHTHUPOBAHHOE 00yIEeHNEe W METOABI TeMI(UKaIIm.

Kurouesnie cioBa: ISO/IEC 29110; cucteMHast ¥ mporpaMMHasi HEXKEHEPHs; TPO(UIIH KU3HEHHOTO [IUKJIA;
00y4eHne pa3paboTIYUKOB MPOrPAMMHOTO 00eCTIeUeHHS

Jst murupoBannsi: Busec JI., Menennec K., [laBuna A. Cucrematuueckuii 0030p JIUTEPATypHI IO CTAHAAPTY
ISO/IEC 29110 n ob6pa3oBanuto B 06aacTu nporpammuoil umxenepun. Tpyast UCII PAH, Tom 35, Beim. 1,
2023 r., crp. 189-204. DOI: 10.15514/ISPRAS-2023-35(1)-12

BaaronapHocTu. ABTOPHI MPU3HATEIBHBI 32 OT3BIBBI WieHaM [ pynbl HccaeoBaHui B pa3padOTOK B 001acTu
nporpaMmmMHoi nHxeHepuu Ilanckoro karonnyeckoro ynusepcurera [lepy.

1. Introduction

The ISO/IEC 29110 is a set of standards developed for very small entities (VSESs) in the IT field
with up to 25 people [1]. In 2011, the publication of the software engineering Basic profile of 1SO
29110 begins [2] and 2014 for systems engineering [3]. In [3], it is noted that other documents, e.g.
Agile, are under development for VSEs. Also, according to [4], the research related to 1ISO 29110,
has been growing all these years.

In 2012, in a United Nations report [5], is pointed out that the software industry in emerging
countries is considered strategic to ensure adequate growth of their economies. Furthermore, in [5]
two important issues are pointed out as a need for the software industry in emerging countries: (i)
the need to apply appropriate (quality) process models, and (ii) the education of software industry
professionals in these emerging countries. These two needs find an initial response in the 29110
standards [1] and a potential answer in the findings of [4], where education is identified as a focus
of research interest.
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Studies on software process models, in the training of professionals, have been carried out in other
cases, such as: MoProSoft [6], CMMI [7] and ISO/IEC 12207 [8], [9]. In the Systematic Mapping
Study (SMS) [4] on 179 selected studies, up to 2018, it was identified that 44 of them are classified
in the context of education. However, as the authors point out [4], they consider various facets of
education, including university and industry contexts.

Taking into account the work of [4], and considering that other standards are developed for 29110
such as Agile and DevOps [10], and the need expressed in [5], it is expected that research on 1SO
29110 will continue in the university context. This research interest is justified by the benefit of
training software engineering students [9], who can then apply it in their professional life [11], [12],
[5], [13] in a company or in a software-based startup [14], [15].

On the other hand, software engineering worldwide, from its origins in 1968 [16], [17], through its
consolidation as a discipline by means of a curriculum guide in 2004 [18], [19], has changed
significantly in all those years [20]. Nowadays, exists new challenges for software engineering, both
at the technical level (emerging technologies) and at the level of business models within the software
industry itself [5]. Also, the software industry is mostly made up, worldwide, of micro, small and
medium-sized companies [5], [21]; and in emerging countries, they have other characteristics and
needs.

The objective of this study is to identify, detail what is researched about ISO 29110 in software
engineering professional training. For this purpose, we carried out a Systematic Mapping Study
(SMS). The article is organized as follows: in Section Il, some concepts and related works are
described; in Section 11, the SMS is developed; in Section IV, the results are analyzed; and, in
Section V, the conclusions are presented.

2. Background and Related Work

This section briefly introduces the concepts of 1SO 29110, the discipline of software engineering
and related work.

2.1 ISO/IEC 29110

The International Organization for Standardization - 1SO, concerned about the global software
industry, initiates the development and publication of a family of standards that has been named
ISO/IEC 29110 and known as VSE (very small entities) project [3]. ISO 29110 has developed,
among others, a process model for organizations that develop software [3]. This standard is based
on MoProSoft (developed for the Mexican software industry [3], [22]) and some contributions from
participants of the Competisoft Project. According to [23], ISO 29110 represents an aid to improve
development processes in the software life cycle.

According to Part 1 of 1SO 29110 [1], the group of standards is organized into an overview
document, a group of profiles documents with their assessments and certifications, and a group of
implementation guidelines. A profile extracts and tailors the elements of a standard to meet specific
needs [2]. Profiles published of software engineering [10] are 4 profiles: Part 5-1-1:2012 Entry
profile, Part 5-1-2:2011 Basic profile, Part 5-1-3:2017 Intermediate profile and Part 5-1-4:2018
Advance profile.

2.2 Software Engineering Discipline

Software Engineering discipline evolves in the context of other disciplines related to computing.
Therefore, the Computing Curricula of 2001 or CC2001 [19], constitutes a first milestone since it
starts a process of identification of 5 domains of its own and initial overlaps between these
disciplines are identified. In 2016, the Guide was updated and published under the name CC2020 or
Computing Curricula 2020, introducing the competency-based approach [27] and 7 new sub-
disciplines [28]. In 2014, the SWEBOK v3 (Software Engineering Body of Knowledge version 3)
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guide is published [30]. In SWEBOK V.3, ISO/IEC 29110 is included [30]. Finally, two important
aspects of software engineering education are: (i) the level of introduction of software engineering
programs in universities worldwide; which is still incipient [32]; and, (ii) the amount of software
engineering contents (techniques and practices) incorporated in university programs that train
software industry professionals is not enough [13].

2.3 Related Work

As related works we identified: (i) an SMS on ISO 29110 conducted, in [4] classifying the results
according to emerging axes of the study, noting that the topic of education is one of the most
researched; (ii) a Report for the 10th anniversary of ISO 29110 in [11], which presents a compilation
of 1SO 29110 implementation experiences in different contexts (industry and academic) and from
various countries; and (iii) an SMS on Software Engineering Education (SEE) in [33], that points
out, among other things, a change towards new trends in software engineering: global software
development and lean software startup; in academic and industry contexts; (iv) a systematic mapping
study was carried out on the application of serious games in the teaching of the software
development life cycle in [34], concluding that serious games are a motivational tool to increase the
knowledge and learning of students.

3. Research Method
For this research, a SMS was carried out taking as the main reference point Petersen's proposal [37].

3.1 Research Questions

The achievement of the objective is translated into the following research questions (RQ):

RQ1. How has the number of ISO 29110 publications in university education evolved over time?

RQ2. What is the studies distribution by type of article in relation to ISO 29110 in education?

RQ3. What 1SO 29110 processes have been addressed in university education?

RQ4. What kind of pedagogical techniques or activities have been used for learning 1ISO 29110 in
university education?

RQ5. What academic purpose is served by studies of ISO 29110 in the university context?

3.2 Research Protocol

Based on Petersen's recommendation [37], the Population and Intervention scheme (P AND I) was
used to define the search string. The population is “ISO/IEC 291107, and intervention is “education”.
From the main terms and alternate terms, the search string was established as: ("ISO/IEC 29110"
OR "ISO 29110") AND ("education” OR "program" OR "university" OR "training” OR
"undergraduate” OR "postgraduate” OR "student" OR "academic" OR "course" OR "doctor" OR
"master"). This search string has applied to the follow digital database: Web of Science, IEEE
Xplore, ACM DL, ProQuest, Scopus, and Springer. Also, as ISO/IEC 29110 is based on MoProSoft,
a Spanish search string ("ISO/IEC 29110" OR "ISO 29110") AND ("educacién” OR "programa"” OR
"universidad” OR "entrenamiento” OR "“pregrado" OR "postgrado” OR "estudiante” OR
"academico" OR "curso" OR "doctorado" OR "maestria) was applied to Scielo digital database. It
is important to note that papers in Scielo have a title and abstract write both in Spanish and
Portuguese.

The inclusion (IC#) and exclusion (EC#) criteria established were:

IC1. Refers to 1SO 29110 at the university context (or similar).

IC2. Written in English, Spanish or Portuguese.

ECL. Duplicates.
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EC2. Refers to ISO 29110 in a non-university environment, such as companies or government
agencies.

EC3. Content does not present information about the research questions.

ECA4. Not available as full text.

3.3 Selection and data extraction

The selection process was carried out in five stages (see Fig. 1), starting with the execution of the
search string in March 2022, where 249 articles were found. It was applied the inclusion and
exclusion criteria in stages, reading titles, abstracts and contents. In addition, as indicated by [37], it
was decided not to perform quality assessment. After the selection process, 19 articles were obtained
as primary studies (see Appendix A)™.
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Fig. 1. SMS process selection
To perform the extraction, a spreadsheet was defined with the necessary structure to collect the data
(see Table 1). In this table, data from de papers were recorded, and categorized to answer the RQs,
see Appendix B. In addition, a pilot was conducted to verify the criteria and determine whether the
questions could make sense in a research sample. For this pilot, prior to formal selection, a group of
10 articles with high potential that could become primary studies was extracted. The group was
reduced to 7 articles after reading the titles and applying the established criteria. Data were extracted

! The whole data from selection process are available at
https://drive.google.com/drive/folders/IvURTTY lipJuBQiC2PJIwur4HoatyzzJD?usp=sharing.
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from this final group on the extraction sheet and the questions and format could be verified and
adjusted.

Table 1. Data extraction item

Data item Details RQ
Bibliographic reference Title, authors(s), year of publication. RQ1
Paper type Paper article, paper conference. RQ1
Name of the journal or Name of the journal or event where the article RQ2
conference is published.

Process of the ISO/IEC ISO/IEC 29110 processes that have been used RQ3

29110 in the academic environment.

Pedagogical techniques or | Pedagogical techniques or activities used for RQ4

activities. learning ISO/IEC 29110 in the academic field.

Academic purpose Academic proposals based on 1SO 29110 that RQ5
contribute to the field of education

4. Results
In this section, the results and findings, as well as the validity threats are presented.

4.1 RQ1. How has the number of ISO 29110 publications in university training
evolved over time?

As shown in Fig. 2. The evolution, in the number of publications, of ISO 29110 in the university
context, has remained almost constant, as it has been published in 2016 (3), 2017 (4), 2018 (3), 2019
(2), 2020 (2). And 2021 (1) However, it is noted that it starts in 2016, which is 5 years after the
publication of Part 5-1-2 (software engineering Basic profile) [24]. Furthermore, it should be added
that at least the Entry and Basic profiles are freely available from ISO home page.

2016 2017 2018 2019 2020 2020

Year

=== Conference Paper Journal Article

Fig. 2. Studies by type of work and years
Besides, it was noticed that researchers from Latin American have 14 of the 19 primary studies. A
possible justification for this is that ISO 29110 is based on MoProSoft, a model developed for the
Mexican software industry, and that the 1SO working group includes several Latin American
researches.

4.2 RQ2. What is the distribution of studies by article type in relation to
ISO/IEC 29110 in education?

Fig. 2 shows that the types of articles according to where they were published are conferences (13)
and journals (6). On the side of the articles published in conferences (S01, S02, S04, S08, S10, S11,
S12, S13, S14, S16, S17, S18, S19) the International Conference on Software Process Improvement
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(CIMPS) event stands out, where 3 articles have been published. As for the articles published in
journals (S03, S05, S06, S07, S09, S15), the journals Computer Standards and Interfaces and RISTI
— Revista Ibérica de Sistemas e Tecnologias de Informagao stand out, each with 2 articles.

4.3 RQ3. Which I1SO 29110 processes have been addressed in university
education?

From the primary studies (see Fig. 3), we have:

Profile level. The most referenced profile is the Basic profile (89%) — (S04, S06), in smaller
percentage the Entry profile (11%) — (S01, S02, S03, S05, S07, S08, S09, S10, S11, S12, S13, S14,
S15, S16, S17, S18, S19). And no studies are reported for the Intermediate or Advanced profiles.
The percentage, in the Basic profile, may be, among others, that it is the first published and
certifiable profile, and therefore, of greater interest for companies and researchers. Other possible
reasons, attributable to the Intermediate and Advanced profiles, are presented at the end of this
question.

Counts

Project Management

Software

Fig. 3. Activities of the Entry and Basic profiles of ISO 29110

Process level. The most referenced processes are Project Management (19) and Software
Implementation (12), both present in the Entry and Basic profiles. No processes have been reported
for the Intermediate and Advanced profiles.

Level of processes by profiles. The studies for the Entry profile do not distinguish between the
processes so it is understood that they implement both (S04, S06). The studies on Basic profile that
only cover the project management process are 7 (S03, S11, S12, S14, S16, S17, S18), and both
processes are 10 (S01, S02, S05, S07, S08, S09, S10, S13, S15, S19).

In addition, consulting with experts, there are at least 3 possible causes were identified as to why the
Intermediate and Advanced profiles have not been adopted in the university context: (i) the
publication of the Intermediate profile was 2017 and of the Advanced profile was 2018 [10] and
they have not had the possibility to implement it, a situation accentuated by the pandemic since the
end of 2019; (ii) the Intermediate and Advanced profile, focus on an organization that manages
multiple projects, something that is unusual in university courses; and (iii) the lack of adequate
dissemination of the other profiles in the university environment, accentuated by the COVID-19
pandemic that has forced several changes in university environments.

4.4 RQ4. What kind of pedagogical techniques or activities have been used

for learning ISO 29110 in university training?
The application of 1SO 29110 in the university environment has been carried out using mainly POL
(project-oriented learning) 10 (53%) papers, by the gamification technique 7 (37%) papers and do
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not specify the technique in other cases 2 (10%) papers (see Fig.4). The first case, project-oriented
learning, involved software development projects within a course where students apply (and learn)
ISO 29110 (S02, S03, S04, S05, S06, S09, S13, S14, S15, S18); although it is a controlled context,
it offers real opportunities to learn the standard. The second case, the gamification technique, is a
practical and enjoyable way to interact with the knowledge associated with the tasks provided in
each process considered (S01, S08, S11, S12, S16, S17, S19). Finally, the studies that do not present
pedagogical techniques (S07, S10), conducted a comparative analysis of the level of coverage of
ISO 29110 with respect to university academic programs.

Pedagogical techniques vs Research purpose
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Pedagogical techrigues

Fig. 4. Pedagogical techniques used for learning 1SO 29110 in university environment

4.5 RQ5. What academic purpose is presented in the ISO 29110 studies in the
university context?

The main purpose (see Fig. 4) is the development of cognitive skills within an academic course 14
(74%) papers, whose objective is to improve the mastery of 1SO 29110 concepts and where the
pedagogical techniques of project-oriented learning (S03, S05, S06, S13, S14, S15, S19) and
gamification predominate (S01, S08, S11, S12, S16, S17, S018).

On the other hand, 3 (16%) papers of the studies focus on generating technical skills in the
management of ISO 29110 applied to cases in the software development industry and use the project-
oriented learning technique (S02, S04, S09).

Likewise, 2 (11%) papers of the researches perform an analysis of curricular content versus 1SO
29110 activities and do not have pedagogical techniques for this purpose (S07, S10). In these papers,
the contents of 4 Mexican curricula (including its courses) of Software Engineering, Computer
Science, Computer Engineering and Computer Engineering programs are analyzed and the coverage
of 1SO 29110 processes and activities is evaluated through a comparative analysis. The analysis of
the curricular frameworks with respect to the software engineering Basic profile is performed based
on descriptions of both. There are no studies that evaluate the level of adherence to the Basic profile
of the projects and results of software development projects carried out by students in their university
courses. As can be seen, there is a predominance of 1SO 29110 papers in university education that
look to generate cognitive skills in students according to their level of education: (i) studies that
focus only on undergraduate (S01, S02, S03, S05, S06, S08, S13, S14, S16, S17, S18, S19) cover
the last 5 semesters and to Software Quality, Software Engineering I, Il or 111 courses; (ii) in studies
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that cover undergraduate and masters (S11, S12 and S15), reinforcements of project management
knowledge and software process improvement are described. In addition, two papers (S04, S09)
report the participation of undergraduate students in 1SO 29110 implementation experiences, which
provided them with an enriching experience with real cases from the software development industry.
Two studies related to the analysis of course content and its relationship with 1ISO 29110 activities
(S07, S10) have allowed establishing some correspondence between what a student has as potential
with respect to what the standard, at the software engineering Basic profile level is expected. Finally,
from the synthesis of the conclusions of the papers (see Table 2), it can be noted that: (i) there is an
effort to raise awareness among students about the usefulness of 29110 to the industry; (ii) learn the
concepts and application of the standard, and (iii) apply techniques such as POL and gamification
to achieve the objectives mentioned above.

Table 2. Synthesis of the conclusions from primary studies

id Contribution

S01 | It creates a serious game-based framework for teaching the ISO 29110 standard, however, it has
not been implemented.

S02 | 1SO 29110 was implemented in a university software development center, with students and
teachers, based on its own methodology. It was identified that the activities of: evaluation and
control of the project management process, as the most difficult for students.

S03 | The students who followed the ISO 29110 guide of the implementation process achieved a better
quality of the software product.

S04 | They manage to verify that it is possible to train students in the development of real software
projects using the 1SO 29110 standard.

S05 | They develop a methodology to achieve ISO 29110 certification and the students evidenced a
better understanding of the standard by participating in real projects.

S06 | Integrates agile methods, quality standards for teaching ISO 29110, achievn ing an acceptable
level of understanding of the concepts of the standard.

S08 | A better understanding of ISO 29110 concepts is achieved, based on a monopoly-type board game
with roles.

S09 | Itis determined that a set of deficiencies and lack of skills of a small organization (students) are
overcome with the implementation of 1ISO 29110.

S11 | Students achieve course proficiency related to 1SO 29110 project management concepts and
activities using a serious simulation-based game.

S12 | The students acquire the knowledge using a serious game based on the simulation of the ISO
29110 Project Management process for the training of university students.

S13 | The results indicate that the solution based on 1SO 29110 can be adapted to software engineering
student projects.

S14 | A monitoring tool for ISO 29110 processes was developed for a better understanding and
evaluation of student achievement.

S15 | The use of ISO 29110 instead of CMMI facilitated the understanding and implementation of a
suitable software engineering framework in the software process improvement course.

S16 | A serious game was developed as a way to support the understanding of the ISO 29110 project
management process .

S17 | Was achieved the understanding and management of the ISO 29110 project management process
by students, based in a serious card game.

S018 | The game helps teaching and reinforces knowledge of structures and elements of 1ISO 29110 based
on a serious game.

S019 | Student participation on process improvement projects with 1SO 29110, contributes to the increase
of student results in engineering training according to what is established by ABET in the USA or
ICACIT in Peru.

4.6 Validity threats

This section presents the validity threats related to study selection, data validity and research validity
according to [38] and [39].
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4.6.1 Validity of study selection

The procedure consisted of generating and validating the search string through the most popular
search engines, such as: Web of Science, IEEE Xplore, ACM DL, ProQuest, Scopus and Springer.
In addition, it considered the period between 2011 (the year ISO 29110 was published) and March
2021. The search string was created according to the authors’ knowledge about ISO 29110 and
university education in software engineering. In the study, 17 articles were selected which were
contrasted with the 44 obtained for in the context of education by [4]. From the 17 studies selected,
it was determined that 9 studies were considered in the mapping of [4] and the remaining 8, since
they are more recent, are not included in Larrucea’s mapping [4]. The other 35 Larrucea’s studies
that were not selected are due to the fact that the author used the concept of education in a more
general way and not as something specific to the university environment. Some examples are:
frameworks or tools developed based on ISO and applied to educational processes [40], [41], [42];
teaching development teams [43], use of gamification in development teams [44], among others.
After obtaining the secondary studies, the articles were distributed to two of the researchers who
evaluated the inclusion and exclusion process of the articles; each article received 2 reviews. Finally,
a third author randomly reviewed the selection of articles.

4.6.2 Validity of the data

For data validation, the authors held working meetings to discuss the inclusion or exclusion of
articles. Statistical tools were not used, since it was not necessary to test hypotheses. The authors
have complied with reviewing and applying the stages proposed for the systematic mapping study
proposed by [37]. The authors acknowledge that the places of publication of the articles are relevant
and of interest to the software engineering community.

4.6.3 Validity of the research

This process considered the experience of the researchers who are familiar with the concepts,
methods and terms used in the research, since they have published articles and are reviewers of
topics addressed in this research. Likewise, bias and subjectivity are minimized, given that data
extraction and data validity were based on the opinion of the first author in contrast to the opinion
of the other two authors. Finally, because the Petersen methodology [37] has been followed as
reliably as possible, it is certain that the study covers all ISO 29110 investigations in the university
setting. However, the number of primary studies does not allow the results to be generalized; but if
it has made it possible to identify relevant aspects, they can be used as a basis for future research.

5. Conclusions

In this research, an SMS was defined and performed based on the methodological procedure
proposed by Petersen [37], where 17 primary studies were obtained to answer the research questions.
It was determined that the software engineering Basic profile and its two processes: Project
Management and Software Implementation of ISO 29110, are the most used in the training of
university students with respect to the other profiles. The authors of these studies point out that the
industries in their countries require people with more competence in ISO/IEC 29110 to provide
greater benefits for small software development companies. In this sense, it is important that the
university curriculum covers the topics and that the training achieves these competencies in the
graduates.

From our study, it is highlighted that two didactic techniques are the most used for students to learn
ISO 29110. The first is the didactic technique of project-oriented learning, which provides a space
for the experience of skills such as teamwork, holistic vision, critical thinking, and analytical skills
in real or realistic situations. The second is the didactic technique of gamification applied with the
objective of extrinsically motivating the student to achieve the course objectives.
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Moreover, it can be noted that there is a great effort in the field of research in Latin America, which
may correspond to the fact that the base of 1ISO 29110 is MoProSoft. However, from the works of
[4] and [45], it can be noted that there are several works that are still being deployed in the industry
and more slowly in the academy. Also, here have been studies on the relationship between ISO/IEC
29110 and the curriculum of software engineering programs or related. Such as the verification of
the practical exercise or application of ISO 29110 in the courses or projects at the end of the career.
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1. BeedeHue

Honroseunocts (durability) maHHBIX — OJHO W3 OCHOBHBIX TPEOOBAaHWM K CHCTEMAM XPaHEHHs
JAHHBIX Hapsay C COIIaCOBaHHOCTBHIO (consistency) namueix. HemaBuee uccnenosanue [1]
MOKa3bIBALT, YTO MPUIIOKEHHUS (B TOM YMCIIE U CHCTEMbI XpaHEHHUS JAaHHBIX) 3a4acTyI0 HEKOPPEKTHO
B3aUMOJICHCTBYIOT ¢ (haiiJloBOH cHCTEMOH, IOmMycKas HOBPEXKICHHWE IaHHBIX M Hapymias
IpeiocTaBiIsieMble  MOJIb30BaTeNto TrapanTun. KoppekTtHoe B3ammojelcTBue ¢ (ailiioBbIMu
cUCcTeMaMH He SBJsSeTCs TPUBHAIBHOW 3amadeil. ObecrieueHne cOXpaHHOCTH JaHHBIX IIPH OTKa3e
CHCTEMbI 3aBHCHUT OT MHOTHX (akTopoB. DaiioBbIe CHCTEMBI, padOTalomMe Ha pPa3HBIX
wiatgopmax, MPEJOCTaBIAIOT pa3HbIE TapaHTUM B Clydae OTKasa C TIOTepedl NUTaHUS B
3aBUCHMOCTH OT 3HAYCHU I KOHPUT'YPAIIMOHHBIX TapaMeTpoB [2]. Pa3nuuus MOTyT CKpbIBaThCS B Ha
TIEpBBI B3I TOX0XKUX UHTEp(eiicax.

[TpyMepoM MOXKET CIYKHTh OTIHNYHE B paboTe cucTeMHOro Bei3oBa fsync B Linux u B Mac OS X. B
criydae TIOCTe[Hel Bbi3oBa fSYNC HemocTaTouHO uist 0OECTICUCHHs! JOJTOBEYHOCTH, TpeOyeTcst
YCTaHOBKa JOHOJHHUTENBHOrO mapamerpa uepes Bbi3oB fentl (F FULLFSYNC) [3]. Boxee Toro,
HEKOTOPBIE )KECTKHE JUCKH UTHOPUPYIOT KOMaH/y NepeHoca JaHHbIX U3 Kellla B OCHOBHOM MaMsTH
(flush) Ha moCTOSHHBIN HOCUTEIB, YTOOBI MOKA3BIBATH CE0s JyUIle B TECTaX MPOU3BOJUTEIHLHOCTH
[4].

Eie ouiH npuMep — OTIMYHME CEMAHTHKK cucTeMHoro Bei3oBa fdatasync B Linux [5] u FreeBSD
[6]. fdatasync B Linux rapanTupyeT oOHOBICHHE pa3Mmepa (ailia B MeTaJaHHbIX, a BO FreeBSD
TakoW rapaHTuy HeT. TakuM 00pa3oM B ciydae MOTEpPH IHUTAHUS OIEpalys 3alucH, KOoTopas
YBENIMYHMBAET pa3Mep (haiiina, MoXeT ObITh MoTepstHA. JJaHHBIE MOTYT OBITH YCIIEIITHO 3aITUCAHbI, HO
n3-3a MoTepr 0OHOBIIEHHS pa3Mepa (aiiyia MOTYT CTaTh HEAOCTYITHBIMHE ISl OTIEPALMiA YTCHUSI.
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1.2 MoTtuBauus paboTbl

CeMaHTHKa TapaHTHH, MPEIOCTaBIAEMBbIX (DAMIOBBIMU CHCTEMaMH, KaK MPaBHJIO, HE ONHCAHA B
BUzie (GOpMaIBbHON MOJENH, YTO MPUBOAWT K CIIOPaM O TOM, KaK TPaKTOBaTh TE€ WJIN HHBIC
MOJNIOKCHMS, yKa3aHHble B craHmaptax (Hanpumep, POSIX) n nmoxymenrtanmun. Bo3Hmkaer
HEOOXONMOCTB MIPOBEPSITH ONEPALIMOHHYIO CUCTEMY U MPHJIOKECHUS Ha B3aNMHYIO KOPPEKTHOCTh
peanu3aliy ¥ UCTI0NIb30BaHuUs UHTEp(eicoB (ailoBOl CUCTEMBI.

[Iprmepom Takoii mpobaeMs! siBIsieTcs 00HapykeHHas pa3padoTaukamu PostgreSQL ocobeHHOCTD
pea3aly CHCTEMHOTo BbI30oBa fSync B Linux M HEKOTOPBIX IPYrHX ONEPALOHHBIX CHCTEMaX,
NpUBOIAIMIAas K ToTepe HaHHBIX [7]. Paspaborumkamu ObUIO OOHApYXKEHO HEOYEBHIHOE,
HUHTYUTHBHO HEMOHSITHOE MOBEICHNUE CHCTEMHOro Bbi3oBa fsync. [IpobGiemMa BO3HHKAeT B ciiydac
MOBTOPEHHs CHCTEMHOI'O BbI30Ba IOCIIE 3aBEpIICHHS MPEIbIAYLIeH MOMBITKU ¢ OIMOKOH BBOAA
BbIBOJA (ETO). B aTOM Ccityuae cTpaHUIIbI, HAXOAAIIMECS B KEIlIe OCHOBHOM MaMsTH U IOMEUCHHBIE
KaK «TpsS3HBIE», IMOMEYAIOTCA KaK YHCThIe, HECMOTPS Ha BO3HHUKINYIO OIIMOKY, M OMIMOKa He
COXpaHseTCs Uil TOCIEOYIOIINX BBI30BOB. TakuM 00pa3oM MOBTOpHas MOIBITKA BCETAa
OKa3bIBa€TCA  YCIICIIHOH, IIOCKOJNbKY CHCTEMa CYMTaeT, 4YTO BCE H3MCHEHUS yXKe
CHHXPOHM3HPOBAaHBl C JIUCKOM. Takoe TMoOBeIeHHE MpPHUBEIO K IoTepe MaHHBIX. [IpoGiema
yCyryossuiach TeM (pakToMm, 4TO B HEKOTOPBIX CIIydasx MPOM3OIICAIIas ONIMOKa Morja ObITh
HeIOCTIKHMMA JJIS MTOJIb30BaTeNbCKOI porpaMMel. McpaBieHne, rapaHTHPYIOIee BO3MOXKHOCTD
MOJIb30BATENILCKON TMPOrpaMMBbl  y3HaTh 00 omubke, Obuto BHeapeno B Bepcuu 4.13 [8].
TectupoBaHue IporpaMM, KpUTHYECKU 3aBUCALIMX OT KOPPEKTHOTO B3aMMOJIEHCTBYSA ¢ (ailoBoi
CHCTEMOH, TaKKe 3aTPYyAHEHO B CHIIy HEIETePMMHU3Ma ONEPALMOHHBIX CHCTEM. TpaaullMOHHBIC
METO/Ibl TECTUPOBAHMS MOTYT ITOKa3aTh HAJIM4IHE IPOOIeM, HO HE MOTYT JA0Ka3aTh UX OTCYTCTBHE.
BoIsBIATE TIPOOIEMBI TOMOTAET PaHJOMH3HPOBAaHHOE TecTHpoBaHue. [IpumMepoM HCIONb30BaHMA
PaHAOMH3NPOBAHHOTO MTOJX0a AJSI HPOBEPKH JOJTOBEYHOCTH MOXET CIIY)KUTb 3aIlyCK TECTOBOM
MPOTPaMMBI CO CIyYaiHBIMH OTKJIIOYECHUSIMU NUTAHUS BO BpeMs paboThl. Takoil MeTox momor
BBISIBUTH TpoOiieMy moTepu aAaHHBIX B PostgreSQL [9]. B mpomecce TecTHpoBaHHS BBHIITOIHAIOCH
¢usnueckoe OTKIIOYEHHEe TNHTaHWs. Hailinennas mnpoOnema 3ariodanach B HEKOPPEKTHOH
MOCIIeZI0BATEIBHOCTH JICHCTBHIA ITPH IepeUMEHOBaHNH (aiina, a IMEHHO, OTCYTCTBUH BbI30Ba fsync
JUISl CHHXPOHHM3AIMN POJUTENECKON JTUPEKTOPHH.

1.2 CyTtb npegnaraemoro nogxopa

B nmanHoit paboTte mpeanaraeTcs WHCTPYMEHT AMHAMHUYECKOTO aHAIN3a MPOrpaMM peastu3yIoNUi
Ha0Op METOAOB Il OOHApPYKEHHsI OIIMOOK B JIOTHKE B3aUMOJECHCTBHUS MPOTpaMMbI ¢ (aiaoBoH
cuctemoil. Pa3paboTaHHBIE KOMITOHEHTH! OBLIM IPUMEHEHBI AJISl MOWCKA OMIMOOK B peau3aliiu
JIOJITOBEYHOT'0 JKypHalla M IO03BOJMIM OOHAPYX HTh HECKOJBKO OIIMOOK, MPHUBOJSIIUX K TOTEpE
JaHHBIX. MHCTpYMEHT peaju3yeT MEeCCHMMHCTHYHYIO MOJENb JOJTOBEYHOCTH U TaKUM 00pa3zoM
MO3BOJISIET BBIABIATH OIIMOKM HECOOTBETCTBHSA KOJa IPUIOXKEHHUS 3aJ0KeHHOW Moxenu. B
NPE/ICTaBICHHON pealM3allii MOJIETIb MHTETPUPYETCS B NPHIOKEHHE, PEeallu3yss METox «Oeoro
AMIAKa». DTOT MOAX0 ObUI BEIOpAH B BHJY €T0 NMPOCTOTHI U KEJIaHUs pa3BHUBATh HHCTPYMEHT Kak
4acTh IIATGOPMBI CHUMYJISILMOHHOTO TECTHPOBaHHWA. MojyibHAsh apXWUTEKTypa HHCTPYMEHTa
MO3BOJSIET pPeanu30BaTh JPYTUE BAapUAHTBl HHTETPAllMM C MOJIb30BATEIBCKOM MpPOTrpamMMOil.
WHTerpanmss HENMOCPEACTBEHHO B IPWIOKEHHE II03BOJSIET M30aBUTHCS OT B3aUMOJCHCTBHS C
peanbHO# (GailtioBoi crucTeMO TPH BHITIOJTHEHUH TECTOBBIX CIIEHAPHUEB, YTO MO3BOJIIET COKPATUTH
BpeMs He0OOXO0AMMOe /ISl X 3aIrycka. JJOmoMHNTEeTFHO, TPENMYIIIECTBOM TaKOTO ITOIX0/1a SIBIISETCS
BO3MOYKHOCTH B HEKOTOPBIX CIIydasX OTBS3aTh HHPPACTPYKTYPY TECTUPOBAHMA OT MIaT(HOPMEI, Ha
KOTOpOi1 pa3pabaTrIBacTCs MPIIOKEHHE, TO3BOIISL, TAKUM 00pa3oM, pa3pabaTeiBaTh U TECTUPOBATh
MPWIOKEHNE, HaIpuUMep, B Cpeie OmepannoHHOW cucteMbl Windows, HO HCHOJIB3Ys MOJAEITH
JIOJITOBEYHOCTH, COOTBETCTBYIONIYIO Linux.

OpmHako wuMeOTCs W He#docTaTku. (OCHOBHBIM HEIOCTATKOM  SIBISETCS HEOOXOIUMOCTB
MoAu(UKAINHU KOJa IPUI0KEHHS. JIOTIOTHUTENBHO, TIPH HCII0JIb30BAHUY CTOPOHHUX OMOJIMOTEK HE
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BCEr/ia €CTh BO3MOKHOCTh OAMEHUTH Pean3aliiio (yHKIHH, BRITOTHIIOIINX HEMOCPEICTBCHHOE
B3aMMO/IeHCTBHE C (haiioBoii cucreMoii. [loaToMy Iepencronb30BaHre TOTOBBIX OMOINOTEK MOKET
OBITH orpaHmdeHo. Tak ke, Tak Kak aHAIW3 SBIACTCS JHHAMHYECKHH HEOOXOIUMO MPHUHUMATH BO
BHMMAaHHE METPUKY MOKPBITHS KOJIa MPUIOKEHUSI TECTOBBIMH CLIEHAPHSIMH.
PaspaboTanHbIit HHCTPYMEHT (POKYCHpYETCsl Ha yIOOCTBE MCIIONB30BAaHUS pa3paboTUNKOM, cI1abo
OCBEIIOMJICHHOM O JIETAJSIX peann3anii (hailIoBBIX CHCTEM U OCOOCHHOCTEH BO B3aUMOJICHCTBUH C
HuMH. BeinaBaemast uH(popmanus 06 0OHApyKEHHOU OIMMOKe BKIIFOYACT B CeOsl KOHKPETHOE MECTO
B HCXOJIHOM KOjie, IJie Oblla MHULIMMPOBaHa OMNepallvs BBOJIa-BbIBOIA, U HAOOP peKOMEHIAIHii o
PEIIeHHIO TPOOIIEMBI.
HuctpymeHT TpeOyeT OT pa3padoTUHKa MPHIOKCHHS HCIOIb30BAHUS MTOIMCHEHHBIX METOIOB JIJIS
B3auMoJeiicTBus ¢ (aitoBoli cucteMoil. I[TOCKONBKY CHUTHATypa STHX METOAOB MOJHOCTHIO
COOTBETCTBYIOT CUTHATYpE, MPEIaraeMoil CTaHAapTHOW OMOTMOTEKOW, EPEMUChIBAHUE KOA IS
3TOro He Tpebyercs. [Ipu MOMOIIU CHICIMATH3UPOBAHHBIX METOJIOB Pa3paOOTUHK 3ampaninBactT
MPOBEPKY Y MOJICIH M yKa3bIBaeT (paiiil WM ero 4acTh, KOTOpAs IO JIOTHKE MPOrpaMMbl JOJKHA
OBITh JOJITOBEYHO 3ammcaHa. Eciu Momenb OOHapyXHBaeT HECOOTBETCTBUE, IMOJIH30BATEIIO
MPEOCTABIIACTCS OTYET 00 OIHOKe.
fn write(f: &File, data: &[u8]) -> io::Result<()> {

f.write at (0, data)?;

f.ensure durable(0..data.len())
}
Jlucmune 1. Ilpumep ppacmenma xooa, 6bi3bl8aiouieco0 NPOGEPKY COOMBEEMCMEUsL MPedOSAHUSM
001206€4HOCMIU
Listing 1. Example fragment of code that calls the satisfaction check of durability requirements
Hanpumep, BrImOTHEHHE KOJa, MPEACTaBICHHOTO HA JIMCTHHTE 1, mpuBener k omuoOke: Paiin He
CHHXPOHH3UPOBaH, HE3aBEpIlICHHAs oTepallys 3anicy B quana3zone <0, data.len () >.
JlanpHEeWIUi MaTepualn CTaTbd OPraHM30BaH CleNyOIMM obOpa3oMm. B pasm. 2 omuceiBaroTCs
apXUTEKTypa OMUCHLIBAEMOTO WHCTPYMEHTa W BO3MOXKHBIE CIOCOOBI ee peanu3anuu. Pasg. 3
MOCBSIIIEH OOCYKIIEHUIO HCIOJB3YEMOM MOJAENH JONTOBEYHOCTH. B derBepTOM paszzene
OTMCHIBAIOTCS TIEPBBIE PE3yNIbTaThl NMPHUMEHEHHs pa3paOdoTaHHOTO MHCTpyMeHTa. IIAThIi pasmen
MOCBSIIIEH KPAaTKOMY aHalM3y OJIM3KUX MO TemaTuke pabor. Hakonem, mecToi pasgen craTbu
COJICPIKUT 3aKIFOUCHUE.

2. Apxumekmypa uHcCmpymeHma

B pa3paboTaHHOM HHCTPYMEHTE HCIIOJIb3YETCsl MOJIYJIbHAsE apXUTeKTypa. Jiist paboThl HEOOXOJUMO
HaJIMYMe JIByX OCHOBHBIX KOMIIOHEHTOB: MOy cOopa coObITHI B3auMoJeUcTBUs ¢ (aitnoBoii
CHUCTEMOM ¥ pealu3anusi MOJENH JIOJTOBEYHOCTH, aHAIM3UpYMoNas COOpaHHBIE COOBITHS.
MopynbHash apXWTEKTypa IO3BOJSIET HCIIONb30BaTh pa3HbIE peallM3allii KOMIIOHEHTOB, T.€.
HCTIONB30BaTh pa3Hble MOAYNIH cOopa COOBITHI C pa3HBIMHU MOJICIISIMU JI0JITOBEYHOCTH.

2.1. C6op cobbITMIN B3auMOaenCTBUA

HcTounukom JAaHHBIX IJI aHaJIn3a SABJISAIOTCA COOBITHS B3aHMOIL€I7[CTBHH MPUIIOKCHUA C (baﬁHOBOﬁ
cucreMoil. [Ipumepamm coObITHil sBISIOTCS Write — coOBITHE, NPEACTABISIONIEE OIEPALHIO
3aIlliCH UJIn Fsync — 3anpocC Ha CUHXPOHU3AHIO M3MEHEHUH C JHUCKOM.

C60p COOBITHI MOKET OBITh peain30BaH HECKOJIbKUMHU CHOCO6aMI/I, Ka)KI[I:IfI N3 KOTOPBIX UMECT
CBOM IPEMMYIIIECTBA U HEAOCTATKU.
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Mpunoxexne

Onkepauus 3anvcy - | Coopuimx
o < strace » A
CHCTEMHBIIA BbI3OB coBLITHIA

Y
A
v

Y

Aapo OC

Puc. 1. Coop cobvimuii 6600a-6vi600a c ucnoavsosanuem strace
Fig. 1. Collecting /O events using strace

2.1.1 NepexBaT CUCTEMHbIX BbI30OBOB

CaMbBIM IIPOCTBIM B peajiM3alliM SIBJISETCS BapUaHT C IEPEXBATOM CHUCTEMHBIX BBI30BOB IIPH
nomormm yTuiuTs Strace [10] (puc. 1). strace - yrunuta, ocHOBaHHAs HA CHCTEMHOM BBI30Be ptrace
[11]. TIpenmymiecTBOM JaHHOTO METOJA SBJISETCS OTCYTCTBHE HEOOXOAUMOCTH MOIU(MHIIUPOBATH
nporpammy. B To ke Bpems B ALICE nmorpe6oBanack Moandukanus camoil yruiuThl Strace ais
HOJTy4eHHs IOTOJTHUTEIBHOTO KOHTEKCTA.

OnHUM U3 HEJJOCTATKOB JaHHOTO MOAX0/1a SBJISIETCS 3aBUCHMOCTD OT IuaTdopMbl: ptrace noctyneH
B Linux, FreeBSD [12] / OpenBSD [13], RedoxOS[14]. AnsTepHaTiBoii Strace Ha HEKOTOPBIX
mathopMax MOKeT CiyxuTh yrunura dtrace [15]. JIpyrum HemocTaTKoM SBISIETCS 3aBHCHMOCTb
OT KOHKpPETHOTro crocoba OCyHIeCTBICHHs B3aumMmopeiictBus ¢ (aitmoBoit cucremoi —
UCIIONIB30BAHMSl CHUCTEMHBIX BBI30OBOB. B ciyyae wucmonbp3oBaHus oToOpaXkeHHs (HaiinoB B
BUPTYaIbHYIO MaMATh MOCPEICTBOM MMAap omepanyd BBOJA-BBIBOAA HE OyIyT NepexBavcHbI
YTHINTOH Strace. Oty nmpobiemy MoXKHO pemnth, B Bepcurn ALICE ncmonp3oBaHHOM B cTaThe 3Ta
npobieMa peleHa, Ho IoIep)KKa OTCYTCTBYET B OIyOJIMKOBaHHOM Koje dpeiiMBopka. BeposiTHee
BCETo s 3TOTO UCcTonb3yercs mexanusm userfaultfd [16].

Kpome Toro, strace He mo3BojseT 00padaThIBaTh ONEpallMd BBOJAA-BHIBOJA, OCYIICCTBISICMBIC C
nomompo i0_uring [17] — mexanusma siapa Linux, peaiu3yromiero HeOIOKHPYOIIUE ONepaluy
BBOJIa-BBIBO/JIA.

Peanussauyusi COODILIK
Npliionexie FUSE chaiinoBoii < i
COObLITHIA
cHUCTEMbI
Onepauus 3anucu K
Ral HAapo OC
A4
FUSE
Apaisep

Puc. 2. Coop cobvimuii 6600a-6vi600a c ucnonvzosanuem FUSE
Fig. 2. Collecting 1/O events using FUSE

2.1.2 Ucnonb3oBaHue mexaHusma FUSE

JlpyruM BapuaHTOM sIBIsieTcsl ucmoib3oBaHue Mexanmsma FUSE (Filesystem in Userspace),
MO3BOJISIIONIETO HETIPHBHJICTUPOBAHHBIM ITOJIB30BATENsIM CO3/1aBaTh COOCTBEHHBIE (haiIOBEIe
CHUCTeMBI, He 3aTparuBas kofsl aapa OC. B 3Tom cinydae B HameM HHCTPYMEHTE MOXKHO OBLITO OBI
peann3oBaTh CBOIO (DAMIOBYIO CHCTEMY, KOTOpas MOria Obl PErHMCTPHPOBATH BCE MPOXOJSIIUE

209



Rodionov D.K., Kuznetsov S.D. Design and implementation of a tool for testing stored data durability for applications based on file systems.
Trudy ISP RAN/Proc. ISP RAS, vol. 35, issue 1, 2023. pp. 205-222

4yepe3 Hee ONeparuy U BHEAPATH OMUOKY ISl paCIIUPEHHs TeCTUPOBaHus (pUc. 2). DTOT BapHaHT
Takke He TpedyeT MoaM(pHKAluil HWCXOMHOTO KOJAA TPHIOKEHUS W TO3BOJISIET 3aXBaTHIBATh
co0bITHS, TOCTYHAtoIIKeE 13 i0_uring.

Henmocrarkom wncnons3oBanus FUSE moxxoma sBisieTcss HEBBICOKAs NPOWU3BOAMTENBHOCTH. [lo
3aMepaM IPOU3BOANTEIFHOCTH B 3aBUCHMOCTH OT pabodei Harpy3ku ucnois3oanne FUSE moxer
MIPUBOJANTH K CHIDKEHHIO IPOWM3BOIWTENBHOCTH IO 5 pa3 MO CPaBHEHHIO C HCIOJIb30BaHHUEM
(baliIOBBIX CHCTEM, Pean30BaHHBIX B MPOCTpaHCTBE sapa [18].

K wMuHycam »TOro moaxoja MOXKHO TakKe OTHECTH OTCYTCTBHE MYJIbTHUIUIAT(OPMEHHON
noxnepxku. Yamie Bcero Ombnmortekamu peanusyercst moamepxkka FUSE B sape Linux [19].
Hcnonp3oBanue npyrux miathopm MoxeT TpeboBath gopadorok. dms MacOSX aHanOTWYHBIH
Ha0Op BO3MOKHOCTEH moanepxkupaercs mpoekroM macFuse [20]. [{ns Windows monnepskuBaeTcs
mpoekt Windows File System Proxy [21]. Ilomnmepkka Bcex Tpex miardGopM TpedyeT
JIOTIOJTHUTENBHBIX TpyJ03aTpaT. B akocucTeMax S3bIKOB MPOrPaMMHPOBAHUS MOXKET HE OBITH
O6ubnroTeKy, B3sBIIeH Ha ceOs paboTy o yHH(UKAIUHU BCEX TPEX MPOEKTOB B OIHOM HHTEpdeiice.
Takum 00pa3oM B ciaydae HEOOXOTUMOCTH Kpocc IuaTgopmenHoi moaaepxkun FUSE-nono6Hoit
TEXHOJIOTHH pa3pabOTUMKy MOTpeOyeTcss peamu3oBaTh OO WHTEepQeic, yIUTHIBAIOIINI
ocobernnoctH peamm3annu FUSE Ha Bcex Tpex miardgopmax. B HEKOTOPBIX CHUTyalusax yZOOCTBO
ucnonb3oBanus FUSE mepesemmBaeT 3T0T HepocraTtok. Hanpumep, nunctpyment unreliablefs [22]
peanusyet noanepxkky FUSE.

Mpunoxexne CGGP”“'HUK
CO0bITHIN
Onepauusa 3anucu J
HAapo OC
¥
» eBPF
v nporpamma
Peanusauna
thainIoBoW CUCTEMBI

Puc. 3. Coop cobvimuii 6600a-6vi60da c ucnoavsosanuem €BPF
Fig. 3. Collecting I/O events using eBPF

2.1.3 Ucnonb3oBaHMe BO3MOXHOCTEN MexaHU3MoB sgpa Linux

Eie ogHUM criocoOoM SIBIISIETCS] BADHAHT MCIIOJIB30BaTh BO3MOXKHOCTH MEXaHM3MOB siipa Linux —
eBPF [23] u tracepoints [24]. [Toauepxxka eBPF taxke nauana nossistecst B Windows [25], o Ha
JIAHHBI MOMEHT ITPUMEHEHHE OIPaHUYEHO 00JIaCThIO ceTeBOTO B3aumoeiicteus. B Linux eBPF B
coveTaHHU ¢ tracepoints mo3BoJSIOT M3BJIEKATh MHPOPMALHMIO O B3aUMOJCHCTBUU ¢ (ailnoBoil
CHCTEMOM HEeTIOCPEICTBEHHO M3 KOHTEKCTa caMoro siipa (puc. 3). ['nbkocts eBPF obecneunsaercs
BO3MOXKHOCTBIO TIPHCOEAMHSATH I0JIb30BATEIbCKUH 00pabOTYMK KO MHOTMM (QYHKIMAM s7pa,
HampuMmep, kK dynkuun extd_file_write_iter, oTevaromeii 3a 3anuch JaHHBIX HA AUCK B (ailnoBoil
cucteMe ext4. Tracepoints mo3BOJAIOT 3axBaTblBaTh COOBITHE, conepikaliee B cebe aTpuOyTHl,
crielbUYHbIC sl KOHKPETHON TOYKM TpaccupoBku. Hampumep, mis i0_uring_complete 6ynyt
nepe/IaHbl CChUTKH Ha KOHTEKCT i0_Uring, Ha 3ampoc U OTBET, U Ha JaHHBIE MOJIB30BATEINS (JIUCTHHT
2).
/ * %

* 1o uring complete - called when completing an SQE

*
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* @ctx: pointer to a ring context structure

* @Qreq: pointer to a submitted request

* Quser_data: user data associated with the request
* @res: result of the request

* @cflags: completion flags

* @Qextral: extra 64-bit data for CQE32

* @QextraZ2: extra 64-bit data for CQE32

*

*/

Jlucmune 2. Cuenamypa cobvimus i0_uring_complete [26]

Listing 2. Signature of the io_uring_complete event [26]

JanHbple, coOpaHHBIE IIOJNB30BAaTEIBCKAM OOpPaOOTUMKOM, TMEPEedaroTCs B  MPOCTPAHCTBO
MOJIH30BATEINS U Ha 3TOM 3Tare TOTOBBI JJIs aHAIHU3a.

To4yku TpacCHpOBKH 3apaHee pPacCTABIEHBI HAa IYTH OCHOBHBIX OMNEPALUil, PEIEBAHTHBIX IS
MHCTpyMeHTa. Hampumep, ¢aiinoBast cucrema xfs B 6 Bepcum sanpa Linux npemocrasiser
BO3MOKHOCTh aHAJM3UPOBaTh coObITHA M3 600 Todyek TpaccupoBkd. HOBBIE TOUKM TPacCHpPOBKU
J00AaBJISIIOTCS 10 Mepe HEOOXOAUMOCTH B MOCIIEAYIOIIUE BEPCUH SI/IPa.

[TmocoM maHHOTO TOAXOnAA SIBJISETCA IMOTCHLHAIbHAS HE3aBHCHMOCTh OT CI0co0a, KOTOPHIM
OCYILECTBIIIIOTCS ONEpalUy BBOJA BbIBOJA. HemocpeICTBEHHBIN M 3TO CUCTEMHBIH BBI30B, WM
orepanys i0_uring — BHE 3aBHCHMOCTH OT MHTepdelnca BBI30B JTOXOAUT 0 YPOBHS aOCTpaKIMu
(aiiIoBOI CHCTEMBI U 37€Ch MOXKET OBITh 3apETHCTPUPOBAH JUIS TOCIEIYIOMIEro aHamu3a. Takon
MOAXOA JOCTaTOYHO 3(P(PEKTUBEH C TOYKH 3PEHUsI ONTUMU3AIMK HaKIaIHBIX pacxonoB. OH naer
BO3MOXHOCTb HCIIOJIb30BaTh 3Ty TEXHOJOTMIO Ul aHalau3a HENOCPEACTBEHHO Ha OCHOBE
UHQPACTPYKTYpHI, 00CTYKHUBAIOIIEH NOIB30BaTENILCKHE 3apochl. [I0CKOIBKY TaHHBIE O COOBITHAX
BBOJIa BBIBO/Ia OEPYTCsl HETOCPEICTBEHHO C YPOBHS S/Ipa ONEPalMOHHON CHCTEMBI, Mo (UKaIys
KOJIa TIPUIIOKEHNUS [T cOopa JaHHBIX He TpeOyeTcs.

MuHycamMH JaHHOTO NOAXO0AA SIBIISIOTCS IPUBS3Ka K KOHKPETHOI onepanuonHoi cucteme (Linux),
a Take HeoOxoaumocTh nucatk eBPF-noanporpaMmbl U CBSI3bIBaTh MX AJISl JOCTABKH JAHHBIX
MHCTpYyMeHTYy i aHanu3a. Kpome Ttoro, ms npussizku eBPF-nporpamm HeoOXoquMbl mpaBa
CyneproJib30Batens (aJMMHUCTPATOPa), YTO B CBOIO OYEPEAb HECKOJIBKO YCIOXKHSET IPOIecC
TECTHPOBAHUS.

Mpunoxeswe

Coopumk
CcOBbITUA

~

4 Onepauvs sannci

| Aapo OC

Puc. 4. Coop cobvimuii 6600a-661600a KOMNOHEHMOM MECMOBOU UHPPACMPYKIYPbL NPULOICEHUS
Fig. 4. Collection of I1/0 events by the component of application test infrastructure

2.1.4 CO60p paHHbIX Ha YPOBHE NMPUITOXEHUSA

Hakonen, BO3MOXXHBIM CIIOCOOOM IepexBaTa ONepariii BBOJA-BBIBO/IA SIBIISETCS OTKa3 OT HIEH
«UEPHOTO SIIUKa» U peann3anus cOopa JaHHBIX HEMOCPEICTBCHHO HA YPOBHE IPHIOKEHHUS (pHC.
4). JlaHHBIA TOAXOJA TO3BOJISIET HE 3aBUCETh OT IUIATGOPMBI, HA KOTOPOU OCYIIECTBISCTCS
TecTHpoBaHHe. TakuM o0Opa3oM, TOSBISETCS BO3MOXHOCTh TECTHPOBATh IPHUIIOKEHUE,
COTIOCTABIISISI €T0 C MOJEIIBIO, IPOBEPSIOIIEH MporpaMMy Ha paboTy B cpezie Linux, HO 3amycKaTh
TecThl Ha aApyroil miardopme, Hampumep, Windows wmmu MacOS. Ha pgaHHBIE MOMEHT B
pa3paboTaHHOM WHCTPYMEHTE CYIIECTBYET DsiJi OIPaHUYCHUH, TaK KaK MHCTPYMEHT BCE PaBHO
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BBITIONTHSAET 3aMpPOIICHHbIC OTIEPallii Ha peaIbHOH (PailyloBOM CUCTEME caMO MPUIIOKEHHE (WIIH €T0
MOJyJTb PEJICBAaHTHBIN JIJIs1 OTIMCAHHOTO BHJA TECTUPOBAHIS) TOJHDKHO HMETh BO3MOXKXHOCTD 3aITyCcKa
Ha aNbTepHATUBHOM IaTopme.

MuHyCOM TaHHOTO MOIXO0/a SIBIISETCS CIIOKHOCTH MEPEHCIIONB30BAHIS TAKOTO PEIICHHs, TaK KaK
Ha TaHHBIH MOMEHT JJISl MHTETPaIiH C TPIIIOKEHIEM HE00X0IMMO 94TOOBI OHO OBIJIO HAaIlMCaHO Ha
TOM JK€ S3BIKE NPOTPaMMHPOBAHHWS, B JOIOJHEHHE K OSTOMY, TpeOyeTrcs H3MEHEHHe Kona
NIPWIOKEHUS, T.€. MHCTPYMEHT HE CMOXET 3aXBaThIBATh COOBITHS MPOM3BOJIHOTO IPHIIOKEHHS.
OcHoBHasi mpoOiemMa 3aKio4aeTcs B HEOOXOAMMOCTH MOIU(UIMPOBATH HE TOJNBKO KO,
HalMCaHHBII HEITOCPEACTBEHHO aBTOPAMH IPHIIOKEHUSI, HO M KOJ| UCIIOJIb3YeMbIX OMOJIIMOTEK, €Cin
OHM COZep’KaT BBI3OBBHI OMNeEpaliii BBOJA-BBIBOJA. Takike CTOUT OTMETHUTh, YTO TaKOH IOIXOA
MO3BOJISIET TIOJIHOCTBIO OTKA3aThCsl OT HCIIOJIB30BaHMS PEAIbHOM (hailJIoBOH CHCTEMBI B TECTax.
bubnuoreka st cOopa JaHHBIX MOJKET MOJHOCTHIO SMYJIMPOBATh onepanuu (aiioBoil CHCTEMBI,
YTO MO3BOJIIET YCKOPUTH TECTHPOBAHHE, TIOCKOJBKY BCE OMEPALUH OYAYT OCYIIECTBISATHCS B TOM
e TIpOoIIecce, B KOTOPOM BBITIONHIETCS MIPIJIOKECHHE, U OyIyT HCIIOIB30BATH BUPTYAIbHYIO TAMSThH
JUIA XpaHEHUs NaHHBIX. [IpW WCIONB30BaHWU PaHIOMHU3MPOBAHHOTO TECTHPOBAHUS CKOPOCTH
BEITIOJTHEHUSI TECTOB OKAa3bIBA€T CEPbE3HOE BIUSIHHE HA NPUMEHHMOCTH METOHa, TaK Kak
YBEJIIMYCHHE BPEMEHH BBHITIONIHEHUS OIHOTO TECTa MOXKET NPUBECTH K KPAaTHOMY YBEIHUCHHIO
BPEMEHH 3aITyCKa BCEX TECTOBBIX CIIEHAPHEB, UTO TAK)KE YBEIMUNBACT 3aTPATHl HA HHPPaCTPYKTypy
TCCTUPOBAHUA.

B momomHeHMe, 3TOT MOAXOX SBISACTCSA MIarOM K BO3MOXKHOCTH IMPHMEHCHHS CHUMYJLIIIHOHHOTO
TECTUPOBAaHUSA — METOAMKH, SBIIIOLIEHCS BapUaHTOM CIy4allHOTO TECTUPOBAHUS, IIPU KOTOPOM
BBITIOJTHEHUE KOJa MPUJIIOKCHHUA HC 3aBUCUT OT CJIy‘IafIHI)IX q)aKTOpOB, TaKUX KaK BpEMs WU
pacnmCaHue IIaHUPOBIHUKA IMOTOKOB. Takoe MOBEACHUC IIO3BOJIACT MAHUITYJIUPOBATH cpe):[oﬁ
BBITIOJTHEHUA W KOHTPOJHUPYEMO BHOCUTH HU3MCHCHHA B CHMYJIHMPOBAHHYIO BHCIIHIOIO CpEAYy
CITy4aiHBIM 00pa30M IreHepUpYs 3aICPXKKH, TIEPEyIOpsI0UMBast COOOIIEHNUS, U3MEHSS paclucaHue
BBINOJHEHU 3a/1a4. [Too6HbIi noaxox yeneurno npumensiercst B FoundationDB [27]. Taxoke 5TOT
MOIXO/T MOXKET TPUMEHSATHCS Ha YPOBHE BCEH ONEpAIIOHHON CHCTEMBI, a HE OTIEIBLHOTO
npuitoxkenus [28]. BaxHO OTMETHTh, YTO OJHOTO TOJBKO abCTparupoBaHus (HaiIoBON CHCTEMBI
HEIOCTaTOYHO JIIs MPUMEHEHUST CUMYJISIITHOHHOTO TECTHPOBaHUs. J{JIs ATOTO TakKe HE0OXOAUMO
n30eraTh OCTANBHBIX HCTOYHHKOB HEIETCPMEHH3Ma B TIIpOrpaMMe, TaKHMX Kak BpeMs,
BBIIICYIIOMSHYTOE BIMSHHE IUIAHUPOBINKKA T0TOKOB OC, u T.1.

Takum 00pa3oM, MHOT0OOpa3ue ONMMCaHHBIX TTOAX00B MO3BOJISIET CIICIUAN3UPOBATh HHCTPYMEHT
U pa3iMYHBIX CIIEHAPUEB WCIOIB30BaHUS. [[JIs1 TECTUPOBAHUS IO METOIOJIOTHH YEPHOTO SIIHKA
U aHANIHM3a MPOW3BOJUTEIBHOCTH HanOoJee YHUBEPCAIBHBIM SIBISCTCS ITIOAXOJ,, OCHOBAHHBIA Ha
TpaccupoBke sapa u eBPF-mporpammax. [y HyXI paHIOMHU3UPOBAHHOTO W CHUMYJISIIIHOHHOTO
TECTUPOBAHUA JIYUIIEC BCEro MOJAXOAUT BAapUAHT pEan3aliun c6opa JaHHBIX HECTIOCPEACTBEHHO B
TIPHJIOKCHUH.

[ockonpky moaxon cOOpa NAaHHBIX Ha YPOBHE NPWIOKEHUS SBISAETCS JOCTaTOYHO MPOCTHIM B
peanmu3an U NOAXOUT JJIA PA3BUTHUA B HAIIPABJICHUN CUMYIAIUOHHOIO TCCTUPOBAHUA, OH OBILT
BBIOpaH MEPBBIM ISl pean3alliy B HHCTPyMEHTe. J[pyrue moaxo sl WM MX KOMOMHAIINN TaKXKe
MOTYT OBITH PEaJM30BaHBI M IIPUMEHEHBI B paMKax pa3paboTaHHOrO WHCTPYMEHTa, HO 3Ta paboTa
HE SIBJII€TCSI YaCThIO JAHHOTO UCCIIEI0BAHMUS.

2.2 UHTerpaumsa c moaynem cbopa AaHHbIX

Jnst peanu3aiii MHCTPYMEHTA U IEJIEBOTO MPUIIOKEHHS OBUT BRIOPAH S3BIK TPOTPAMMHUPOBAHHSI
Rust [29]. D10 crucTeMHBII A3BIK MPOrPAMMHUPOBAHUS, OCHOBHON OTJIMYHUTENILHON O0COOEHHOCTHIO
KOTOPOTO SIBJISICTCSI CIICIIUAIN3NPOBAHHBI MEXaHW3M TpoBepku 3amMmctBoBanuit (borrowing
check), mosBosstronuii n36€KaTh TUIMYHBIX TSI CHCTEMHBIX SI3BIKOB MPOOJIEM ¢ 6e30MaCHOCTHIO
JOCTyma K HaMsaTH. MeXaHH3M OTCIC)KMBAHHS 3aMMCTBOBAHHH MO3BONSAET W30€KaTh TaKHX
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ommOOK, KaKk WMCTOJb30BaHUE Tocie ocBoOokmeHus (use after free), mBoiiHoe ocCBOOOXKIEHHUE
(double free), Bucsiume ceputku (dangling pointer).
LeneBoe mpminokeHue wucmonssyeT ¢peiimopk glommio [30], peanmsyromuii TPUMHATHBBI
apxutekTypsl thread-per-core, OCHOBHOW wmeci KOTOPOW SBISAETCS OTKAa3 OT HESBHOM
KOMMYHHKAIUK MEXKy TOTOKaMH, 3aITyIIIEHHBIME Ha Pa3HBIX sIpax mporieccopa. B glommio ymop
JieNaeTca Ha XpaHeHHe JaHHBIX JOKAIBHO IS KaXIOTO S/Ipa, YTO MO3BOJISET CHU3UTH HAKIIaTHEIC
pacxobl Ha MEPEKITIOYCHUST KOHTEKCTa M U30eKaTh OJOKUPOBOK Ul CHHXPOHHU3AIMK JOCTyIa K
JaHHbIM. OCHOBHBIM MPUMHUTHBOM JUISS KOHKYPEHTHOTO BBIMTOJHEHHS Kojaa B glommio ssistorcs
COTPOTpaMMBbl, BBIMIOJIHSIEMBIE Bcerna B pamkax ogHoro notoka OC. Jta 0co0eHHOCTh MO3BOJISET
YIPOCTUTH BHEAPEHHUE CUMYJIALIUOHHOTO TECTUPOBAHHS.
Jis ympouieHusT WHTErpaliil MHCTPYMEHT MpPEOCTAaBIsICT aOCTpakIuio ajantepa. Amantep
SIBIISICTCS. OTICIBHON CYIIIHOCTBIO, OTBEYAIOIICH 3a MPEAOCTAaBICHHE UHTEpQerica MaKCHMAIBHO
OMU3KOTO TOMY, KOTOPBIH MPEACTABIACTCS OUOIMOTEKOW, HCIOJB3YEMbIH B MPUIOKCHUU IS
JIMCKOBOTO BBOJIa-BBIBOJIa. MOAyNbHAS apXUTEKTypa IO3BOJICT Pealn30BaTh alanTepbl Kak JUis
GhyHKIMN CTaHIAPTHON OMONMOTEKH, TaK U IS PA3IHYHBIX (HPEHMBOPKOB, pEATU3YIONIUX MOJICIb
HEOJOKHPYIOIIEro BBOJA-BhIBOMA. JloOaBlIeHHE HOBBIX aJanTepoB HE TpeOyeT HW3MEHEHHS
OCTANBHBIX YacTeW WHCTpYMEHTa. BaXKHO OTMETHTh, YTO aJanTepsl TakXke HeoOX0AuMO
TECTUPOBATH T. K. OIIMOKH B HUX MOT'YT IPUBOANUTH K HEKOPPEKTHOW paboTe MHCTPYMEHTA.
Kaxnplii amanTep mnapaMeTpusyeTcs OOOOIICHHBIM THIIOM, peanu3yommMm Ttumax (trait)
Instrument (JUCTHHT 3).
pub trait Instrument {

type Error: std::error::Error;

fn apply event (&self, event: Event) -> Result<(), Self::Error>;

}
Jlucmune 3. Tunaxc Instrument
Listing 3. Instrument trait
Tunax coctout u3 oxHoil QyHKUMU apply event mnpuHHMaomeidl coObTue BBOJA-BBIBOAA,
ONHCBIBaEMOE THIIOM Event (JucTHHT 4).
# [derive (Debug, Clone) ]
pub enum Event {

// To associate path with the fd

Open (PathBuf, i32),

// dirties file

Write (WriteEvent),

// directly sets max _written pos for a file

// disgards write events past specified size

SetLen (132, u64),

// clears pending changes

Fsync (i32),

EnsureFileDurable {
target: EitherPathOrFd,
up to: Option<u64>,

by

}

Jlucmune 4. Tun Event
Fig. 4. Event Type
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OOBEKT, peamu3yloIuid THIMAX Instrument, TMOJy4aeT COOBITHS BBOJA BBIBOAA,
CreHEpUPOBAaHHBIE TPUIOKEHUEM Ha OCHOBE OCYIIECTBISIEMBIX omepaluii BBojga BeiBoja. C
MIPUMEHEHHUEM ITOT0 MEXaHU3Ma aJanTep mapaMeTpU3yeTcsl peaau3aueil MOJeNu 10JITOBEYHOCTH,
YTO MO3BOJISET 3aITyCKATh OHU H TE KE TECTHI C Pa3HBIMHU peaNTU3aIsIMUA MOJIETICH JONTOBEYHOCTH
WK APYTUMH aHAJTU3aTOPaMHU.

Paccmotpum Moayib-amantep st ¢ppeiimBopka glommio. Moayiib mpeacTaBiseT [Be CTPYKTYPHI:
InstrumentedDirectory u InstrumentedDmaFile. Wx wuHTepdeiic mnoOBTOpSET
unHTepdeiic, mpeaocTaBiseMblii COOTBETCTRYOMMMHE THamu glommio (tuctur 5).

use glommio::io::DmaFile;

pub struct InstrumentedDmaFile<I: Instrument + Clone> {
file: DmaFile,
instrument: I,

}

Jlucmunez 5. Tun InstrumentedDmaFile

Listing 5. InstrumentedDmaFile Type

Tun InstrumentedDmaFile obGopaumBaer Tunm DmaFile W OTHpaBisSeT COOBITHS BBOJA
BBIBO/Ia B MIEPEAaHHbIN THII Instrument. PaccMOTpuM mepeaady COOBITHS 3aKUCH TaHHbBIX.
pub async fn write at(&self, buf: DmaBuffer, pos: u64) -> Result<usize> {
self.instrument
.apply event (Event::Write (WriteEvent ({
fd: self.file.as raw fd(),
file range: FileRange ({
start: pos,
end: pos + buf.len() as ub4,
by
1))

.unwrap () ;

self.file.write at (buf, pos).await

}
Jlucmune 6. Peanuzayus Write_at
Linting 6. Implementation of write_at

3amuch JaHHBIX OCYIIECTBIIETCS METOJOM write at (MHCTHHT 6). ApmanTep TEHEpHpPYeT
cOOBITHE 3aIlUCHU JaHHBIX U IIepeaeT ynpaBlIeHle OpUrHHalbHON QyHKIMM write at.

Takum oOpazoMm, InstrumentedDmaFile mapaMeTpHU30BaH THIIOM, PEATH3YIONIMM THIIAX
Instrument. DTo MO3BOJAET HCIOIB30BATH PA3HBIC AHAIM3ATOPHI B Pa3HBIX TECTaX M BEIOMPATH
CHeUualIbHyl0 — MYCTYIO pealn3aluio IpH cOOpKe NpumilokeHMs. Takas apXWUTEKTypa Takxke
OCTaBIIsIET BO3MOXKHOCTh PEaIM30BaTh aJIbTEPHATHBHBIC CIIOCOOBI cOOpa JaHHBIX, pACCMOTPEHHBIE
panee. B a3ToM cnyuae peanuzanuio THnaxka Instrument H3MEHATb HE MPUETCA.

3. Modesnb donzoeeyHocmu

Mopens TOATOBEYHOCTH — 3TO YaCTh MHCTPYMEHTA, OTBEYaroIIas 3a 00paboTKy MOTOKA COOBITHIMA
BBOJA-BBIBOJIa OT MPHWIOXKEHHA. Mojaenb peanu3yeT CEMaHTHKY [OJTOBEYHOCTH (aiIoBOH
CHCTEMBI U OTBEYAET 3a PEeaM3alHIO 3alPOCOB Ha MPOBEPKY HAJEKHOCTH 3alMCH TEX WM WHBIX
n3MeHeHnid. [Ipemmaraemass Momens OCHOBaHAa Ha ceMmaHTHKe (aitmoBeix cucteM OC Linux u
MOJIICPIKUBACT HEKOTOphle OcoOcHHOCTH moBeneHus FreeBSD. Mopens He  sBisieTcs
HCYepIbIBAIONICH, T.€. HE IMO3BOJISIET JI0OKAa3aTh OTCYTCTBHE MpPOOJIEM, HO MO3BOJISIET YCIIEIIHO
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MOKa3aTh HAJWYUE OMPEISIICHHOTO Kiacca omuook. OCHOBHAS II€JTb MOJIENIA — aBTOMaTH3UPOBATh
OTCIIS)KMBAHUE HaWOOJIee W3BECTHBIX TNpobOieM. Mojenb He MOXKET 3aMEHUTh TECThl HITH
BEpUPHKALHUIO.
Mopene mocTpoeHa Ha OTCIEKMBAHUM H3MEHEHUH, HE CHHXPOHM3UPOBAHHBIX C IHUCKOM, IUIS
KaXIOTO HCIIONIB3YeMOT0 MporpaMMoil ImyTH Ha QaitoBoii cucreme. TakuMm o0Opa3oM, MOIETh
TIOJy9aeT COOBITHS 3alUCH OT NPHIOXKEHHUS W OTBEYAET HA 3allPOCHl O JOJNTOBEYHOCTH 3aITUCH
U3MCHCHUN B yKa3aHHOM jauamna3oHe ¢aiia. CTOMT OTMETHTh, YTO HAa JaHHBIH MOMEHT
CUMBOJINYECKUE M IKECTKHUE CCHUIKM HE MOJJICPKUBAIOTCA. DTO HE SIBISIETCS OTPaHUYECHUEM
apXUTEKTypHl MHCTPYMEHTA, B NANBHEHIIIEM ITOAIepKKa MOKET OBITh J0OaBIICHA.
JManee paccMaTpuBarOTCs XapaKTEPUCTUKHU MOJIENN TOJTOBEYHOCTH Ha MPUMEpE 3aIIUCH JIaHHBIX B
(aiin. O603HaYaeTCs MOCIICAOBATEILHOCTD JICHCTBUM, KOTOPYIO MOJICNIb CUUTAET OE30MACHOA.
let f = InstrumentedDmaFile::create (fname, checker)

.await

.expect ("create failed");

let buf = f.alloc dma buffer (512);

f.write at (buf, 0).await.expect ("write failed");
f.ensure durable (0..buf.len());

Jlucmune 7. 3anuce 6 ¢aiin 6e3 svi308a fsync
Listing 7. Writing to a file without calling fsync

JIMCTHHT 7 AEMOHCTPHUPYET MIPUMED 3aMUCH B (Gaiisl 6e3 CHHXPOHN3AINH 3aTMCAHHBIX H3MEHEHHUI.
Bs130B ensure durable B JaHHOM Cilydae BbI30BET NAHHKY M 3aBEPILIHT TECT CO COOOLICHHEM
00 omubOKe, MOKa3aHHLIM Ha JIMCTHHTE 8.

Error: Durability constraint violation: File has pending changes.
Max synced position: 0
Horizon: max written pos 511
Pending changes:
[0..511] earlier than max written pos 511
Call fsync or fdatasync to synchronize them
Max durable pos 0 != up to 511

Jlucmune 8. Coobwenue 06 owudbke
Listing 8. Error message

Takum 00pa3oM Mojenb yKa3blBaeT Ha HEOOXOAMMOCTb CHHXPOHM3AIMM HM3MEHEHHH (aitia ¢
JIICKOM.
INocnenoBarenbHOCTD ACHCTBUI ¢ TUCTHHTA 9 IPUBEET K OIIMOKe, yKka3aHHOH Ha juctiare 10.

let £ = InstrumentedDmaFile::create (fname, checker)
.await
.expect ("create failed");

let buf = f.alloc dma buffer (512);

f.write at(buf, 0).await.expect("write failed");
f.fdatasync () .await.expect ("sync failed");
f.ensure durable (None) ;

Jlucmune 9. 3anuce 6 aiin 6e3 cunxporuzayuu pooUmMenbCKoU OUPEKMopUn
Listing 9. Writing to a file without synchronizing the parent directory
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Error: Durability constraint violation:

File parent directory /test data/adapter without fsync is not synchronized
to disk,

synchronize it via fsync or fdatasync to fix the the problem.

Jlucmune 10. Coobwenue 06 owubdke

Listing 10. Error message

TakuM o00pa3oM MoOJENb YKa3blBAET HA HEOOXOAMMOCTh CHHXPOHHM3ALUH POIUTEIHCKON
IUPEKTOPUH TIOCNe co3maHus (aima ams Toro, 4TtoOsl Hammume (aiia B AUPEKTOpPHH OBLIO
CHHXPOHHU3HPOBAHO C AUCKOM. B IpOTHBHOM ciTydae pu MoTepe MUTaHKs 3aIHCh O HATMYHH (aiiia
B INPEKTOPHU MOKET OBITh IOTEPSHA.

IMocne mo6Gasnenust Bbi3oBa fdatasync mis poauTenbekoil mupekTopuu (aiima TecT 3aBepImacTcst
YCIIEIIIHO.

Mojens TakKe YIUTBHIBAST HAIMYIHE PAa3IYnil B CEMaHTHKE CHCTEMHOro Bhi3oBa fdatasync mexmy
Linux u FreeBSD. OcnoBHoe otamuue fdatasync ot fsync saxmodaercs B ToMm, uto fdatasync me
CHHXPOHHM3HPYET MeTaJaHHble (aiina, HampuMep, AaTy MOCIECIHEro n3MeHeHHus. Pasmep daiina
SIBISIETCSI YaCThIO METaJaHHBIX, & IIOTEPs OOHOBIICHNUS pa3Mepa MOKET IPUBECTH K MOTEPE JAHHBIX,
B cily4ae, KOrja OmIepalus 3alicy yBenudmia pasmep daitma. B Linux fdatasync rapantupyer
oOHOBIICHHE pa3Mepa Gaiina, B To BpeMs kak Bo FreeBsd Takoii rapantuu nHet. [lo ymoryanuio
ucnonb3yercs Oonee crporas cemaHtuka FreeBSD, HO nocrtymHa HacTpoiika, MO3BOJISIOLIAs
NEPEKITIOYNTHCS Ha UCTIONB30BaHHEe CEMAHTHKH Linux.

4. HavyanbHble pe3ysibmamsl UCMOJIb308aHUsI

Pa3paboTaHHbIii MHCTPYMEHTapui OBUI MHTETPHUPOBAH B IPOIECC TECTHPOBAHMS pealn3aliin
JIOJITOBEYHOT 0 XKypHaia. XKypHan ocHoBaH Ha Oubnuoteke glommio, ncnone3yrormei i0_uring ms
onepanuii BBOJa-BbIBOJA.

Kypnan peanmnzoBaH B BHUIe OHMOIMOTEKH JUIS IOCIEAYIONIIETO HCIIOJNB30BAHUS B KadeCTBE
KOMITOHEHTa JAPYroi cucrembl. bubmuoTeka mpemocraBisieT JBa TUMA Ui paOOTHI ¢ XKYypHAJIOM:
YUTaTeNh W IHCATENIb COOTBETCTBEHHO. [IpoBepka CBOMCTB [OJNTOBEYHOCTH HEOOXOIMMa B
KOHTEKCTe 00BEeKTa-IHCcaTeNs, OCKOJIbKY OINepaluy YTEHHs XKypHalla He M3MEHSIOT ero, T.e. He
MOTYT NPUBECTH K OTEPE TAHHBIX.

3amuch JKypHaia BBITOJHACTCS TOCEITMEHTHO, KaXIbIH CerMeHT — 3TO (haiin, pasMep KOTOpOTo
YCTaHABJIMBACTCA IIPpU HWHUIUATIU3AIUN ITUCATCIIA. 3anuce KaXXaI0ro CErMCcHTa BBIIIOJIHACTCA
OsokaMu (PUKCHPOBAaHHOTO pa3Mmepa. Kaxaplii OJOK 3alKMChIBACTCS HA TUCK JHOO B Ciydae
3aI0JTHEHMS, TMOO0 110 HACTYIJIEHNH BPEMEHHOH OTCEUKH.

C TOYKM 3peHUs aHalM3a JIOJITOBEYHOCTH TOYKaMH HHTEpeca SBJISIOTCS 3aluch OJioka B (aiin
CETMEHTa U NEPEKITIOYCHUE Ha HOBBIH CErMEHT.

ITpu moMomny HHCTPYMEHTA YAAJIOCh OOHAPYKUThH TPH OIINOKH.

Ommbka 1: Error: Durability constraint violation: File has no pending changes, but it wasnt synced
after call to “create’.

[NepBast ommoOKa 3akiroyaeTcst B OTCYTCTBHM CHHXPOHHU3ALMH T0ocie co3nanus (daiina sxypHaia 10
MOCIEAYIOLHMX Onepalui 3amiucu (TucTiHr 11).

1: segment file = dir.open (segment file name)
2: dir.sync()

Jlucmune 11. Aneopumm co3oanus aiina cecmenma, cooepaicawuti OuuoKy
Listing 11. The erroneous algorithm for creating a segment file

Jlarnas ommOKka Ha MEPBBIM B3I HE KaXXKeTCS KPUTUYHOM, Tak Kak IMycTod ¢aiin Bpoae Ob1 He
HeceT B cebe eHHocTH. TeMm He MeHee, B IJaHHOM city4ae Bbi3oB fdatasync Heo6xoamm, MOCKOIbKY
obecrieunBaeT cepraIn3alHio MOCIeI0BaTEIbEHOCTH MEXAY CO3aHleM (aiiia 1 CHHXpOHHU3aLuen
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pomutenbckoid  mupekropud.  OTCYTCTBHE ~ CHHXPOHHM3AallMd  MOXET  HPHBECTH K
nepeynopsIoYMBaHUIO 3THX OIepalnii Ha ypoBHE (GailIoBOI CHCTEMBL, T.€. COCTOSIHUE IUPEKTOPHH,
CHHXPOHHM3MPOBAHHOE C TUCKOM, MOXET HE BKITIOUATh CO3JaHHBIN (haiir [2].

Taxkum 00pa3oM, TaHHBII BBI30B BCE K€ HEOOXOAWM ISl MPENOTBPAIICHHS BO3MOXHOW IOTEpH
JTAHHBIX.

Coobuienne 06 ommubke 2: Error: Durability constraint violation: File parent directory
[test_data/read_write_many_segments is not synchronized to disk, synchronize it via fsync or
fdatasync to fix the problem.

B naHHOM ciydyae WHCTPYMEHTOM OBIJIO 0OHApY)KEHO OTCYTCTBHE CHHXPOHU3ALUHU POAUTEIbCKON
IUPEKTOPUH TIpW co3maHuM (aila UIa IepBOro cerMeHTa >KypHana. OmmbOka cepbesHas, 0e3
CHHXPOHHM3AINN POIHUTENBCKON IHPEKTOPHH TIPH TOTepe NHUTaHUS (ailloBoil cHUCTeMOW He
TapaHTHPYETCs COXpaHEHHWe NUpeKTOpuH. CIEICTBEHHO, NPU OTCYTCTBHUH IUPEKTOPUH (auIibl,
CO3/laHHBIE B HEll, Takke OyAyT HEOCTHXKUMEI [2].

Coobmenne 06 omudke 3 Error: Durability constraint violation: File has pending changes. Max
synced position: 0 Horizon: up to 2047 Max durable pos 0 '=up to 2047. The error is applicable to
FreeBSD semantics of fdatasync system call and is not applicable to Linux

Ota ommbKa OTHOCHUTCS K POBEpKe HA cooTBeTCTBHE ceMaHTke FreeBSD. Ipu 3anmcu B xxypHan
IUIsL CHHXPOHM3AaLMHM M3MCEHEHMH HCIojb3yeTcs cucteMHbI BeizoB fdatasync. Ha mratdopme
FreeBsd Bei3oB fdatasync ne rapantupyer ooHOBIeHHE pa3Mepa (daiia B MeTagaHHbIX (ailioBoit
cucteMbl. TakuM 00pa3oM, BO3MOKHA CUTYaIlHsl, KOT/Aa 3akCh yBEIHIHiIa pa3Mep (aiina, n gaHHbIC
ObLTH 3amucaHbl, HO pa3Mep aiina He oOHoBumiCs. [Ipu BoccTaHOBICHMH MMOCie OTKasa Oyaer
MpOYHTaH yCTapeBIINIA pa3mep (aiiyia n HOBBIE JaHHBIE OYAyT HOTEPSHBI.

Ommbka cepbe3Hast, MOKET IPUBECTH K TOTepe AaHHBIX. OHAKO B 3TOM ciydae OMOIMOTEKa He
paccuntana noxa padoty B cucreme FreeBSD u He cMoxeT Ha Hel paboTaTh M3-3a UCIIOIB30BaAHHS
i0_uring, MexaHu3Ma, JOCTYITHOTO TOJBKO B Linux.

5. PodcmeeHHble pabombi

B uHImycTpum mius pemreHUs 3aqadd MOWCKA OIMMOOK B3aMMOAEHUCTBHUS ¢ (paiimoBoil cHcTeMOit
MPUMEHSETCS PaHAOMH3HPOBAHHOE TECTUPOBAHME B COYETAHWHM C HCKYCCTBEHHBIM BHECEHHEM
ommbok [31, 32]. MHCTpyMEHT, CO3aHHBIN B paMKaX JaHHOW pabOTHI, HE 3aMEHSET ATOT TTOIXO/,
HO JOMOJNHAET ero. Hamr nHCTpyMeHT HO3BOJISET MpoIlle HaXOJUTh OoJiee 09eBUIHbIE OIHOKH. [
3TOTO JIOCTATOYHO peajn30BaTh MOJIYNbHBIE TECTHl W 3aMyCTHTh HUX C BKIIIOYCHHOM
MHCTpYMEHTaIue. PaHIOMHU3MPOBaHHOE TECTHPOBAHHE MOXKET NMOMOYb YIYYIINUTHh MOKPBITHE H
HAWTH TOTIONTHUTENFHBIE OITHOKH.
Kax yTBepkgaeT aHanmu3 B3aMMOAEHCTBHS paOOTHI MPUIOKEHUH ¢ ¢ailioBeIMH cucteMamu [2],
3a4acTyl0 JIOTMKa IPOTOKOJIA JIOJTOBEYHOCTH HAXOAUTCSA B pasHbIX (ailax, ¥ Mo3ToMy TPYIHO
yOeauThCs B TOM, 4YTO BCE HEOOXOAWMBIC JCHCTBHUS, OOECICUYHBAIONINE OJITOBEYHOCTH,
JEHCTBUTENLHO BBIMONHEHBl B TOT MOMEHT, KOIJa CHCTEMa BO3BpAIlaeT MOJIb30BATENIO
MOATBEPXKJICHUE YCIEUIHOTO BBIMOJHEHUs 3ampoca. Pa3paboTaHHBI HMHCTPYMEHT MO3BOJISIET
3anMCBHIBATh MH(OPMALIMIO ¥ TIPOBEPATH €€ Ha COOTBETCTBUE MoJienH. Elle 0THUM ITpenMyIecTBOM
UCIIONIb30BaHMSL MOJIENIM OEJIoro suKa sIBJsieTcs TMOKOCTh, TaK Kak IPHJIOXKEHHE HaIpSIMYFO
UCIIONIb3YeT OMOJIMOTEKY HMHCTPYMEHTa aiisi paboThl ¢ (aiIoBOH CHUCTEMOH, 4YTO YIpOIIAaeT
BO3MOYKHOE PACIIMPEHHE WHCTPYMEHTA IPYTUMH PEXHMaMHU MPOBEPKH; TMPUMEPOM MOXKET OBITH
MOJ/Iep’KKa BO3MOXKHOCTH BHEAPEHHS CITy4aifHBIX OIMOOK. B cirydae Momenw 4epHOro SuKa is
STHX 3a7[ad CKOpee BCETo MPHUILIOCH ObI HCIOIB30BATh IIaT(HOPMEHHO-3aBUCHMBIE HHCTPYMEHTEHI,
Takue Kak Strace (Hampumep, IS 3aIMCH CHCTEMHBIX BBI30BOB M IOJMEHBI KOJIOB BO3BpaTa) WIH
peanuzanus CcBoel o00epTku it (aiIoBOM CHUCTEMBI B MPOCTPAHCTBE TIOJIB30BATENS C
npumeHenneM FUSE kax jurst 3anmcu ak THBHOCTH PHJIOKEHUS, TaK U JUIs BHEJAPEHHUS OIINOOK.
HccnenoBaTensaMu TpeaiokeHbl U Apyrue moaxoasl. Hanmbomnee OIM3KUM 1O MPHUHIUITY PaOOTHI
seisercs umacrpyment Application-Level Intelligent Crash Explorer (ALICE) [2]. Hdaunbrii
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HHCTPpYMEHT orpaHuueH padortoit mog OC Linux v peannzyer NPUHITUI YEPHOTO SITHKA, cOOUpast
BCE CHCTEMHBIE BBI30BBI, CICTAHHbBIC IPHIIOKECHUEM IIPH BHITIOHEHUH TECTOBOM paboueil Harpy3ku
IpU TIOMOINM MOAM(HIMPOBAHHON BEPCHH MHCTPYMEHTa Strace, 4ro0bl Ha BTOPOM 3Tame NpH
TIOMOIIM MOJIEIH JIOJITOBEYHOCTH CTEHEPUPOBATh BCE BOZMOKHBIE COCTOSIHUS (pailioBOil cHCTEMBI
B ClIy4ae OTKa3a W 3allyCTHTh CIEIMAIBLHO pa3pa0dOTaHHbIE TECTOBBIE CLEHAPHUU VIS IPOBEPKU
COXpaHEHWs MHBAPUAHTOB NPHIIOKEHUS IIPH BOCCTAHOBJICHHUH ITOCTIE OTKa3a.

JlaHHBIN MHCTPYMEHT HMMEET MPEUMYIIECTBO B OTCYTCTBMM HEOOXOAMMOCTH MOIU(HUIMPOBATH
NPWIOKEHUE Ui 3amucH  HeoOXomuMmoi uH(opManuu, HO TOCKOJIBKY HCIOJIB3YeTCs
waTGopMEeHHO- 3aBUCHMBIH MeTox cOopa 3Tol WHGpOpPManuu, IPUIOKEHHE HEOOX0AUMO
pa3pabaTbhIBaTh U TECTHPOBATh Ha 1iereBoit OC — B nanHOM citydyae Linux. B ciyyae ncnonszoBanus
i0_uring mMeto cOopa JaHHBIX OCPEICTBOM MOHHTOPUHIA CHCTEMHBIX BBI30BOB TaKXKe MEPECTaeT
paboTaTh, Tak Kak HHTepdeic i0_Uring cTpeMuTcs MHHUMH3HPOBATH KOJHYECTBO CHCTEMHBIX
BBI30BOB M COOTBETCTBEHHO HE HCIIOIB3YET WX AJIS BBINIOJHEHHS OTICNIBHBIX omeparuid. Kpome
TOrO, HAlll MHCTPYMEHT IO3BOJLSIET NPHUBA3BIBATH BO3HHUKAIONINE OIMMHOKM K HCXOAHOMY KOIY
MPOTPaMMBL.

JlpyruM HamnpaBlICHHEM Pa3BHUTHA 3TOTO IMOJAXOJa C YIIIyOJeHHEM B HAIIPaBICHHH NPUMEHEHUS
MeTo0B (opManbHOM Bepudukamuu sBIgeTcs paboTa HcCIeoBaTeNeil W3 YHHBEPCHTETa
Bammarrona [33]. OcHOBHOW wmaeeil SBISETCS TNPHUMEHEHHE METOAOB, HCIOIB3YEMBIX IS
pa3paboTkn W BepUHUKALUK MOJAENEH NaMATH, NPOBOAMMON Ui YTOYHEHHS CEMaHTHKH
MHOTOIIOTOYHBIX NporpaMM. PaboTta onuceiBaeT HAOOP HHCTPYMEHTOB, MTO3BOJIIOIINI (hOPMATIBHO
BepU(HUIUPOBATH COOTBETCTBHE MPUIIOKEHUSI MOJICIH JIOJITOBEYHOCTH ONpelesieHHOU (haitoBoii
CHCTEMBI, KOTOpasi TAK)Ke CHHTE3UPYETCs B paMKax uccieoBaHus. OTIMYUTENbHONH 0COOCHHOCTBIO
paspabotannoro B [33] uHCTpyMeHTa SIBISIETCS BO3MOXHOCTD CHHTE3UPOBATh MUHIMAITBHBINA HA00P
OapbepoB (HarmpuMep, BHI30BOB fSYNC) ai1s TOro, 4TOOBI MOAEIE ITOCYUTANA IPOTPaMMy KOPPEKTHOI.
Jna peanuzanuy UCHONB3yeTCS TeHepalus KOHTPIPUMEPOB MHCTPYMEHTOM IPOBEPKH Mojieneit
(model-checking). Tlpenmaraemblii HHCTpYMEHTapuii MOXET TrapaHTHPOBaTh COOTBETCTBHE
MPOrpaMMbl MOJIENIU JIOJATOBEYHOCTH (hailyioBoii ciuctembl. OHAKO AJIsl IPUMEHEHHS HHCTPYMEHTa
HEOOXO/IMMO HCIIOJIb30BaTh BEPU(PUKATOP M CHEHUATU3UPOBAHHBIA S3bIK MOJAEIMPOBAHUS, YTO
MOBBIMIAET TIOPOT BXOJa M YCJIOXKHSET IIMPOKOE PACIPOCTpaHEHHE HMHCTPYMEHTA CpeIu
pa3pabotunkoB mpuioxkeHnd. B cBoro ouepens moaxon ALICE [2] mpome um Tpebyer ot
pa3pabOTYMKOB MEHBIIIE CICIMATH3UPOBAHHBIX 3HAHUH.

O6a momxoma [2, 33] HCHOMB3YIOT MMOXOXKHE OSMIUPUYCCKHE METObl CHHTE3UPOBAHHS
crenuQUKauy MomyJsIpHbIX (aiIoBEIX cHCTEM (TaKHMX Kak ext4) ucciemys Mocie0BaTeIbHOCTh
JIMCKOBBIX OIepalii, MONYyYMBINUXCS B pe3yiabTaTe TOW WM HMHOW paboueil Harpyskw,
KOHCYJBTUPYSCh C pa3paboTunkamu, n3ydas JOKyMeHTauuio. JlocTtoBepHble crenudukanmn
(alilIoBBIX CHCTEM SBISIFOTCS HEOOXOAMMBIM 0a30BBIM OJIOKOM /I pa3paboOTKM MHCTPYMEHTOB,
MIPOBEPSIONTNX KOPPEKTHOCTH MPIIIOKCHUH.

Taxoke ObLIa HpenIoKeHa peann3alys BepuuuupoBaHHOH (aitnmoBoit cucrems! [34]. laHHBIH
TIOJIXOJI TTO3BOJISIET M30eKaTh OIMOOK B KoJie camMoii (aityioBoi crcTeMbl M IO3BOJISIET (POPMATBHO
OTIPEJIETIUTh MOJIENb B3aUMO/ICHCTBHS ITPIIIOKeHNH ¢ (aiioBoii cucreMoil. OHaKo, HECMOTPS Ha
BBICOYANIITYIO CTEIICHb MPEOCTAaBIAEMBIX TAPAHTHH, TaHHBIH MTOIX0 UMEET PSA HEIOCTATKOB.
[IInpokoMy pacnpoCTpaHEHHIO ITOTO METOJa MOXKET MPEISITCTBOBATh 3aBUCUMOCTh TIPHII0KEHUN
OT HaJIMYUsI KOHKPETHOH (aiiioBOil cHCTEMBI Ha KOMIIbIOTEPE MOJb30BAaTENsl. JTO YCIOXKHSIET
HETPOCTYI0 3a/Jady HANWCaHWA W JOCTaBKH JO [OJb30BaTeNel KpoccriaT(GopMeHHBIX
MPWIOXKEHNH, Tak Kak (aiioBas cucTeMa 3adacTyro sBiseTcss KoMmmoHeHToM spa OC, a
anpTepHaTHBHBIE pemeHus (takme, kak FUSE B Linux) Tarmke cnenuu9HBI A KaXIOH
1aTGOPMBI, U UX UCIOIB30BaHUE MOKET OBITh CONPSIKEHO CO CHIDKEHHEM MPONU3BOIUTEIEHOCTH.
Jlaxxe mpu penieHuH BBIMIEYTIOMSHYTHIX MPOOJeM pealn30BaHHOE TaKUM 00pa3oM HpPUIIOKEHUE
MOJKET TpeOoBaTh OoJyiee BRICOKHX NMPHUBHJIETHI NMPH YCTAaHOBKE M HANAJKE CICIUATU3NPOBAHHON
(aiiiIoBO# cUCTEMBI.
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6. 3aknroveHue u 6ydyujue HanpaesieHUs uccriedosaHull

Pa3paboTaHHBI HMHCTPYMEHT M €r0 MOJAENb JOJTOBEYHOCTH IOKa3ald CBOIO MHPAKTHUYECKYIO
HPUTOJHOCTh, BBISIBUB TPH OLIMOKH, MOTCHIMAILHO IPUBOAAIINE K IMOTEpe NaHHBIX. MHCTpyMeHT
JETKO WHTErpUpyeTcs B Mpolecc pa3paboTKu, TpeOOBAaHUS K HM3MEHEHHMIO KOJAd MHUHHMAJbHBI.
I'mbKOCTh MHCTpYMEHTa MO3BOJSET [00ABISATH HOBBIE MEXAHMW3MBI NPOBEPOK, UYTO ITO3BOJIUT
pacuIMpHUTh CIHCOK 00HAPYKUBAEMBIX KJIACCOB OLIMOOK.

PeanmzoBanHEI moaxon cOopa AaHHBIX HAKIAAbIBACT CEPHE3HBIC OIPAaHWYCHHS HA BHEIPEHHE
MHCTPYMEHTA B CYHIECTBYIOIIHE MPOEKTHI, KOTOPbIe HE OBIIM pa3paboTaHbl C HyIIs, OMUpasch Ha
abCTpakIMy, MpPEACTaBICHHBIC WHCTPYMEHTOM. Peanmzaiust alpTepHATHBHBIX CHOCOO0OB cOopa
JIAHHBIX TIO3BOJIMT PACIIMPHUTH 00JIaCTh MPUMEHUMOCTH HHCTPYMEHTA.

B nmanpHeiimem pa3paOOTaHHBIN MHCTPYMEHT MOJKET OBITh HCIIONB30BaH KakK 9acTh IIaT(OPMBI
CHMYJISIIIMOHHOTO TeCTHpOBaHMA. Takoil moaxox TpedyeT Oonblle M3MEHEHNH B MIPUIOKEHUH, HO
MO3BOJISIET 3HAYUTEIBHO pPAacCHIMPUTh BO3MOXKHOCTH TECTUPOBAHUs, BKJIIOYAlONIMe B ceds
JIETepMUHU3M (TapaHTUPOBaHHAS BOCHPOU3BOAMMOCTh) OIIMOOK. Takke 3TO MOMOMKET JOCTHUYb
YCKOpPEHHsI TECTHPOBAHUS 33 CUET Mepexoa K MOJIHON CUMYIISIMH BBOAA BBIBOJIA.

Eme onHON mHOTEeHIMaNbHOM BO3MOMKHOCTBIO MOXET CTaTh peanu3alys NPOBEpKH, MOJ00HOH
unctpymenty ALICE. Ilpouecc cocrout u3 3amucu paboyeld Harpy3kd U T€HEpUPOBaHHS
MOTECHIMAJIBHBIX CHUMKOB COCTOSIHUS (DaiJIOBOIl cHUCTEMBI B Cllydae OTKa3a C MOCIeaAyrouen
MPOBEPKOI MOJIB30BATENILCKOTO HHBapHaHTa. B TakoM ciydae, eciy cHCTeMa cooOmmna
TMOJIB30BATEIIIO0, YTO JIAHHBIE OBUIHM 3aITMCaHbl, HO HE MOXKET UX MPOYHUTATh HOCIIE BOCCTAHOBIICHHUS,
OyzmeT creHepupoOBaHa OUIHOKA.

Mopenb 10ATOBEYHOCTH TaKXKe MOXKET ObITh yCOBEpIICHCTBOBaHA. Ha JaHHBI MOMEHT MOJEIBIO
npescTaBieHa Hekas abcrpaktHas POSIX-coBmectumas ¢aiinoas cucrema. Brienenue moaeneit
JUISL KOHKPETHBIX (haliIOBBIX CHCTEM MOXKET [TOMOYb NPUIIOKEHUSIM, IIPUMEHSIOIINM ONTHMU3AIIHH,
3aTOYEHHBIE 1T0J] KOHKPETHYIO (aiinoByto cuctemy. Cama MOJENb MOKET OBITh TAaKXKe paclInpeHa
JIOTIOJTHUTENEHBIME TIPOBEPKaMHU /ISl OOHApYy>KeHNs O0JIbIIero KoaudecTBa ommnbok. Hanpumep, Ha
JaHHBII MOMEHT MOJENIb HESBHO IPEAroJiaraeT JIMHEapu3yeMOCTh ONEpali, T € YTO OJHa
orepanysl 3aKaHYMBAaeTCs [0 Hayaja ciefylomieil. JTo ymnpolieHue He SBISIeTCS HCTHHOH B
KOHKYPEHTHBIX MporpamMmax. BeigeneHne coObITHH Hayala W KOHIA OIEpaldé  ITO3BOJHT
oOHapy)XuBaTh TOHKM mgaHHbIX (data races), ciydam, Korja oOIEpald OJHOBPEMEHHO
MOJMMUIMPYIOT OJIUH yyacTok (aiia. Tak jxe 3TO NPUBOJMUT K CUTYallMH, OIMCAHHOM B JINCTEHIe
12.

Tl: write (0, 512)
Tl: fsync

T2: write (0, 256)
Tl: ensure durable

Jlucmune 12. [locnedosamenvHocms Oeiicmeuii O8YX COnpoOSPaMM, RPUSOOSUUX K OUUOKe
Listing 12. The sequence of actions of two coroutines leading to confusing error

B namHoM cmydae comporpamma T1 momyunt ommOKy mpu Bb3oBe ensure_durable, wHo
«BUHOBHHKOM» SBJIsieTCsl conporpamma T12. Jlis ympolieHus OTJIaJKd IMOJOOHBIX CHTyalHid
HEoOX0IMMO pacuIMpeHHe BO3MOKHOCTEH HHCTPYMEHTA.

OnmcanHas mnpoOiiemMa pemraercss NPUMEHEHHEM METOMUK U3 o0jacTh cnenuukamuun |
Bepudukanun Moaeneil namatu. s 60pb0BI ¢ MOXOKUMH TpoOIeMaMil B OTHOIICHUH OCHOBHOU
NaMsITH TIPUMEHSIFOTCSI Tak HassiBaeMmblie canntaitzepsr (ASAN [35], TSAN [36], KASAN [37]). B
pabote [33] aBTOpBI MPHUMEHSIFOT TMOIXOMBI, pa3pabOTaHHBIC U MOWCKA OIMIMOOK JOCTyMa K
OCHOBHOHM MaMATH A TOMCKa omMOOK mocTtyma K ¢aitmam. Takum oOpa3oM, JaHHBIH acIEKT
ABJISIETCS €lle OJHUM MECTOM JUIsi HMOTEHIHAIbHOTO BHEAPEHHs YJIYYLIEHWH, MOBBIMIAIONINX
3¢ (eKTUBHOCTh HHCTPYMEHTA.

VlcxoHblii KOJ MHCTPYMEHTA JOCTYIICH 1o cchiike [38].
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AHHOTanmMsl. B 1aHHOH cTaThe NPOBEJEHO HCCIECOOBAHHE BCTPEYAEMOCTH CIy4aeB HCIIOIb30BAHUS
He0e30MacHOH Aeceprann3alyi MPpH B3aNMOJCHCTBIH MEXIY KIMEHTCKUM KOIOM M CEPBEPHOH CTOPOHOU
BeO—npunokeHnss. Oco0oe BHUMaHHE OBUIO YIETCHO CEpUAM30BaHHBIM OOBEKTaM, OTIPABISEMBIM H3
JavaScript-koma. beutH BBISBIICHBI XapaKTepHbIE 0COOCHHOCTH [IA0IOHOB MCIIOIb30BAHMS CePHATH30BAHHBIX
00BEKTOB BHYTPHU KIMEHTCKOT0 JavaScript-koaa u COCTaBlIeHB! YHUKAJIbHBIE KIIACCHI, TITaBHOI 1IENIbI0 KOTOPBIX
ABJISieTCA OOJIETYeHHe PYYHOTO M aBTOMATHYECKOro aHanu3a BeO-IpunoxeHuid. beuto paspaborano u
peann30BaHO UHCTPYMEHTAILHOE CPEJCTBO, BBIBILIONIEE CEPHATN30BAHHBIN OOBEKT B KOJE BEO-CTPAHHUIIBL.
JlaHHBI MHCTPYMEHT CIOCOOEH HaWTH 3aKOJAMPOBAHHBIE CEPUATM30BAHHbIE OOBEKTH, a TakKxke
CepHATN30BaHHbIE OOBEKTHI, 3aKOJUPOBAHHBIE C IMOMOIIBIO HECKOIBKHX IOCIIEOBATENFHO MPHMEHEHHBIX
KOIUpOBOK. JI7T HalAEHHBIX YK3EMIUIIPOB CEPHATN30BAaHHBIX 00BEKTOB, HHCTPYMEHT ONpe/eNsieT KOHTEKCT,
B KOTOPOM HaXOJWTCS HaHIeHHBIH 00BEKT Ha crpaHuie. s 00beKkToB, HaxoaAIuXxcs BHYTpH JavaScript-
KOJ1a, THCTPYMEHT BBISIBIISIET paHEee YIIOMSHYThIE KIACChI, PH IIOMOIIH COMOCTaBICHUS BEPIINH a0CTPAaKTHOTO
CHHTaKCHYECKOro nepeBa kona. Ilocie moiydeHHs pPe3yJbTaTOB HCCIEAOBaHUS ObUI IPOBEJCH aHAIM3
CEepPBEPHBIX TOYEK BBOJA JAaHHBIX Ha MpEAMET JeCepUaM3aliy HalJeHHBIX HPOrPaMMHBIX OOBEKTOB Ha
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Abstract. This paper studies the occurrence of insecure deserialization in communication between client-side
code and the server-side of a web application. Special attention was paid to serialized objects sent from
JavaScript client-side code. Specific patterns of using serialized objects within the client-side JavaScript code
were identified and unique classes were formulated, whose main goal is to facilitate manual and automatic
analysis of web applications. A tool that detects a serialized object in the client-side code of a web page has
been designed and implemented. This tool is capable of finding encoded serialized objects as well as serialized
objects encoded using several sequentially applied encodings. For found samples of serialized objects, the tool
determines the context in which the found object appears on the page. For objects inside JavaScript code, the
tool identifies the previously mentioned classes by mapping the vertices of the abstract syntax tree (AST) of
the code. Web application endpoints were checked for whether programming objects were deserialized on the
server side, after obtaining the results of the study. As a result of this check, previously unknown vulnerabilities
were found, which were reported to the developers of this software. One of them was identified as CVE-2022-
24108. Based on the results of this research, a method was proposed to facilitate both manual and automated
searches for vulnerabilities of the "Deserialization of untrusted data". The proposed algorithm was tested on
more than 50,000 web application pages from the Alexa Top 1M list, as well as on 20,000 web application
pages from Bug Bounty programs.
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analysis automation; vulnerabilities.

For citation: Mironov D.D., Sigalov D.A., Malkov M.P. Research into Occurrence of Insecurely-
Serialized Objects in Client-Side Code of Web-Applications. Trudy ISP RAN/Proc. ISP RAS, vol.
35, issue 1, 2023. pp. 223-236 (in Russian). DOI: 10.15514/ISPRAS-2023-35(1)-14

1. BeedeHue

Be6-TeXHOIOTHN CTPEMHUTENBHO PAa3BUBAIOTCS B MOCIIEIHUE AECATHIICTHS, OCOOCHHO OIIyTHMBIN
CKa4YOK MPOM30IIEN PH Nepexoie OT TaK Ha3bIBAEMOT'0 “‘CTaTHYECKOro” Beba K “AuHaMHYecKoMy”
[1]. Panpmie B3aMMOAEHCTBHE KJIMEHTCKON CTOPOHBI BEO-TIPIJIOKEHHS C CEpBEpPHOIl OBIIO
OTPAaHMYEHO TOCTATOYHO y3KUM HabopoM TexHoorui, HanpumMep: otinpaBka GET-3ampoca ¢ query-
napamerpami, cozepxarmumucsa B URL (¢ nomomstio Teros <a>, <link>, u T.11.); oTipaBka popMsl
(c momomrpro Tera <form>) ¢ MeToOM, yKazaHHBIM B arpuOyTte method, n naHHBIMH M3 camoi
(OpMBI, KOTOpbIE MOTJIM OTIPABIISITECS B HECKOJIBKUX (hopmarax, Harmpumep: application/x-Www-
form-urlencoded, multipart/form-data (bopmar i oTnpaBku Gaiiaos).

B coBpeMeHHBIX BeO-NIPUIOKEHHSAX, IOMHMO BBIIICONHCAHHBIX CIIOCOO0B M  (hopmaroB
B3aUMO/ICHCTBUS KIIMEHTa U CepBepa, MOSBUIOCH OOJNBIIOE KOJMYECTBO HOBBIX TeXHOJIOTHH. Jlyist
OTHPABKM  3alpocoB  4YacTo wucnonb3yrorcss uHTepdeiicst  fetch w  XMLHttpRequest,
npepocrabisieMble si3pIkoM JavaScript. CaMmu ke 3ampochl 3a4acTylo MOTYT CoOjepkaTh Oosee
CJI0KHbIe (hOPMATHI JaHHBIX, HAIPHUMeEp: TeKcToBbIe (hopmathl, Takue kak JSON, XML; OunapHsie
(dhopmarthl, Takue kak protocol buffers, cepuanuzoBanHbIe 0OBEKTHI TPH TIOMOITH serialize B sI3bIKe
PHP, cepnanu3oBannbie 00bekThI Ipu oMoty pickle B s3p1ke Python, cepuanm3oBanHbIe 00BEKTHI
npu noMou Serializable B s3b1ke Java.

Takoe pazHooOpazne 00ycIOBIEHO HECKOJIBKUMHU (haKTOPaMU:
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®  TEXHOJIOTHU pa3pabOTKH M BCTPOEHHBIC B HUX BO3MOXXHOCTH 00pabOTKM pasHBIX (HOpMaToB
JIAHHBIX;

e Oompmoe pasHOOOpasuWe [aHHBIX, IOCPEACTBOM KOTOPBIX IOJNB30BATENb  JIOJDKEH
KOMMYHHIIMPOBATh C CEPBEPHOI1 YaCThIO BEO-TIPHIIOKEHUS;

e 0e30macHOCTh 0OPaOOTKH MPUILEANINX JaHHbIX;

e  yIOOHOCTH MX AATBHEHIIEr0 UCIONB30BAHUS,

C mnosiBICHHEM HOBBIX BeO-TEXHOJOTMH, MOMHMO yI00CTBa, Pa3paOOTYUKH W IOJH30BATENIH

CTOJIKHYJIMCh C HOBBIMU yrpo3aMu 6e3onacHocTd. B 2006 roy nosiBuiICcs TepMHUH ““Iecepuann3aiis

HEJIOBEPEHHBIX JIaHHBIX "L, DTOT HEMOCTATOK TAKKE HA3BIBAIOT “HEOE30MACHOI ecepuanu3anuei”.

HenocraTtok Takoro Tuna MMeeT BBICOKHH YPOBEHb ONTACHOCTH M MOXKET IPUBOAUTH K CEPHE3HBIM

YSI3BEMOCTSIM, TAKMM KaK BBITIOJIHCHHE MPOU3BOIBHOTO KOJA, OTKA3 B OOCIYKHBAHUH, YTCHHE H

3aMUCh JIOKAIBHBIX (aiinoB [2]. JlaHHBI HEOOCTATOK MO ceil IeHb BXOIUT B KIACCH(PHUKAIHIO

OWASP Top Ten, B KOTOpoil ommcanbl Hamboyiee YacTo BCTpEYaeMble HEAOCTAaTKA BeO—

npunoxenuit [3].

2. MemoOdbI noucka ysizeumocmu muna “Hebe3onacHasi decepuanu3ayus’”

Vsa3BuMocTs THIA ‘“‘HeOe30macHas JecepHaim3alus’ — 3TO YA3BHUMOCTb CEPBEPHOH YacTH
MPUIIOKEHUS. MeTobl, O3BOJISIONINE aBTOMAaTHIECKN OOHAPYKHBATh YSI3BUMOCTH Takoro poja,
MOXHO Pa3JelIUTh Ha JIBa Kjlacca.

e Amnanu3 cepBepHOro Kkoja, pabortarommii B Momenu “Oemoro smmka” (“white  box”).
AHanu3aTopbl TAaKOTO THIIA HMEIOT IOCTYNl K CEPBEPHOMY KOIY; OHH, KaK MpaBHIIO,
OCYIIECTBIIIOT MPEUMYIIIECTBEHHO CTATHYECKUHN aHAIIH3.

e  Amnanus, pabotaromuii 6e3 10CTyIa K CepBepHOMY KOy, B pexxume “uéproro smmka” (“black
box”). CpexnctBa, pabGoTaroimue TakuM 00Opa3oM, MOTYT aHAJIH3UPOBATh CEPBEPHYIO 4YacTh,
JIUIIb B3aUMOJICUCTBYSI C HEH — TO €CTh, B Cllydyae BeO-TIPUIIOKEHUH, MOChUIas Ha CEpBEP
3ampockl, ¥ aHAIN3HPYS NPHUIIEANINEe OTBETH. TakuMm o0pa3oM, 3TO Bcerza AMHAMHYECKHUH
aHaJIM3.

HccnenoBaTen OTMEUarOT, YTO ISl COBPEMEHHBIX CPEJICTB IIOMCKa YSA3BUMOCTeHl B BeO-

NPWIOKEHNAX (Kak TepBOro, TaKk W BTOPOTO THIIOB) 3ajadya IOMCKA YSA3BMMOCTEH THIIA

"HeOe3omacHas Jecepuanm3anus’ 10 CHX TOp OCTa€Tcs CIOXKHOMW, CYIIECTBYIOLINE CPENCTBa HE

MPEJOCTABIIIOT OOIIEro pemeHns 3Toi 3anaun [4], [5].

AHanM3aToOphl MEPBOTO THUIA UMEIOT MOJHBIA MOCTyN K MH(pOpMalmu 00 yCTPOHUCTBE CEPBEPHOM

YacTH MPUJIOKEHUS, B CBSI3M C O3TUM OHU HMEIOT 3aBEIOMO OoJbliiee MOKPHITHE KOZAd, YeM

aHAJTM3aTOPHI BTOPOTO THIIA, U UMEIOT OOJIbINE IAHCOB HAWTH MPHUCYTCTBYIOIME HeHocTaTku. K

aHAIM3aTOpaM Takoro tuna otHocsTes SerialDetector [4], RIPS [6], a Takke Takue MPOMBIIIUICHHBIC

uHcTpyMenThl, kak PT Application Inspector [7], Solar appScreener [8], Fortify Static Code

Analyzer [9], Checkmarx [10]. HemocTaTkoM IaHHOTO THIA AaHAIM3aTOPOB SIBIACTCS

HEO0OX0MMOCTb IIPEA0CTaBICHHS KO/Ia CEPBEPHOI YaCTH NPUIIOKEHHUS — B PEANIBHBIX YCIOBUSX 3TO

HE Bcerga BO3MOXHO. Ha ocCHOBE HHCTpyMEHTa TakKoro THIA HEBO3MOXHO HPOBOJUTH

9KCIIEPUMEHTHI C TIOMCKOM MOTEHIMAJIBHO IMPUCYTCTBYIOUIMX YSI3BUMOCTEH Ha OONBIIOW Macce

peanbHBIX CalTOB, TaK Kak B OOJIBIIMHCTBE CIIy4aeB HEBO3MOXKHO IOJYYHTh JOCTYI K HX

CEPBEPHOMY KOITy.

AHanu3aTopsl BTOPOTo TUIA paboTaroT, Kak y)ke ObUIO YIIOMSHYTO, B MOJeH "4épHoro smuka". B

JTAaHHOM CTaThe 33/1a9a pacCMaTpUBAETCsl IMEHHO B TAKOW ITOCTAHOBKE — B YCIIOBHUSIX, KOT/1A IOCTYI

K HCXOJHOMY KOy CEpBEpHO yacTu oTCyTCcTBYeT. K aHanm3aTopam BTOPOTO THIIA OTHOCSATCS TAKUE

cpencrra, kak PT BlackBox Scanner [11], Acunetix [12], Burp Suite Pro Scanner[13], HCL

AppScan [14], Detectify [15], Qualys Web Application Scanning [16]. B cBsi3u ¢ Tem, 4rto

1 CWE-502: Deserialization of Untrusted Data (https://cwe.mitre.org/data/definitions/502.html)
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aHAJIM3aTOPBI 3TOrO THIAa paboTaroT 0e3 JOCTyla K KOLy CepBEpa, OHM CTAIKHUBAIOTCS C PSAIOM
CJIO’)KHOCTEH.

Jlyist Banuaanuu JaHHOTO HEOCTaTKa HYXKHO aBTOMATHYECKH, M0 OTBETY CepBepa, Paclo3HaBaTh
(baKT BBIMOIHEHUSI IeCepUAIM3alliH IaHHBIX Ha cepBepe. [loMHMO 3TOro, ISl TeHEepaI[ii BEKTOPa
aTakd HEOOXOJMMO HMETh KaKHE-TO CBEACHHUS O TEXHOJOIHUSX, HCIOJIb3YeMBIX Ha CEpPBEPHOM
CTOpOHE, KaK MUHIMYM TpeOyeTcsi 3HaTh, KAKOH HCIOIb30BAIICS A3bIK IPOrPAMMHUPOBAHUS U KaKUE
CYIIECTBYIOT MporpamMmHusbie kitacchl [17, 18]. be3 moctyma k cepBepHOMY KOIY 3TO HETPUBUAIBHO.
CreayromuM BaXKHbIM ITYHKTOM SIBISIETCSI TIOMCK TOYEK BBOJA JAHHBIX Ha cepsep, To ecth URL
KOHEYHOW TOYKH, a TaK)Ke IMapaMeTphl, TEJIO 3ampoca, U, BO3MOXKHO, 3arojoBku. COBpeMeHHbIC
CpeIICTBa MOTYT HAWTH BCE TOYKH BBOJA JAaHHBIX, OTIpaBisieMbix u3 HTML-pa3meTku, HO HE W3
JavaScript-koma [19. 20]. [lns pemienusi JaHHOW 3aja4d OOBIYHO HCIOJB3YIOT JBA MOIXOJA:
IUHAMHYECKUH WM CTATHMYECKHI aHauu3 KIHEHTCKOoro koga. O0a moaxoga HMEIOT CBOHU
JIOCTOMHCTBA M HEIOCTaTKH, OJHAKO IJIi COBPEMCHHBIX BEO-TNIPWJIOKCHHUN HU OIUH U3 ITHX
TIOIXOIOB HE periaet 3a1ady B oomem suzne [21, 22].

B nmanHOi#l cTaThe mpemyaracTcs WHOW IMOIXOJ, 3aKIIOYAIONIUIICS B CO3JaHWU CHHTAKCHUCCKUX
1a0JIOHOB KJTACCOB U Pa3pabOTKe MHCTPYMEHTA, BBISBIIAIONICTO JAaHHBIC KJIACCHI B KIHCHTCKOM
KOJIe BeO-TIPUIIOKEHHUH.

3. OnucaHue Mmemooda

B HUCXOJHOM KIIMCHTCKOM KOJIC BeG-CTpaHI/IIH)I BBIABJIAIOTCA CCPUATIN30BaHHBIC OG’I)CKTI)I, B TOM
Yuclle 3aKOJMPOBaHHbIE ONHOM wiau  Oojee KkomupoBok. [lpenmonaraercs, 4To, eciu
CepHaJ’IHSOBaHHbIﬁ 00BEKT HaXOJHUTCsA B KIMCHTCKOM KOJIC, 3HAYUT OH JOJIKCH 6I)ITI> OTIIPABJICH Ha
cepBep W JecepHann3oBaH. B o0mem ciaydae 3TO He BCErna TaK, M B XOJE HCCIICAOBAHUS ObLIN
OoOHapy»XeHBI CiIydYad, KOTJa CEepUalN30BaHHBIE OOBEKTHI, MPUCYTCTBYIOIIME Ha CTPAHMIE, Ha
caMoM Jiesie He OyIyT OTIpaBIIeHBI HA CEpBEp WM He OyIyT AeCepHaIn30BaHbl MOCIIE MOTYICHHS
cepBepoM. Tem He MeHee, B JaHHOW paboTe MBI OyfeM B JalbHEHIIEM HCXOAWUTH M3 TOTO
MIPEATION0KEHHS, YTO HAJIMYHE CEPUATN30BAHHOTO 00BhEKTa Ha KIIMEHTCKOH CTOPOHE TOBOPHT O TOM,
YTO CKOpEe BCETO OH OyIeT OTIPaBIIeH Ha CEpBep, U B OOJIbIIEH YaCTH BBISIBICHHBIX KIaCCOB (0 HUX
pedb NONHAET HUXKE) ATO IEHCTBUTENBHO TaK.

Janee, anst cepuann3oBaHHBIX 00BEKTOB, HAXOISMIMXCS BHYTpH JavaScript-Koza, cOCTaBISIFOTCS
CHHTAKCHUYCCKHUC [Ha6J'IOHI)I, KOTOPBIC COJCPKAT KAKUEC-TO XapaKTCPHBIC MNPU3HAKW I KOJa, B
KOTOPOM HCIIOJIB30BaH CEpUATM30BAHHBIM OOBEKT. 3aTeM, C IOMOMIBI0 pPa3pabdOTaHHOTO
UHCTPYMEHTAJIbHOTO CPEACTBA, IMOJYYCHHBIC m1aOJIOHbI  BBIABIISIOTCS B KOJIE Jpyrux BEO-
MIPUIOKEHUH.

HpeI/IMyHleCTBOM MPEAJIOKECHHOTO ToAX04a ABJIACTCA TO, UYTO, IPU OTHECCHUU ITPUIIOKCHUA K YIKE
CYIIIECTBYIOIIEMY KJIacCy, CTAHOBUTCS m3BecTHa Ooibinas yacte HTTP-3anpoca, KOTOpBIi HYXHO
BBITIOJIHUTB, 4TOOBI NepeiaTh NaHHble B (YHKIMIO Jecepuanu3auuu Ha cepsepe. [lyre URL u
K091 T1apaMEeTpoB O0OBIYHO COBIIAAAKOT, TaK KaK HCHOJIB3YETCSA OAHO M TO K€ IMPOrpaMMHOC
obecneuenne. [IpenmymiecTBOM MOAX0aa TaKKe ABISAETCA TO, YTO YK€ €CTh HEKOTOPHIE JaHHBIE O
cepBepe, U HeT He0OX0AMMOCTH OTIIPABIIATH OOJIBIIIOE MHOXKECTBO BEKTOPOB aTaKH.

3.1 AnropuTm BbISIBNIEHUA cepuanm3oBaHHbIX 00bLEKTOB BHYTpPU Be6-
CTpaHuLUbI

st GospIIMHCTBA (JOPMATOB CEpHANM3ALMHA MOXHO HAIMCATh JIOCTATOYHO TOYHBIE CHTHATYPBHI.
Hamnpumep, cepuannzoBanHble Java-00bekThl HaunHatoTes Ha O6aitTel “\XAC\XED\X00\X05”. To ecth
CUTHATYpe JOCTAaTOYHO IPOBEPUTH, HAYMHAIOTCS JM JaHHblE C “‘MarMueckoil” KOHCTAaHTHI.
CepunanuzoBanaele PHP-00bexThl (QyHKIMs serialize) BBINTSIIAT NPUMEPHO TAaKUM 00pazoM:
a:1:{i:20041001103319;s:4:\"test\";}. Jlns Takoro ¢opmara MOXXHO HAMHCATh KaK ‘“deCTHBINH
JIETEKTOp, paboTalomMii 0 TeM jKe€ MpaBWjaM, 4To W peanm3anus unserialize m3 PHP, Tak u
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HECJIOKHYIO 3BPUCTHYECKYIO CHTHATYpy, KOTOpas OyAeT MpaBWIIBHO padOTaTh B IMOAABIAIOIIEM
quCIIe CIIy4aes.

OTH 00BEKTHI, KOTJ]a OHH BCTPEUAIOTCS B BEO-TIPHIIOKEHISIX, 0OBIYHO IIPUCYTCTBYIOT HE B “‘CHIPOM’
Buzpe. Hampumep, cookie momyckaroT Toipko nedatabie ASCII-CHMBOEI, B TO BpeMsi KaK MHOTHE
(opMaTHl cepramU3aIii MOTYT COACPKaTh IMPOU3BOJIBHEIE 8-OMTHBIE OaWTHL. Taxke HEKOTOpEIC
O0OBEKTHI MOTYT OBITH OYECHB OOJNBIIIMMH, H TOITOMY WX CKHMAIOT, YTOOBI OHH MOTJIIN ITOMECTHUTHCS
B T€ ke cookie.

Takxum 00pa3oM, HepeIku MoZ0OHbIE IIETIOUKH BIOXeHHOCTH: Java Serializable — gzip — Base64.
Bwmecro Base64 moxer OpiTh Base32, URL encoding, 16-puuanoe koaupoBanue (hex encoding), i
T.1. st cxxatust MoxeT Takke ucnonb3oBatkes zlib, DEFLATE, u 1.4

JJ1 aBTOMATHYIECKOTO MTOMCKA CEPUATN30BAHHBIX OOBEKTOB C YIETOM TaKHX ‘‘BIOKEHHOCTEH OBLT
pa3paboTaH aXropuTM, KOTOPBIH OymeT ceidac ommcaH. BXOmHBIMH TaHHBIMH AT aarOpUTMa
seistorest HTTP-pecypest (HTML-ctpanuusl, JavaScript-aiiiel) 1 MX 3arooBKH.

Ha mepBom miare anroput™ BBIAEISET CTPOKH-“KaHIUAATHI , KOTOPBIE MOTYT COAEPXAaTh B cebe
cepHaIN30BaHHBIE OOBEKTHL. B cimydae cookie 3To mMX 3Ha4YeHWs] HemocpencTBeHHO. JavaScript-
(aiinbl pa30MBaIOTCS Ha JIEKCEMBI, U N3 HUX BBIACIAIOTCS CTpoKoBbIe KoHcTaHThl. HTML-cTpanuib
CHHTAKCHYECKH Pa3OMparoTCs, U3 HUX U3BJICKAIOTCS 3HAUCHHS aTpuOyTOB (HanboJiee HHTEPECHBIMH
SBJISIIOTCSL aTPUOYTHI ¢ UMeHeM “‘value” y 3JeMeHTOB yrnpasieHus: GpopMm u aTpuOyThl ¢ IMEHAMHU,
HauyMHaIIUMucs C npedukca “data-”). VunaiiHoBble JavaScript-iporpaMMbl (TEKCT KOTOPBIX
HerocpeacTBeHHo conepxxutcs B HTML-pa3merke ctpaHuiisl) 00padaThiBalOTCs BhIILICYKa3aHHBIM
CTII0COOOM.

>

Jns xaxaod Takol CTPOKM-KaHAWJATa IPUMEHSETCS PEKYPCHUBHBIM aJIrOpPUTM, IICEBIOKOJ
KOTOPOTroO M0Ka3a Ha JIUCTHHTE 1.

def find chain(s, callback, max_depth):
if max depth <= 0:

return
for trans in TRANSFORMATIONS:
if res := trans(s):

find chain(res, callback, max depth-

for check in CHECKS:
if check(s):
callback(s)

Jlucmune 1: Aneopumm noucka yenouex

Listing 1: Chain search algorithm

CHECKS cOIepHT onpeAeiicHus (PYHKIUH, IPOBEPSIOIINX CTPOKY Ha COJCpKaHHEe KOHKPETHOTO
THUIIA CEepUAM30BAHHOTO 00BbekTa: Java-o0bekT, PHP-cepuann3oBaHHBIE O0OBEKT, T.n.
TRANSFORMATIONS comepXuT (yHKIUH, TPON3BOAAIINE TPeoOPa30OBaHMUs: BBHIIICYIIOMSHYTHIC
KOJMpOBaHUs Bpoje Base64, anropuTmsl CkaThs, CHHTaKcH4eckuii pazoop JSON, u 1.11.

To ecTh, HapUMep, €CIIU CTPOKA MOXKET OBITh PACKOIUPOBAHA KAKAM-TO 00pa3oM, TO ajJrOPUTM
BBI3bIBAETCSI PEKYPCUBHO Ul PACKOJUPOBAHHOW CTpOKW. Ecim cTpoka cOAep UT 4YTO-TO, YTO
PACTIO3HACT CHUTHATYpa CEpHAIM30BAHHOTO OOBEKTa, TO IPOBEpPKA 3aBEPIIACTCS YCIEXOM, U
BbI3BIBaeTCA QyHKIMA callback.

H4sIAAAAAAAAAFVzIoG1oLilQTArs ... BZVHUMACIisgAOgbFhijAQAA (base64)
"\X1f\x8b\x08\x00\x00\x00\x00\X00\X00\ ... \xa3\x01\x00\x00' (gzip)

"\xac\xed\x00\x05psr\x00\x11java.util. HashMap\x05\x07\ ...
\x00\x00\x00wW\x04\x00\x00\x00\x00xx" (Java Serializable)
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3.2 BbisiBNeHne KOHTeKCTa cepmann3oBaHHOro o6 bLeKTa BHYTpU Be6—
CTpaHuLbl

B npoBeneHHOM HcCIeOBaHNH BaXKHYIO POJIb UTpaeT aHanu3 JavaScript-koza, MOAKIIOYEHHOTO Ha
ctpanuly. [103TOMy HEOTBEMIIEMBIM IIAroM HCCIENOBAHMS SBIANIACH Pealu3alus alropHTMa,
OTIPEIETISIONIETO KOHTEKCT HaX0XK/ICHNS CEpUATHI30BAHHOTO 00BEKTa BHYTPH UCXOIHOTO KO/ia BeO-
ctpanuipl. C OMOLIBIO Pa3padOTaHHOTO AJIrOPUTMA OBUIN TTOJTy4YeHB! B€O-CTpaHHIIbI, HA KOTOPBIX
OBbUIH HalIeHbI cepUaIN30BaHHbIe 00BbEKTHI BHYTpH JavaScript-ko/a 1uist BBIOJIHEHHS CIEAYIONIETO
mrara paboThI.

AJNTOpPUTM NpPUHHMMAET Ha BXOJ CEpHAIN30BaHHbI 00BEKT M KOHTEHT BeO-pecypca. Beb-pecypc
npeactaimsier u3 ceds HTML-pasmerky crpanunsl mnm  JavaScript-nporpammy, KoTopas
MOJKJIIOYACTCS Ha BEO-CTPaHMITY.

[Tpn momyuenun JavaScript-koja aNrOpUTM BBISBISICT HaJIMYHE CEPUATM30BAHHOTO OOBEKTa C
MTOMOILBIO BXOXKJIEHHS MOJCTPOKH.

IMpu nonyyennn HTML-pa3merky, oHa pa3OuBaeTcs Ha JIEKCEMBI, M IPOMCXOAUT OOXOJA BceX
aseMeHTOB. [IpoBepsoTCs 3HaYeHUs BceX aTpUOyTOB HA PABEHCTBO CEPHAIN30BAHHOMY OOBEKTY.
Ilpn BcTpeue Tera script, HMOAKIIOYEHHBIH Ha cTpaHuny JavaScript-kox mnpeoOpasyercs B
abCTPaKTHOE CHUHTAKCHYECKOE JEPEBO TPHM MoMoIM mapcepa Babel?. B momyueHHOM jepese
IIPOUCXOIUT MPOBEpPKa BCEX CTPOKOBBIX JIMTEPATOB HA PAaBEHCTBO CEPHAIM30BAHHOMY OOBEKTY.
Taxo#t ctocod He0OXOAMM H3-3a TOTO, YTO HEKOTOPHIE CUMBOJIBI MOTYT OBITH 3KPaHUPOBAHBI HIIH
3aKOIUPOBAHHBIMHU ClIeHUaNIbHBIMU cynIHOCTAMU BHYTpu HTML-pazmerku.

[pensno>xeHHBIH aaropuT™ ObLI IPUMEHEH Ha cTpanuiax 6osee 50000 BeO-npHUI0KeHUH U3 CITUCKA
Alexa Top 1 Million, a taxxe na crpanunax 20000 BeO-npunoxenuit u3 nporpamm Bug Bounty.
ITocme BBIMONHEHWA JaHHOTO IMara OblIa IOMy4eHa CTaTUCTHKA TOTO, B KAakUX MecTax
pacriojararoTcs CeprHaIu30BaHHble 00BEKThI Ha CTPaHUIIAX BeO-NpuItoxkeHus (Tadu. 1).

Tabn 1. Cmamucmuka KoHmeKcma HAllOeHHbIX CepUAIU308aHHbIX 00bEKMNO08
Table 1. Statistics of found serialized objects contexts

KonTekcT cepnain3oBaHHOT0 00beKTa KomuuectBo
CepuanuzoBaHHBIE 00BEKTHI B JavaScript-koze 12997
Cepuann3oBaHHBIE OOBEKTHI BHYTpPH Tera input 9804

Cepunann3oBaHHEIE 00BEKTHI BHYTpH Teros data™® 2293
Cepuann3oBaHHBIE 0OBEKTHI BHYTPH Tera option 3
Cepuasn3oBaHHbIe 00BEKTHI BHYTPH TETOB SCript ¢ 74

Cepuann3oBaHHbIE OOBEKTHI BHYTPH JPYTUX TErOB 476
Cepunann3oBaHHBIE OOBEKTHI B APYTHX MECTax 46

Kak BumHo w3 cratmctuku Tabn. 1, 50% cepwann3oBaHHBIX OOBEKTOB HAXOIWTCS BHYTPH
JavaSCI‘ipt—Kozla, YTO TIOATBEPKIAET WHTEPEC K WCCIEAOBAHUIO CEPHATU30BAHHBIX OOBEKTOB,
HailieHHBIX B JavaScript-kone.

2 Babel Parser spec. (https://babeljs.io/docs/en/babel-parser)
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3.3 q)OpMVI poBaHue N BbiABIIeHUe KinaccoB cepunannm3oBaHHbIX 06beKkToB
BHyTpu JavaScript-koaa

Jns xnmaccupuKanuy cepuann3oBaHHBIX OOBEKTOB IIPOBOAMICS PYYHOH HMPOCMOTpP HaWIEHHBIX
NPUMEPOB M OKPYXKAIOIIET0 MX KoJa. B 3TOM Koze BBIAEIAINCH MOBTOPSIONINECS B PA3HBIX BeO-
NPWIOKEHUAX a0IOHBI, HAITPUMeEP:

L YHUKAJIbHO Ha3BaHHad MEPEMEHHasd, CoACpKalas CepI/IaHI/ISOBaHHHﬁ 06’LCKT;

e ompexercHHas QYHKIUS, BEI3BIBaeMas ¢ IEPEMEHHOM, COepIKAIICH CepHan30BaHHBIN
00OBEKT.

var ajaxurl = '/wp-admin/admin-ajax.php ';
var true posts =
'a:63:{s:14:"posts per page";i:10..."order "; s :4:"DESC";}';
var current page = 1;
var max pages = '3 ';
$('#true loadmore') .click(function() {
$(this) .text ('Loading ..."') ;
var data = {
'action': 'loadmore',
'query': true posts,
'page': current page
bi
S.ajax ({
url: ajaxurl,
data: data,
type: 'POST',
success: function (data) {

1)
1)

Jlucmune 2: Ipumep koda 00Ho20 u3 ée6-npunodcenuil kiacca LoadMore
Listing 2: Code example from web-application with LoadMore class

B mictuHre 2 XapaKTepHBIMHE SIBISIOTCS CIEAYIONIHE 0COOCHHOCTH:

e  cepUaIU30BaHHBII OOBEKT COAEPIKUTCS B IIEPEMEHHOM ¢ HIEHTU(DHUKATOPOM true posts;

e IepeMeHHas true posts HCHONIb3YeTCs BHYTPH OOBEKTa, OTIPABIIIEMOrO Ha CEPBEp C
MOMOIIBI0 GYHKIUH $.ajax ().

Jis pa3MeTKH BceX HalICHHBIX CEPHATM30BAaHHBIX O0BEKTOB BHIMOIHSIICS UTEPATUBHBINA MPOIIECC:

e  BLIABJIIEHHE OCOOCHHOCTEHN KOAA,

e  CO3JaHH€ CHHTAKCUYECKOI'O IIa0JIOHA JUIS BLISBICHUS HAaWIEHHBIX 0COOEHHOCTEN;

L] IIPUMEHCHUE KHaCCI/Iq)I/IKaHI/II/I 14 pasMETKH  DJIEMEHTOB BI)I60pKI/I, normagarmux I10[
CO31aHHBIC IHa6J'IOHLI;

e  IpoIecc MOBTOPSIETCA IS TeX 0OBEKTOB, KOTOPHIE OCTAINCH HEPa3MEUCHHBIMH.
Anroput™ Kiaccu(UKaINH 3aKIF09AaETCS B CICAYIOIIEM:
®  TIPOMCXOAHT 00XOJ JIepeBna,

e  BCTpeyas BEPIIUHBI ONPEACTICHHBIX TUIIOB, AITOPUTM NIPOU3BOANUT COIIOCTABICHUE HAWCHHBIX
BEPIUINH ¢ pa3paboTaHHBIMH 11a0I0OHAMY;

e IIpHW YCIEUTHOM COIIOCTaBICHUH KJIACCH(PHUKATOP IMMOJACT HAa BBIXOJ OCHOBHOMY alTOPUTMY
Ha3BaHHE KJacca, K KOTOPOMY OTHOCHTCS WOJYYCHHBIA OJK3EMIUIP CEPHAITU30BAHHOTO
o0BeKTa.
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[IpennoxxeHHBIH anropuT™M OBLT MPOTECTHUPOBAH HA CTpPaHUIAX, MOJYYEHHBIX B XO1e PabOTHI
anropuT™Ma U3 monpaszena 3.2. B tabn. 2 npuBeneHa cTaTHCTHKA HanOO0JIee HHTEPECHBIX KIIACCOB.
WHaTepecHBIME OBLTH COYTEHBI, PEXKIE BCET0, KJIACCHI, B KOTOPBIX OBLTH OOHAPYKEHBI HEIOCTATKH.
Kpome Toro, xak TakoBbie ObLTH BHEIOpaHBI HaHOOJICEe MPEACTABUTEIBHBIC KIACCH. A KOHKpETHEE,
T€, B KOTOPBIC BXOAMUT OOJNBIIOE (> 5) KOMMUYECTBO MPUIIOKEHMH. HakoHel, HHTEpECHBIMU ObLIH
TaKXKE COYTCHBI KJIACChl, MMCIONINE HETPUBHAJBHYIO IICTIOYKY KOJUPOBOK (Ooyiee 4yeM OJHA
KOJMPOBKA TEpell CepHaIM3anueii) — MOCKOJIbKY OOHApYKCHUE CCPUAIU30BAHHBIX OOBEKTOB C
TaKOH enoYKor TpedyeT Ooee CI0KHOTO aNTOpUTMa MOUCKA.

Bcero 6but0 BBIIENCHO 60 KITacCOB, U3 KOTOPBIX 23 SBISIFOTCS HETPUBUAIBHBIMU (00JICe OIHOTO
MPWIOKEHUSA) U 37 TPUBHAIBHBIX. boJice MONHYIO CTATHCTUKY MOXHO HAWTH B PENO3HTOPUH HA
GitHub?.

Tabn 2. Cmamucmuka HatlOeHHbIX KIACCO8

Table 2. Statistics of found classes

Knace [punoxennii Crpanun Ienouka KOQUPOBOK
LoadMoreWordPress 65 2273 urldecode, phpser
JCCatalogBitrixOnlineS 33 128 base64, phpser
hopSoft
Settings 17 33 phpser
QuizSoft 15 919 phpser
SimpleAjaxManagerWo 7 935 base64, phpser
rdPress
MsgLogVAR 4 1528 base64, base64, base64,
phpser
InitState 1 101 base64, zlib, phpser
GdnMeta 1 67 urldecode, urldecode,
ison, phpser

3.4 OnncaHme HeKOTOpPbIX KNaccoB

B Tabn. 3, kak npumep, IIPUBEICHO ONHCAaHUE HEKOTOPBIX KIACCOB, KOTOpPBIE OBIIM BHIOPAHBI KakK

HHTEpECHBIC BHIIE, B oapasaene 3.3. [IpencraBneHHbIe CHTHATYPHI ONMCAHEBI Ha IICEBAOSA3BIKE HA

ocHoBe JavaScript, pu 3TOM UCTIONB3YIOTCS CIIEIYIONINE CIIEIHATbHBIE 0003HAUCHNS:

e *_ Ha MecTe 3TOr0 CUMBOJIA MOXKET OBITh JTF000€ KOJIMIECTBO (MOXKET OBITh HYJIEBBIM) JTFOOBIX
CHMBOJIOB, JIOITYCTHUMBIX B HJICHTU(QHUKATOPE;

® | — oIMH M3 NPEAJOKEHHBIX BAPUAHTOB,;

o <*>- mroboe obpalieHue K cBoiicTBaM (Hampumep, .property, [*1);

e SERIALIZED_OBJ — cepuanu3oBaHHbIi 00BEKT B TOW KOJAUPOBKE, B KOTOPOW OH ObLIT HAWICH
Ha CTpaHHUIIE;

e OBJ WITH_SERIALIZE_OBJ_INSIDE - JavaScript-o6sekT copepkamiiii BHyTpU ceOst
SERIALIZED_OBJ.

3 Penosuropwii co cratuctukoii: https://github.com/miron6/Insecurely-serialized-objects-research
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Tabn 3: Ilpumepsl onucanus HEKOMOPLIX KIACCO8
Table 3: Examples of descriptions of some classes

LoadMoreWordPress

Curnarypa

IIpumep xona

(true_posts* | ajax_query* |
loadmore*) = SERIALIZED OBJ |
0BJ_WITH_SERIALIZE_OBJ_INSIDE

var true_posts =
'a:63:{s:13:"category_name";s:7:"betsoft";...;
s:5:"order";s:4:"DESC";}";

JCCatalogBitrixOnlineShopSoft

Curnarypa

IIpumep xona

obbx_* = new
JCCatalog*(0OBJ_WITH_SERIALIZE
_OBJ_INSIDE)

var obbx_117848907_56410 = new
JCCatalogElement({..., 'SKU_PROPS': 'YTozOntpOjA
7cz0501JWWVNPVEFfTU@102k6MTtz0jc6IINUT1IPTKELIO

2k6Mjtz0jU6IIRTVKVUIjt9', ...});
Settings
Curnarypa [pumep xona
setting = SERIALIZED_OBJ setting =

'a:75:{s:6:"action";s:9:"save_edit";s:4:"name"
...5:8:"moduleid";s:3:"154";}"

QuizSoft

Curnarypa

IIpumep kona

window.gmn_quiz_data<*> =
OBJ_WITH_SERIALIZE_OBJ_INSIDE

window.gmn_quiz_data["1"] = {...,
"answer_array":"a:5:{i:0;a:3:{i:0;s:25:"...
:1;d:0;i:2;1:0;3}}", ...};

"

;1

SimpleAjaxManagerWordPress

Curnarypa

IIpumep kona

samAjax =
0BJ_WITH_SERIALIZE_OBJ_INSIDE

var samAjax =
{..."clauses":"YTo@ONtz0jI6I1dDIjtz0jExMzg6Iih
JRihzYS5hZF91c2VycyA9IDASIFRSVUUSIChzYS5hZF91..
IDApIjt9","doStats":"1",...};

MsgLogVAR

Curnarypa

IIpumep xoaa

MSLOG_var = SERIALIZED_OBJ

var MSLOG_var = "V1ZSdmVFN...UFE9PQ=="};

InitState

Curnarypa

IIpumep kona
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___INITIAL_STATE__ = ___INITIAL_STATE_ ={"intl":{"defaultLocale":"e
OBJ_WITH_SERIALIZE_OBJ_INSIDE | n", ...}, ...,
"description”:"eJyN...k5mw==",...};

GdnMeta

Curnarypa IIpumep xona

gdn.meta = gdn.meta={"AnalyticsTask": "tick",...,
OBJ_WITH_SERIALIZE_OBJ_INSIDE | "[{\"HashType\":\"md5\",\"TestMode\":false,\"T
rusted\":\"1\",..."}

4. lNMouck ysizeumocmeli

4.1 MeTtogonorusi, uCNoNb30BaHHas npu noucke yH3BV|MOCTeI7I

Jnga Bamupanmy TOro, MPOMCXOOUT JIM HA CcepBepe JecepHaau3alus KIHEHTCKUX JaHHBIX,

HCTIONIb30BAJINCH CIIEAYIONINE METOIBI.

e  OrnpaBka OpUTHHAIBHOIO 00BEKTA, HAAEHHOI0 Ha CTPaHHIIE, a TAKXKe HEKOPPEKTHOTO, C
TOYKH 3peHnus popmara cepuanmzanuy, OObeKTa.

e OtmpaBka M3MEHEHHOT0, HO CHHTaKCHUECKH KOpPeKTHOro o0bekTa. Hanpumep, nobasieHne
HOBOTO TIOJIS B CJI0BAph WJIM U3MEHEHUE CTPOKOBOI'O JIUTEpalla HE3HAUUTEIbHBIM 00pa3oM.
JlanHast IpoBepKa HyKHa, 4TOOBI OTOPOCUTD ClTy4au, KOTJa Ha CEpBEPHOIl YaCTH HPUIIOKESHUS
CepUaIM30BaHHBIN 00BEKT IPOXOAUT MPOBEPKY Ha CTPOTOE PABEHCTBO C KOHCTAHTHOM
CTPOKOH.

IIpu ucnonb30BaHNM BCEX METOAOB BBIIIE CPABHUBANKCH U aHaNu3upoBanuch HTTP-oTBeThI.

Jna BeG-mpuioxeHH, BXomAmMMX B mporpammy Bug Bounty, npousBoguiachk IONBITKa

JKCIUIyaTaluy ysI3BUMOCTEHN Ha CaMUX IPUIIOKEHUAX. JIJIs OCTANIbHBIX IPUIIOKEHUN IPOU3BOIUIICS

IIOMCK KOMIIOHEHTOB C OTKPBITBIM HCXOZHBIM KOJOM, Ha OCHOBE KOTOPBIX OHU peajln30BaHbl. B

cloy4yae HaxXOXJCHUS TAKOBBIX IPOBEPSATIACh BO3MOXHOCTb 3KCIUIyaTallUd YSA3BUMOCTH IIyTEM

PYYHOTO aHaIM3a KOJa U aTaKa Ha CTEHJOBbIE NIPUI0XKEHUS, CEIaHHbIE HA NX OCHOBE.

B ciydae, xorma momoOHBIE NMPOBEPKH HE JAaBalM OJHO3HAYHBIX PE3YNIBTaTOB, OTHPABIIUINCH

ceprann3oBaHHbIE OOBEKTHI CTAaHIAPTHBIX KJIACCOB MCIHOJIB3YEMOTrO SI3bIKAa MPOrPaMMHMPOBAHUSL.

Hanpumep, B ciiyyae PHP TakoBeiM siBisuicst kinacc DateTime. OtnpaBiisuicsi KOPpPEeKTHBIH |

HEKOPPEKTHBII cepHanu3oBaHHbIe 00bBeKT. J[lecepmanmsanms HekoppekTHoro PHP-o0bekTa

DateTime npuBoauT K (ataibHOI OmMOKe cepBepa, YTO SBISIOCH HHIAMKATOPOM HPOUCXOISIIeH

Ha CEepBEpE Jlecepualin3alim.

4.2 HanaeHHble yA3BMMOCTH

Kiacc Settings: ObUI0 BBISIBIEHO, YTO B JAHHBIH KJIaCC BXOAAT NPHUIIOKEHHS, CJICTIaHHbIE HA OCHOBE
PHP-dpeiimBopka OpenCart ¢ ucHonb30BaHUEM OJHOTO M TOTO JK€ IUIarnHa. B naHHOM IiaruHe
MPUCYTCTBYET HEIOCTATOK HEOE30MacHO! ceprann3alyu.

° 130 (6) PpCaIn30BaHO CTCHAOBOC IMPUIIOKCHUEC C UCIIOJIb30BAHUEM TEX KC TEXHOJIOTUH.

e Dbruta HalieHa IIeTIOYKa Ta/DKETOB C HCIIONB30BAaHMEM KiaccoB 0a3oBoro (peiiMBopKa,
TIO3BOJISFOIIAS BBITIONHUTH MPOU3BOJILHBIN KOJ Ha cepBeEpeE.

e JlaHHas ysI3BUMOCThH He OblIa IMyOJIMYHO U3BECTHOMH, II03TOMY pa3pabOTUHKU MPOAYKTa OBLIN
OINOBEUIEHbl O HAJIMYMU JAaHHOM YSA3BUMOCTH, a TakKe OBbUI TOJydeH WIACHTH(UKATOD
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ysassumoct CVE-2022-24108%.

Kmace SimpleAjaxManagerWordpress: OBIIO BBIIBICHO, YTO TPIJIOXKECHHS JaHHOTO Kiacca
ucnonb3ytor CMS WordPress (sBnsteTcst ogHOM U3 caMbIX pacnpocTpaHeHHBIX CMS B nHTEepHETE
[23, 24]) u arun Simple Ajax Manager.

L bruto pean30BaHO CTEHAOBOE IMPUIOKEHUE C UCIIOJIB30BAHUEM TEX XKE TEXHOJIOTHH.

e  brum HalieHBI IBE yA3BUMOCTH: HeOe3omacHas qecepuanu3anus u SQL-uHbeKIms yepes nons
CEepUaTM30BaHHOrO 00BEKTA.

e Haiinennas SQL-mHbpekuus He ObUIa MyONWYHO W3BECTHOH YS3BHMOCTBIO, MOSTOMY OBLI
OTIIpaBIIeH 3ampoc Ha momydeHne wuaeHtupukaropa CVE B oprammsammo WPScan.
YSI3BUMOCTB HE MOIYYHiIa HOBOTO HACHTH(HUKATOPA YI3BUMOCTH, HO HH(OpMAaLust 0 Hel Oblta
nobaBiieHa B CYHIECTBYIOIIYIO 3allUCh O HemocTatke ‘Jlecepmanmmzanyy HeIOBEPEHHBIX

JMAHHBIX S,

Kmacc LoadMoreWordpress: mpumokeHus ZaHHOTO Kiacca ucmoib3yror CMS WordPress, HO
TEXHOJIOTHsL, TJe UCIIOJIb3yeTcs Hebe3omacHas ieceprain3anus, He sBisercs mwiarndoM. Kox, rae
BBIMOJTHACTCS YSI3BUMBIH 3ampoc, ObLT MPUBEICH HA OJHOM 13 (OpyMOB /s pa3pabOTUHKOB.

e  CrpaHHIIB JaHHOTO KJacca OBUTHM HAaHICHBI HA psizie BEO-TIPIIOKCHHUN, BXOASIINX B IIPOTPaMMy
Bug Bounty.

e Jlpu mnomomu B3KcIuTyaTanuu HeOE30IMacHOW JecepHanu3aluyd IOIY4WIOoCh HOOUThCA
BBINOJIHEHHS ITPOU3BOJIFHOTO KOJIa HA CEPBEPHON CTOPOHE I BCEX 3TUX MPUIIOKECHUH.

e  Brur otmipasiteH otdeT 00 ysI3BUMOCTH Ha OJIMH U3 TIIABHBIX arperaropos Bug Bounty nmporpamm
HackerOne [25].

5. 3aknroyeHue

B nmamHO# craThe MpeIOKEH METOX TOWCKa HemocraTka “‘Jlecepmanm3anus HEIOBEPEHHBIX
JAHHBIX TIPH TIOMOINM TOHCKAa CEPHAIM30BAHHBIX OOBEKTOB BHYTPH HCXOJHOTO Koaa BeO-
CTPAHMIIBI, CO3JaHWA CHHTAKCHYECKHUX II1a0JIOHOB, OCHOBAaHHBIX Ha OCOOCHHOCTAX KOAA,
CoJiepKaIero B cede Cepruain30BaHHbBIN 00BEKT, U TOCICAYIONICH KIACCU(PHUKAIIMU CTPAHUI] BEO-
MPUIIOKEHUH.

JauHbIi MeTo] OBLIT MPOTECTUPOBaH Ha cTpanuax 6onee yem 70000 BeO-npunoxenunid. [TlomyueHs
CHHTaKCcH4ecKHe mabioHs! 11g 60 KI1accoB, KOTOPBIE MOTYT OBITh HCIIOJIB30BAHBI IIPH JabHEHIIIEM
ABTOMATH3MPOBAHHOM aHanMu3e BeO-TpunokeHui. Ha mpuimoxeHHsx Tpex HalAEeHHBIX KJIAacCOB
MOJYYHJIOCh YCTAHOBUTHh HAJIMYME MCKOMOTO HejnocTaTka. B xoze mcciemoBaHus OBUT MOJyYeH
unentudurarop ysspumoctn — CVE, nomonHeHa uHpOpManus O APYrod OOIICH3BECTHOM
VSI3BUMOCTH W OTIIPAaBIIEH OTYeT B mporpammy Bug Bounty mis memoro psia NpHIIOXKCHHH,
HUMEIOLIUX CXO0XKHUI HEJOCTATOK.
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AHHoTanusi. OTHIM U3 BO3MOXHBIX CIIOCOOOB YMEHBIICHHUS OMHUOOK B HICXOJHOM KOJE SBIAETCS CO3JaHHe
MHTEIUIEKTYyaIbHBIX HMHCTPYMEHTOB, OOJIEryaroIux Ipolecc pa3paboTku. Takue WHCTPYMEHTBI 4YacTo
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KIIacCU(UKAINK TUTIOB MEPEMEHHBIX NIPOTPAaMM, HAIMCAHHBIX Ha si3bike Python, cpaBHMMOI ¢ BEKTOpHBIMU
npencrasieHmssMi CodeBERT. Bonee Toro, OJHOBpEMEHHOE HCIONB30BAHUE TEKCTOBBIX H TIpad)OBBIX
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1. BeedeHue

B Hacrosmuii MOMEHT 3TalIOHHOW HEHPO-apXUTEKTYypOH s 00pabOTKH MCXOTHOTO KO/ ABISETCS
Tparchopmep [1]. BodbIIHHCTBO MOEeH TaHHON apXUTEKTYPhl TPHHIMAIOT Ha BXOJ MCXOIHBIN
KOJI B BUJIE TIOCJIEIOBATENILHOCTH TOKeHOB. [Ipn aTOM cnenmduyeckne cBoiicTBa HCXOIHOTO KOJa,
TaKye KaK HeJIMHEHHOCTh UCIIOIHEHUs, He yuuThiBatoTcs. [IpuMepaMu Mozeneil, pealn3oBaHHBIX C
UCTIONIb30BaHUEM JaHHOW apxuTekTypsl, sBisitorcss CUBERT n CodeBERT, nokazaBmme cBoro
3¢ PEeKTUBHOCTD JUTS pelleHHs eTIeBbIX 3a1a4 [2, 3].

AJbTEpHATHBOM TaKUM MOJXOJAaM SBISIOTCS IMPEABAPUTENLHO OOYYEHHBIE MOJAEIHM HAa OCHOBE
rpadoB, MOCTPOCHHBIX M3 HMCXOIHOTO Koja. Takue MOJeNd MOTYT YYUTHIBaTh 3aBUCHMOCTH B
nporpamme, Jaxe €ClIM HWCXOIHBIM KOJA pa3zienéH Ha Heckoibko ¢aitnoB. Mcmonb3oBaHue
NPE/ICTAaBICHUS. UCXOJHOr0 Koja B BHie rpada MEepCcreKTHBHO U HCCIENOBANOCh B HECKOJIBKUX
paboTax, B TOM YHCIIC OCBAIICHHBIX peaBapUTeIbHOMY 00yueHuto [4, 5]. Tem He MeHee TOIXOIbI,
OCHOBaHHBIE Ha rpadax, HOBBl M HENOCTaTOYHO M3y4eHbl. B maHHO# pabore mcciemyercs aBa
MOJIXO0JIa CO3/IaHMS MPEBAPUTEIHHO 00yIEHHBIX Ipa()OBBIX BEKTOPHBIX IIPEACTABICHUI: Ha OCHOBE
METOJIOB TPEHHPOBKM DEIALMOHHBIX BEKTOPHBIX IIPEACTABICHHH M Ha OCHOBE TpadoBBIX
HEHpOHHBIX ceTeil. KauecTBO MOMy4EeHHBIX BEKTOPHBIX MPEICTABICHUN OLIEHMBAETCS Ha 3aaaye
KJaccu(UKaMK TUIIOB IIEPEMEHHBIX.

OpHa w3 mpo0ieM CYIIECTBYIOUIMX IMOJXOJO0B aHajIW3a MCXOAHOTO KOJa C MOMOIIBI0 METOJOB
00paboTKM TeKcTa — OrPaHWYEHHOCTh 00pabdaThiBaeMOTO KOHTEKCTa. Mojenu MalInHHOTO
00yd4eHust, KOTOpbIe IPUHUMAIOT UCXOIHBIM KOJI B BU/IE TTOCIIEJOBATEIbHOCTH TOKEHOB (MOIENHN Ha
ApPXHUTEKType TpaHCPOpPMEDP), MOTYT 00pabaThIBaTh 32 pa3 OrpaHUYEHHOE KOJIMIECTBO TOKCHOB. [Ipn
9TOM pEJIEBaHTHBIE ISl PElIaeMOM 3aJa4M 4acTH KOJa MOTYT OBITh pa3MelleHbl B HECKOJBbKHX
¢aiinax. Ilo 3ToM mNpUYMHE aKTyaJbHBIMHA CTaHOBSTCS METOJIBI CO3JIaHMs IPEIABAPHUTEIHLHO
00y4eHHBIX Moieneil Ha OcHOBe TPpad)oB, TOCTPOCHHBIX U3 HCXOIHOTO KOJIA.

Wnes co3maHus MpeaBapuTeNbHON OOYYEHHBIX MOJAEIEH AN MCXOJHOTO KOJa, OCHOBAHHBIX Ha
rpacdoBeix Heiipo-ceteBbix Mojensx (GNN) we HoBa [5-9]. BONBIIMHCTBO TakuX IMOIXOIOB
TPEHUPYIOTCS MyTEM pELICHHS 3aJaydl TNpPeICKa3aHUs HAJW4YUS CBS3ed MEXIy pa3inuIHbIMU
3JIeMEHTaMH IIPOTPaMMBbI M MX TUIOB. MoJenu, HCHoNb3yIolye rpad)oBsle HEHPOHHBIE CETH, yKe
moka3anu CBOIO 3((eKTHBHOCT NpPH peIeHHH IeNIeBBIX 3anad. OnHaKo B CYIIECTBYIOUIMX
HCCIIEJOBAaHMAX HE MIPOBEJCHO CPaBHEHHUE MPEABAPUTEIIHLHO 00yUEHHBIX MOJIETIeH, pean30BaHHbIX
C TOMOIIBIO IpaOBBIX HEHPOHHBIX CETEH M C TOMOIIBIO apXUTEKTYpHI TpaHchopmep. [IpoBenenue
TaKOTO CPaBHEHUS SIBIISCTCS LENbI0 JAHHOM pabOoTHI.

[IpencraBneHnst UCXOAHOTO KOJa B BHJIE IIOCIEAOBATEILHOCTH TOKEHOB M B BUAE rpada Moryr
JIOTIONIHATD APYT Jpyra, HalpuUMep, IpU CO3JAaHUU CTATUYECKOIO aHAJIM3aTOpa TUIOB B SI3BIKAX
NpOrpaMMHpOBaHusl ¢ JuHamMudyeckod tunm3anueit (JavaScript, Python). Kak mpasuio,
CTaTHYECKHE aHAJIM3aTOPBI TUIIOB TI0JIAral0TCs Ha HAJIMYHE MO/ICKa30K B Koje (type hints). OxHako
(opManbHbIe METOJBI HE BCET/a CHOCOOHBI NPENOCTABUTH OJHO3HAYHBIH OTBET. DTy HpoliemMy
MOKHO YAaCTHYHO PELINTh, €CIM MEXaHU3M BBIBOJA TUIIOB CMOXET PaH)KUPOBATh KaHAMJATOB Ha
OCHOBE [IOTIOJIHUTENBHBIX JAaHHBIX, TaKWX KaK FWMEHAa IIEPEMEHHBIX WM XapakTep uX
ucrons3oBauust [10]. Jlns perennst 3amadm KiacCH(PUKAINM THIIOB TIEPEMEHHBIX DPaHee YiKe
JIeMOHCTpHpoBaiach 3((eKTHBHOCTS OTAENBPHO MPEACTABICHHA HCXOJHOTO KOJa B BHAC
MOCTIEIOBATENEHOCTH TOKEHOB M B BUAe rpada. B manHON paboTe mOKa3aHO, YTO TOYHOCTH
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KIacCHU()MKAMM THUIIOB MOXKHO YIydYIINTh IyTEM NPUMEHEHUs] THOPHIHOM MOJIEIH, KOTOopas

UCIIOJIb3YEeT OJJHOBPEMEHHO JIBA BUJIa PE/ICTABICHUI NCXOIHOTO KOJa.

HoBu3zHa naHHO#M paboTHI 3aKIIIOYAETCS B CIIEAYIOIEM.

1) PaspaGoran MeTOX MPeoOpa3oBaHUs MCXOTHOTO Koma Ha si3bike Python B rpad, comepkariuii
riIo0abHBIE CBSI3H, TAKHE KaK BBI3OBBI (DYHKIMH M IMIOPTHPOBAHUSA MOAYJIEH, 1 oTOOpaXkaer
CTPYKTYpPY NPOTPaMMBI.

2) IlpemmokeH NOAXOA [UISI IPEABAPUTEIBHONW TPEHHPOBKH PEISLMOHHBIX BEKTOPHBIX
MPEeJICTaBICHUI JIJIsl ICXOIHOTO KOJa Ha OCHOBe rpada ¢ mobasieHueM k-hop péoep.

3) TlpeanoxeH MOAXOMA MPEIBAPUTEIBHON TPEHUPOBKH rpad)OBOM HEHPOCETEBOH MOIETH IS
HCXOZHOTO KOJa, IIeTbi0 KOTOPOH SIBIISIETCS CO3/JaHNE BEKTOPHBIX MpeacTaBieHu. B kauecTse
3aja4d MPEeABAPUTEIHHOTO OOYYEHHsS HCIONB3YIOTCA NpElICKa3aHWe WMEH, MpeACKa3aHue H
Kiaccudukanus cBsized B rpade, Kiaccu(puKanus THIIOB y3JI0B B Tpade.

4) TIpoBemeHO WCCIENOBAHME NPUMEHIMOCTH MPEIBAPUTEIBHO OOYYCHHBIX BEKTOPHBIX
MPEICTABICHUHN Al PEelIeHNs 3a7ady KIAacCH(UKAINU THUIIOB MEPEMEHHBIX JUIS IPOTpamM,
HalMCcaHHBIX Ha s3bIke Python. IIpoBeneHo cpaBHeHHE rpadoOBBIX BEKTOPHBIX PEICTABICHUN
¢ BekTopHbiMu TipezcTaBicHnsaMu CodeBERT.

VcxXomHbIi KO 11 MOMyYeHHs Pe3yIbTaToB omybmrkosad Ha GitHub?,

2. 0630p numepamypbl

2.1 NpeaBapuTenbHO 06y4YeHHbIe MoAenu Ans UCXOO4HOro Koaa

[IpenBaputenbHO OOyYEHHBIE MOJENHM IO3BOJIAIOT COKPATHTh BpeMs TPEHUPOBKH. OHH
UCTIONB3YIOTCS ISl MHUIIMAIU3ALIH MOIENICH MallTHHHOTO OOYyUYEeHHUS NTPH PEIICHUN CaMbIX Pa3HbIX
3aga4. C MosiBICHUEM apXUTEKTyphl TpaHc(opMep MHOTHE pabOThI HCCIIEI0BAIH €€ TPUMEHEHUE K
ucxogaHoMy koay [2, 11, 12]. Oaus U3 caMbix 6a30BbIX MTOIXO00B IS IPEBAPUTENLHOTO 00yUEHHS
— Mackupymomas moaens (MLM). B HekoTopsIx paboTax HCHOIB3YIOTCS AONOIHUTENIBHBIE 3aJaUl
IpeaBapUTEIHLHOr0 00yueHHs, pa3paboTaHHbIE CTIIIHATIBHO I HCXOAHOTO Koja. K HUM oTHOCSTCA
MepeBOJl MEXAY SA3BIKaMH IMPOrPaMMHPOBAHUS, T€HEpaIlusl TEKCTOBOTO OMMCAHHS Uil KoJa U
redeparms koga u3 TekcroBoro omucanus [13]. CymiecTByOT MOAH(UKAINK, HUCTOIB3YIOIINE
urpopmanuio u3 rpada nporpaMmsl, HanpuMmep, rpada MoToka AaHHbIX [4].

B nocnennue ronpl nosBisieTcs BCE Gonblie paboT, HCCIEAYIOMNX HUCTIONb30BaHIE MOJATBHOCTH
HCXOJIHOTO KOJia B BHE aepeBa win rpada [4, 14, 15], a taxke rpadoBbie HEHPOHHBIE CETH IS
00ydYeHHUsI BEKTOPHBIX NpeICTaBIeHUN Uil ucxoxHoro koxa [5, 13]. Tem He MeHee cpaBHEHHUE
IpeiBapuTeIbHO OOYUYEHHBIX MOZEJel Ha OCHOBE ApXHTEKTYphl TpaHchopMep M rpadoBBIX
HEWpOHHBIX ceTed Bcé emé He mpoBepeHo. OnHA W3 MPUUYMH — CIOXKHOCTH OIIGHKH KadecTBa
MpeBapUTEIHLHO O0YIEHHBIX MOAETICH.

2.2 MeToAbl OLIEHKU NpeaBapUTeNbHO 00yYeHHbIX Moaernen Ans UCXOQHOro
Kopa

B mocnenHee Bpemsi mpenBapUTEIbHO OOYYEHHBIE MOZAENH ISl MCXOMHOTO KOjAa BCE dalle
OICHUBAIOTCS IIyTeM pEIICHHS TaKMX [ENeBbIX 3a1ady, Kak OOHAapy)XeHHE HeNPaBHIbHO
HCIIONIB3yEMBIX TTepeMeHHbIX [2, 11], npenckaszanne nMEH nepeMeHHbIX U GyHkwmit [5, 11], mouck
HCXOHOTO Koz [4], a Takske mepeBo1 MEXK/IY sI3bIKaMu mporpamMupoBans [4, 13]. MHoraa 3amaun
HAMpaBICHBl HA TO, YTOOBI TMOHSTH, KAKHE CBOWCTBA WCXOMHOTO KOJA MOYKHO H3BJICYh W3
NpEIBAPUTENHLHO 00YUEHHBIX BEKTOPHBIX MpEACTABICHMI. [IpuMepamMu Takux 3a7a4 MOTYT OBITh
KIacCU(UKaUUs  y37OB  aOCTPAKTHOTO CHHTAKCHYECKOTO JiepeBa  MPOrPaMMbl,  OLCHKa
[MKJIOMATHYECKOM CIIOKHOCTH, OIIEHKA JJIMHBI KOJa M OOHAPY>XEHNE HepaBUIbHBIX TUTIOB [16].

L https://github.com/VitalyRomanov/method-embedding
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2.3 MeToabl pewleHuns 3agaydium KﬂaCCVIdJMKaLIVIVI TUNOB NepeMeHHbIX

Hcnonp30BaHne TNpeABapUTENFHO OOYYEHHBIX MOJeNeld YacTo II03BOJISIET COKPaTHUTh BpeMs
TPEHUPOBKH U KOJIMYECTBO TPeOYeMBIX NaHHBIX NPU PEIICHHWM LeNeBbIX 3aia4. Ha HacTosmmit
MOMEHT HE CYIIECTBYET YCIICIIHOW IpeIBapUTEIbHO OOYyYCHHOW MOJETH IUISI UCXOIHOTO KOAa,
HCTIONB3YIoMmel rpadoBrle HEUPOHHBIE CeTH. TeM He MEHee CYIIeCTBYeT MHOXECTBO paboT, B
KOTOPBIX TaKHe HeHPOHHBIE CETH IIPUMEHSIOTCS IS peIIeHN LeJeBbIX 3a1a4. O THIM 13 TPUMEpOB
ABIACTCS 3ajavya KJIAacCHDUKAIMHM THIOB IEPEeMEHHBIX B IIpOrpaMMax, HallMCaHHBIX C
UCIIONIb30BAaHUEM SI3BIKOB IIPOrPaMMUPOBAHUS ¢ TUHAMHUYecKoi Tunu3anueii (Python, JavaScript).
[Tpu peweHny 3aga4n KIacCH(GUKALUE THIIOB YaCTO UCXOIHBINA KOJ, TOAaBaeMbIi Ha BXOJ MOJICIH
MAaIIMHHOTO 00YYeHHs, TPEACTABIAIOT B BUAEC MOCIeq0BarenpHoCcTH TokeHOB [10, 17, 18]. Takas
3a71a4a UMEEeT CMBICIT JUIS AMHAMUYECKHX SI3bIKOB MPOTrPaMMHUPOBAHUS, IS KOTOPHIX (hOpMabHBIN
CTaTHYECKHUI aHAIM3aToOp HE BCET/a MOXKET MPEAIOKUTh OTHO3HAUHbIH 0TBeT. [Ipu penienun stoi
3aJ]a4M C TIOMOILBIO MAIIMHHOTO O0Y4eHHMs, JUTsl KiIacCU(UKAIMY THIIA 3a4aCTYI0 HCIOJIB3YETCs He
TOJIBKO MH(OpMALKS O CTPYKTYPE HCXOTHOTO KOJia, HO TaK)Ke JOKYMEHTAIIMS U UIMEHA ITePEeMEHHBIX
[19, 20]. Pesynbrar KnaccuUKAIMU MOET 3aTEM MepeNaBaThCs B KAueCTBE PEKOMEHIAINI
CTaTMYECKOMY aHanu3aTopy. B onHol W3 paboT OBLT NpEeNCcTaBlICH MOAXON IO Ha3BaHHEM
TypeWriter, oOCHOBaHHBIN Ha peKyppeHTHBIX HelpoHHbIX ceTsax (RNN) [21]. Ou coueraer B cebe
BEPOSATHOCTHYIO OIIGHKY BO3MOXXHBIX THUIIOB W JAIBHEHIIYI0O BepH()UKALHUIO MPEIUIOKESHHBIX
KaHOUIaToB. bnaromaps BTopoMy miary, Takod MOIXOA MOXKET rapaHTHPOBaTb KOPPEKTHOCTb
MOJIY4EHHOTO THIIA.

Camas paHHsA paboTa, MOCBALIEHHAs 3amaye KIacCH()UKALUH THIIOB, HCCIEOBAla IPHUMCHCHUE
MAaIIMHHOTO 00YYSHHUS AT KiIacCH()UKANK TUITOB IIEPEMEHHBIX IIPOrpaMM, HaIlCAaHHBIX Ha S3BIKE
JavaScript. [Ipu 3TOM HCXOHBINH KO ObLT MPEACTABICH B BHE rpada moToka ynpasieHus [22].
HenmaBHo ObL1 mpeiodkeH moaxoj monx Ha3Banumem Typilus [23]. ABropsl 3TOoro mnoaxoza
UCIIOJNIb30BANIM TIPEJCTABICHHE UCXOJHOI0 KoJia B Buje rpada IoToKa yrnpaBieHUs U JaHHBIX. B
OTJIMYME OT NPEAbIAYIINX paboT, Iie TUI MOT TPUHUMATh OJTHO U3 3apaHee BHIOPaHHBIX 3HAYCHUH,
B 3TOM IIO/IXOJIC€ HOBBIE THIIBI MOTYT OBITh AOOABIIEHHI JaXke mocie oO0ydeHus. B mociennue romasl
Yarie MOXKHO HalTH paboThl, B KOTOPBIX OCHOBHOM MOJENBIO ISl KIIACCU(UKALIUH THIIOB SIBJISIETCS
rpadoBast HelipoHHas ceTb [24-26].

2.4 CywecTBylowme noaxonbl npeobpasoBaHUsA UCXOAHOro Koaa B rpady

Ilenpto maHHOW paboOThI SABISETCA HCCIEJOBaHHE MPHUMEHEHHS TpadoBBIX BEKTOPHBIX
NPE/ACTAaBICHUI Ul pELIeHHs LeJIEBBIX 3aJad MCXOoAHoro koxaa. Mopmar rpada mMoxer uMeTh
CYIIIECTBEHHBIN BKJIAJ B Ka4eCTBO (PMHAIBHBIX BEKTOPHBIX Npe/cTaBieHUH. Jlanee paccMOTpEHBI
HECKOJIKO ()OpMaToOB: B BHAE a0OCTPaKTHOTO cHHTakcuiyeckoro xaepeBa (AST), rpada moroka
ynpaBieHusl U rpada MOTOKa JAHHBIX, ¥ MEKIPOLEIypHOro rpada. DT BHUABI NMpEACTaBICHUI
MOTYT OBITh KOMOMHHPOBAHBI B Pa3HBIX COYETAHUSIX.

[MpencraBnenue B Bune AST noiyyaercsi HEMOCPEACTBEHHO U3 UCXOJHOT'O KOJIa IIPOrPaMMBI. Y 3J1bI
0003HAYAIOT 3JIEMEHTHI HICXOHOTO KO/1a, a pedpa — 3aBucuMocTH. Takoe rpescTaBlieHHE MOIYIYNTh
IPOIIE BCEro, OJHAKO OHO OOJIQIaeT Ps/IOM HEJOCTaTKOB: HaJM4YHe Y3JIOB C MOBTOpsIOIIEiics
(YHKIMOHANBHOCTBIO (Hanpumep y3iusl nukioB for u  while), 3aBHCMMOCTB OT sI3BIKa
MIPOrpaMMHpPOBaHUs, OOJIBIIOE KOJIMYECTBO Y3JOB B JepeBe. HecMOTpst Ha 3To, HpencTaBiIeHHe
ucxoAHoro koma ¢ momoipto AST Ha CerogHsAIIHWI JEHb [IMPOKO MNPUMEHSETCS B
HCCIIeIoBaTeNbCKHX padoTax [27-29].

[Tpn wucnonezoBanuu rpadoB MOTOKA yHpaBieHHs Y376l 0003HAYAIOT BHIpaKeHHUs, a pedpa —
nepeady yrpaBJCHUsT MEXIY BbIpakeHHsMH. YacTo mpoueaypbl MPH TaKOM IMPeICTaBICHHU
MMEIOT BXOJIHBIE U BBIXOJIHBIC Y3Jbl. ['padbl IOTOKA yIpaBiieH s COAEPIKAT MEHbIIE y3JI0B U MOTYT
obecrieunTh TMpeJCTaBIeHHE MPOrpaMMbl Oojiee HE3aBHCHMMOE OT S3bIKa MPOrpaMMHPOBaHHS.
CyIecTByeT MHOXKECTBO PaboT, HCIIOJIB3YIOIIHX rpad MOTOKA yIpaBIeHHU UL aHAJIN3a HCXOAHOTO
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KOJIa ¢ MOMOIIBI0 MamkHHOTro 00yueHus [30-35]. MHorma, BMECTO HCIIOIB30BAHMS TIOJIHOLEHHOTO
rpada moToka ympasneHust, npeactaBierue AST nononHseTcs péopaMu NOTOKa yIpaBICHHS.
I'padpl moTOKa TAHHBIX MONYYAIOTCS IMyTEM HM3BICYECHHS 3aBUCHMOCTEH MEXIY INepeMEHHBIMU.
Takue npencraBiaeHHs MOTYT HE COIEPXKATh YCIOBHBIX BBIPAXKCHHUH M, KaK CICICTBHE, OlIEPaTOPOB
ynpasieHus. IIpeacraBienne B BuAe Tpada IOTOKA JaHHBIX MOJIYYUTH TPYIHEE BCEro, HO €ro
TI0JTB3a JIJISL PEIICHUSI 3a/1ad MAITMHHOTO 00y9IeHus OblIa He pa3 mpoaeMoHcTpupoBana [31, 32, 34-
36].

IIpu 06paboTKe HCXOAHOTO KOZa Tpadbl MOTOKA YIPABICHUS WM JAHHBIX OOBIYHO CTPOSATCS I
oJHOU mpouexypbl Wi QyHKIMH. MexnpouenypHsle rpadbl COSTUHIIOT HECKOJIBKO OTIEIBHBIX
rpadoB B OJIMH Yepe3 BXOJHBIE M BBIXOIHBIE Y3JIbl, KOTOPBIE ONPEICIICHBI IS KaXK 101 IPOLETYPHhI.
CyliecTByIOINE HHCTPYMEHTHI MO3BOJISIIOT TOJIYYUTh TaKOE MPEJCTaBICHUE TOJNBKO JUIS Y3KOTO
Kpyra sI3bIKOB IporpammupoBanus. OnuH n3 crnoco0OB MOCTPOEHMsI Takoro rpada ucronb3yer
HHGPOPMAIIHIO OT KOMITIIISTOpa porpamMMsr [37].

®dopmar mpezcraBieHuss B BuAe rpada IMOJe3eH IMPEeXkJe BCEro IMOTOMY, YTO OH II03BOJISIET
3arcyaTiCTb CTPYKTYPHBIC 3aBUCUMOCTH B MCXOJJHOM KOJE. O[[HaKO HE BCC 3aBUCUMOCTH MOTYT
OBITh HCHOJIB30BAaHbl CYIIECTBYIOUIMMH METOJAMHU MalIMHHOTO o0y4deHHs. OCOOEHHO 3TO
CIpaBeNIMBO IS Y3J10B B Ipade, pacrosoKeHHbIX Ha OO0JIBIIOM YAAICHHH JAPYT OT apyra. YtoOsl
COKpaTUTh PaccTOSIHUE B Tpade MOKHO UCIIOJIB30BaTh JOIOJHHUTEIBHBIE pedpa, KOTOPBIE SIBHBIM
00pa3oM MPEACTABISIOT MOJNE3HbBIC CBI3H MEXKAY yIanéHHbIMU y3namu. Tak, npeactaBienne AST
YacTO JOMNONHIETCS BCHOMOratenbHeIMH péOpamMu. OHH MOryT ObITH W3 4mciia p&bep MOTOKA
YIOpaBJICHUs] WIM JaHHBIX, a Takke BBIIOIHATH CYry0o BCIIOMOTaTeNbHbIC (QYHKIHH.
BceTpeuaromnpecs: TUIBI JONONMHUTENBHBIX peOep MOXKHO pa3OUTh Ha HECKOJIBKO TPYIIIL:

e p&0pa, obosHauaronme tTun ganHbix (Type, Inherits) [25, 30, 38];

e péb6pa ymomunanus (LastUse, LastWrite) [38];

e p&6pa Bb3oBa (yukiwmii (FunctionCall) [6, 39];

e pé0pa 3aBucumocTr ganubix (NextUse) [23, 28];

e pé6pa cnenoBanust (NextExpression, NextArgument u NextToken);

e pé06pa Bo3Bpara (ReturnTo) [29, 31, 38];

e péb6pa cocennux y3nos (Sibling) [38];

e pé&bpa arrpubyroB (NodeName u NodeType) [28, 40];

e oOpatHbie p&Opa [41].

Ipu BeIOOpE TIpecTaBieHus Tpada BOZHHUKACT ECTECTBEHHBIN BOMPOC: KaKUE TUIIBI pEOep B rpade
BXHBI JUISl JOCTHXKEHHsI BBICOKOTO KadyecTBa MOAEJEeH MaIlMHHOrO OOy4YeHWs Ha BBIOpaHHOU
3amaue? K coxkalleHHro, yIanoch HAlTH TONBKO JBe paboThl, 3aTparnBaroIine JaHHbIA BOpoc [23,
41], B KOTOPBIX MPOBOMMIACH OICHKA BKJI4Ja Pa3IMYHBIX THIOB pEGEp MPH pEIICHHH 3a1ad

PI}IGHTI/I(I)I/IKaHI/II/I HETIPAaBUJIIBHO UCTIOJIB3YEMBIX IEPEMECHHBIX, Knaccnquaunﬂ HMEH MEPEMEHHBIX U
KHaCCI/I(l)I/IKaHI/IH THUIIOB IIEPEMECHHBIX.

2.5 BekTopHble npeacTaBneHus ans rpacdos

CoBpemenHnsie rpad)oBbIe HEHPOHHBIE CETH MacITabMUpyeTcs 10 MIJUTHOHOB M MIJUIHAPIOB Y3JI0B
[42], uro OTKpBIBAET BO3MOKHOCTH JUTSl MX MPHMEHEHHS K IIMPOKOMY KpPYyTy 3amad. B omHoi u3
pabot ObuT pa3paboTaHn Meton mnon HaszBaHueM M-GNN, mnpenHa3sHAYCHHBIA [UIS CO3JaHUS
HEPapXUYCCKUX BEKTOPHBIX MpeAcTaBieHuil mis rpados [43]. Uepapxus co3nmaéres myTém
ynpoieHus rpada 3a cuér oObeTMHEHNS Y3JI0B B CYNEpy3Jibl. UeM BbIlle YpOBEHb HEpapXuH, TEM
MEHBIIIE Y3JI0B B rpade.

Apxurextypa rpadoBoii Helipocern non HazBaHnueM R-GCN Obuia paszpaboraHa Juisi 00pabOTKH
rereporeHHbix rpados [44]. OHa moxeT obpabarsiBaTh rpadbl ¢ HECKONBKHMH THIAMH pEOEp.
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JlaHHasi MOJielNb SIBIISIETCSl aBTOKOJMPOBILUKOM, II€Ib KOTOPOTO BOCCTAHOBUTH MH(MOPMAIHIO O
p€opax B Tpade. B omHOI M3 pabOT aBTOPHI PEUIMIIA HUCIOJIL30BATh JEKOIUPOBIINK C MEHBIITUM
KOJIMIECTBOM TPEHHUPYEMBIX mapamerpoB [45]. B kauecTBe KpUTepHs CyIIeCTBOBaHUsS pebpa OHU
ucnonb3oBany Lenesyto Gynkuuro RotatE. B npyroii padbore R-GCN-nono0OHas apxutektypa Obliia
MOAU(UIMPOBAHA JJIsI pabOTHI ¢ MEXaHU3MOM BHUMaHHUs [46].

I'pachoBbie BEKTOpHBIC MPEACTABICHUS BCE 4alle HAXOAAT CBOE MPUMEHEHHE IpU aHaIHu3e
HCXOJIHOTO KOZIa C TOMOIIbIO MaIllIMHHOTO 00y4eHus. J{anee npuBoIUTCSs ONMCAHUE UCIIOIB3YEMOTO
B JJaHHOM paboTe Moaxoaa mpeoOpa3oBaHMs HCXOJHOTO Koja B rpad M METOIOB TPEHUPOBKH
rpadoBBIX BEKTOPHBIX MPEICTABICHUIA.

3. Memodosnozus

Jlanee onuckIBalOTCS NpUMEHsIEMbIE B JaHHOH paboTe METOIbI IIPe0Opa3oBaHus HCXOJHOTO KO/ B
rpad, TpPEeHHPOBKH TpadOBBIX BEKTOPHBIX IIPEACTABICHUH M TECTUPOBAHUS ITOJYYEHHBIX
BEKTOPHBIX MPE/ICTABICHUH Ha 3a7a4e KIacCH()UKAILIMN TUIIOB IIEPEMEHHBIX.

3.1 NMpeo6pa3zoBaHue MCXOQHOIO Koga B rpad

B pamkax paHHO#l paboThl K rpadoBOMY NPEACTABICHUIO HCXOJHOTO KOJAA BBIJBUTAIOTCS
crnenyromnye TpedoBaHus: 1) nepeMeHHbIe ¢ OJJMHAKOBBIM UMEHEM, BCTPEUAIOIIHECs B Telle OHOU
(bYHKIMH, TOJDKHBI HHTEPIIPETHPOBATHCS KaK OJIMH y3el B rpade, 4ro mo3BoiuT 6osee 3¢ HeKTHBHO
W3BJIEKaTh MH(POPMAIMIO O TO3UIHMAX B KOZAE, TJ€ HMCIOJIB3YETCs JaHHas NepeMeHHas; 2) s
BEIpaKEHUH, OTIpeIeIEHHBIX B TNl YCIOBHOTO oreparopa if, ko for u while, 6:10ka 06padoTku
UCKJIIOYEHHH try, B rpade JOJDKHBI MPUCYTCTBOBATH CBSI3M C YIIOMSHYTBHIMH BBIIIE ONEPATOPaAMHU
(mampuMep, Ul BBIpakeHHMs1 B OJoke omeparopa if IOJDKHa HPHCYTCTBOBATh CBS3b C Y3IIOM,
COOTBETCTBYIOIIMM JIaHHOMY OIIEPaTOpy), Y4TO MO3BOJHUT YBEIWYHUTHh CTENEHb BEPUIMH Tpada u
COKpaTUTh €ro IuaMerp; 3) B rpade MODKEH OTPaKaThCs MOPSAMOK MCIOIHEHHS BBIpAKCHUH; 4)
CBSI3U C UMIIOPTHPYEMBIMH MOAYJISIMH, BBI3BIBAEMBIMU (DYHKIMSMH, U HACIEIyeMbIMH KilacCaMy
JIOJDKHBI OJTHO3HAYHO pa3pematses; 5) 3HaYeHHs KOHCTAaHT B MCXOJHOM KOJe (YHCeN M CTPOK)
JIOJDKHBI He OoToOpaxarbcs B Tpade ISl COKpalleHHs 4YHCia YHHKaIbHBIX Y3JIOB; 6) s
YMEHBILIECHUSI KOJIMUECTBA YHUKAIBHBIX UMEH, MMeHa (QYHKIMH U HEPEMEHHBIX JOJDKHBI OBbITH
TOKEHU3HPOBAHBI.

Haeneuan we NOKaNkHOT e rpadia ANG OTARMRHAY Gaknoe

Kog rneEnsHorD rpade

NepeMeEHHbI; et
Aepesa SR " pétep |

|_. . [ .\|
Tt ConocTasneqde |
L rnodansHblx Yanos |

J /

[ (
WexaaHsii ( VizanaueHmus 1 | ] Hobasanna |
G %| aospanarhe CHHTAKCWUECKDTD % LuBauisrie yaniia !% BCIIOAMOraTEN bl
\ \ |

[l R REEETRES
FAGEANBHOTD W
NOKENEHOMD rpados

Puc. 1. Ilpoyedypa npeobpazosarnusi ucxooHo2o kooa 6 zpagp
Fig. 1. The procedure for converting the source code into a graph

CTOUT OTMETUTh, YTO ISl HEKOTOPBIX 3a7ad HCXOAHOTO KoAa c(hOpMyJIMpOBAaHHOE BBIIIE
IIPE/ICTaBIICHNE MOXKET OBITh M30BITOYHBIM. B wacTHOCTH, B paznene 4.8 mpoBOSTCS 3KCIIEPUMEHTEI
10 TPOBEpPKE HEOOXOAMMOCTH HCIIOIb30BaHMS TJIO0ANBHBIX CBS3€H, CAOTOKEHM3allMM MMEH WU
HaJIM4Hst HTHOPMAIMH O TUIIAX CBS3EH MEX/Ty y3JIlaMH P PEIICHNUH 33/1a91 KTacCU(UKAIUY THIIOB
nepeMeHHbIX. Tak Kak Imenb pabOThl 3aKIIOYaeTcss B MNPOBEPKE KayecTBa IPeIBapUTEIBHO
00ydeHHON MOZeny, JUII HW3HAYAJIBHBIX SKCIIEPHUMEHTOB, MPOM3BOIUTCA IOCTpOeHHe rpada B
COOTBETCTBUH C YIOMSHYTHIMHU BbIIIe TpeboBauuaMu. IlocTpoerne rpada oCyIecTBIsIeTcsl MyTeM
HCTIONb30BaHUs IPOLEAYPHI, IPUBEAEHHON Ha puc. 1.
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Ha mepBoM miare ocymiecTBIIsIeTCsl U3BJICUEHHE TI00aTBHBIX B3aUMOCBS3EH C TIOMOIIBIO YTHIHTHI
Sourcetrail?. B nponecce nuaexcuposanus Sourcetrail cosnaer 6a3y JaHHBIX TIOOATBHBIX CBA3EH.
IIpumepamMu MOTYT OBITH CBSI3M C BBI3BIBAGMBIMH B KOAC (YHKIHSAMH, HUMIIOPTHPOBAHHBIMH
MOJIJIAIMH, & TaKkke OTHOUIEHHS HacnenoBanus. ['pad ggiopar = (Ngiovar Egiopar) TPEACTaBISET
co00if MHOXXECTBO TNIOOANBHBIX Y37I0B M B3aMMOCBs3eil Mexay HUMH. YTwiuta Sourcetrail
MO3BOJISICT M3BJICKATh 3aBHCUMOCTH, JaXKe KOrJa MPOHCXOIUT UMIOPTUPOBAHHE M3 CTOPOHHHUX
nakeroB. B pesynbrare Juis 4acTo UCTIONb3yeMbIX OMOIMOTEK coOnpaeTcss HHPOPMaIHs O TOM, KaK
UMCHHO OHM HCIONB3yIoTCs. B momonnenme, Sourcetrail coxpaHseT COOTBETCTBHE MEXIY
HCXOIIHBIM KOZOM U y3JIaMH B Tpade, 9To ITO3BOJIET IO3JHEE IS pEIIeHHUs 3a1a9H KiIacCuPUKAIIH
TUTIOB OJHOBPEMEHHO HCIIONB30BaTh COBMECTHOE IIPEACTABICHHWE HCXONHOTO KOIa B BHAE
MOCJIEIOBATEILHOCTH TOKCHOB U B BHE Ipada.

Hanee, o0paboTka MCXOTHOTO KOJa B KOJOBOW 0a3e OCYIISCTBISETCS Ha YPOBHE OTHCIBHBIX
¢aiinos. Jst M3BIEUIECHHS CHHTAKCHUYECKOTO JepeBa IPOrpaMMBbl HCIIONIb3yeTcst Moxydh ast (Python
3.8). [Hamee mpoucxoautr ¢(OpMHUPOBaHHE JOKAJIBHOTO Trpada HCXOAHOTO KOIA Jiocal
(Nyocats Erocar), KOTOPBIA co3maérest ISl OTAENBHO B3ATOTO (aiina. Ha mare oObemnHEHUS HMEH
MEePEMEHHBIX TMPOUCXOAUT IPeoOpa3oBaHUE CHUHTAKCHYECKOro JepeBa IporpamMMel B Tpad.
[TepemeHHBIE ¢ OAMHAKOBBIM MMEHEM BHYTPH Tejla (yHKIUH OOBEIUHSIOTCS B OMH y3€l. 3aTeM
NPOUCXOJUT J00aBJIEHHE BCHOMOTaTeNbHBIX pEOep. Jlnsi BhIpakeHHH, ONpeNeNEHHBIX B Tele
yciosHoro oneparopa if, mukmos for u while, 6;oka 06pabotku uckiroueHui try, 106aBIAIOTCS
CBSI3M C YMOMSIHYTBHIMHU BBIIIIC OmepaTopamu (Hampumep, Ui BbIpaxkeHus B Oioke omepatopa if
J00aBIsIeTCs CBSI3b C y3JIOM, COOTBETCTBYIOIINM JaHHOMY oneparopy). st oroOpaxeHus nopsiaka
WCTIOJTHEHH IIPOTpaMMEBI B rpad)e NCIONB3YIOTCA JOMOTHUTENBHBIE pEOpa Next u prev.

[TocnenHmii mar B mpoiecce co3AaHus JOKalIbHOTro rpada — Tokenusanus uMEH. Ha aTom 1are B
rpad mo0aBisIOTCS y3ibl U péOpa Thma Subword, koTopeie 0003HAYAIOT TOKEHBI UMEH. Y3JIbI,
TIPECTABIISIOIINE TOKCHBI, SIBILTIOTCS OOMIMMH TSI BCeX (paiiiioB B KogoBoii 6aze. be3 TokeHu3armm
KOJIMYECTBO YHUKAIIFHBIX UMEH PACTET 32 CUET HEOJOTH3MOB I10 Mepe JT00aBICHUS HOBOTO KO/Ia B
KOJI0BYI0 0a3y [47]. OmHUM M3 caMbIX MOMYJSIPHBIX WHCTPYMEHTOB JUIS TOKCHHU3AIUU SIBISCTCS
sentencepiece [48]. Ou ocHOBaH Ha aNrOPUTMAxX CHKATHS, HAXOAUT HaNOOJIee YacTO BCTPEUAIOIINECs
MOJCTPOKH B KOZAOBOM 0a3e U MCIOJIB3YET X B KAUECTBE TOKECHOB.

Ha nocienaem starme 06paboTKu (aityia B K0I0BOH 0a3e MPOMCXOIHUT COMOCTABICHUE TI00aTBHBIX
y3noB. K nokambHomy rpady mobasnstorcs pebpa tuna global_mention, ces3biBaromue y3ibl
JIOKAJBHOTO Tpada ¢ COOTBETCTBYIOIIUMH HM Y3JIaMHU Tio0ampHOTO Tpada. OTH pedpa MOKHO

IPENCTaBUTh  rpadom Yglobal_mention = (Nlocal u NglobalrEglobal_mention) . PesynbraTom
COMOCTaBJICHUS ABISICTCS IPpad g = Giocar Y Igiobal Y Gglobal_mention- [Tocne sToro npoucxoaur
o0BpemuHeHne rpada g Uit oTAeIbHOro (afina ¢ odmuM rpadgom G, KOTOPEIA 00bETUHSIET B cede
Bce 0OpabaThiBacMble TTAKETHI.

[pumep rpada, NOCTPOSHHOTO M3 HCXOAHOTO KOJA, MOKa3aH Ha puc. 2. MICXOIHBINH KOA COOCPIKHUT
ompezneneHuss BYX (yHKumd u  BeI3OB (QyHKuMHM. B Xome wu3BiedeHHs aOCTPaKTHOTO
CHHTaKCHYECKOT0 AepeBa CO3/aTcs y3ibl onpenenennid Gpynkuuid (FunctionDef) u aprymentos
(arg), seipaxkenuit return, if u (Call). Koncrautsl, Takne Kak 4uClia W CTPOKH, 3aMEHSIOTCS
crieuaibHbIM y3ioM Constant. Jlanee nmpoucxoauT oObeAWHEHUE Y3JIOB INepeMeHHbIX. Tak, 0ba
YIOMHHAHUSI IEPEMEHHO# C B pyHKuuH cONdition 0603HAYAIOTCS OJJTHUM Y3JIOM.

2 https://github.com/CoatiSoftware/Sourcetrail
243



Romanov V.A., Ivanov V.V. Comparison of graph embeddings for source code with text models based on CNN and CodeBERT
architectures. Trudy ISP RAN/Proc. ISP RAS, vol. 35, issue 1, 2023. pp. 237-264

. @ scale
- 5 \
example ~ 4
defscale(a): ._____ PR 2
— > 3 T
returna* 5 - . ’Q&
e 5 i o example@example_0x : @ condition
: N .vq;-h__g_s‘ﬁnw i z ,.
ml&@Mod: _exarmple o ~, TR Mo oo condition@Module_exam
B i R o
i B L %
e // next ™~ R %, R
2 O next e
example.scale ¥ - i : -
] P sxamplg.condltlon Call_0x2
/5 EAE Al 5
. & :
/ _g 5_*,1‘, scalei@FunctionDef_condition
. . . o _;‘, &% : .
def condition(a, b, ¢): . 5 3 ® ® “w 4 &9_.'_?:3“_0;(1
Fasbi oo g8 o e :
return scale{c) - T S 7 4 ' @ . u";m Def_conditi
else: ; 2 §)’ = b@FunctionDef_condition .-".* / NERANLIAT: COmition
etum ¢ o 2 = R.ﬂf_l-_'_'_"f_n’“ a@Fl._irlc'?lonDef_nondldlon o, /, |
#. et
o7 L] L
o i &
a@l-‘urlctlonnof'_scais&
Ty, TN ":;?
' . o
T £5Y
o . .
condition{1, 2, 3} .-

Puc. 2. Ilpumep epaga ucxoonozo kooa, nocmpoenro2o 015 08yx Gyrxyuil. cxoomulil ko0 nokazau ciesa.

TlynkmupHble uephvle TunuL 8e0yn om onepamopos 6 Kooe K Y3iam epaga, Komopbvie npedCmasisiiom smu

onepamopbwl. [IyHKmupHvie ysemmule TUHUU NPeOCMAsIam coboll OoOnoIHumenbHvie pebpa, 000agieHHble

npu ayemenmayuu. Mmena HeKOmopuix Y3108 U HEKOMOPbIX pedep, a maxdice 6cex oopamHuix pebep
onywensl 015 001e2ueHus NOHUMAHUA spaga
Fig. 2. An example of a source code graph built for two functions. The source code is shown on the left.
Dashed black lines lead from the statements in the code to the graph nodes that represent those statements.
The dotted colored lines represent additional edges added during the augmentation. The names of some

nodes and some edges, as well as all back edges, have been omitted to make the graph easier to understand
Pé6pa, MPEACTABJICHHBIC CIUIOIMIHBIMU JIMHUAMHU, B3AThl HEMOCPCIACTBECHHO U3 a6CTpaKTHOFO
CHUHTaKCHYeCKOro JiepeBa. PeOpa, mpejcraBiieHHbIE TyHKTUPHBIMU JIMHUSIMH, MOJYY€HbI Ha JTare
nobaBneHust BcmoMoraTenbHbix péobep. Hampumep, tum pebpa mention_scope B ¢yukimu Scale
COEMHACT Yy3€J, MPEICTaBISIONINI OMepanuil0 YMHOXEHHS, C VY3J0M, MPEACTaBISIONUM
ompenenenne (GyHkiuu. Jlpyrue BCIOMOraTtelibHbIE pedpa HCIOIb3YIOTCS Ui COCAMHCHUS
CIEIYIOUINX APYT 3a JPYroM BBIpaXEHHH B Kojae (Next, prev), KOHTEKCTa YCIOBHOTO OIleparopa
(if_true, if_false). Ha srame TokeHu3armu nMEH cO3at0TCs Y31kl U péopa Tuna subword. Ha stare
COIOCTABJICHUsI TI00ATBHBIX y37I0B 100aBisiroTest péopa tuma global_mention. Bee pebpa, kpome
subword u 0p, COeIMHSIIONIUX ONIEPATOPHI, UMEIOT ApHbIe 00paTHbIe PEOpa, KOTOPHIE HE TIOKA3aHbI
B JAHHOM IIpUMeEpeE.
VY3761 T700aMBHOTO Tpada MOKHO OTIACIUTH OT 00miero rpada. [1o0anbHEIA y3el mpeacTaBisieT
c000¥ KOHKPETHBIN KJIACC WA (PYHKIHIO, KOTOPask MOXKET MOSBIATHCA KaK B PA3IUYHBIX (haiinax,
TaK W B Pa3IMYHBIX MakKeTax. [JT00aNbHBIC Y3JIBI CBS3aHBI C JIIOOBIMH HX YIIOMHHAHUSIMH B
JIOKaJbHOM Tpade ¢ moMomplo oTHOIIeHUit Tuna global_mention. Takum o6pa3om, JIOKaIbHBINA U
r7100aBHBINA TPadbl MOXKHO OTAENUTH IPYT OT APYTa, €CIIN YOATUTH CBSA3H 3TOTO THIIA.

DToT (haKT MOKHO HCIIONB30BATh IS IPEABAPUTEIBHON TPeHUPOBKU. Hampumep, B Oymymem, B
KayecTBE OJHOW W3 MeNeBBIX (GYHKIHMHA I TpPEABAPUTEIHHONH TPEHHPOBKH MOXKET OBITH
HCCJIEJOBAHO MpeCcKa3aHue TI00albHbIX OTHOIIEHUH HAa OCHOBE JIOKAJILHOTO rpada.

ATpuOYTBHI Y3]I0B UMCIOT Ba)XKHYH) POJIb IPU IPEIBAPHUTEIEHOM OOy4YeHHH. B mpeanoxeHHOM
(dhopmare Tpada Kaxabli y3el acCOIMUPYETCS ¢ UMEHEM U THIIOM.
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J1st OONBINMHCTBA Y3JIOB, MONYYEHHBIX M3 aOCTPAKTHOTO CHHTAKCHYECKOrO IEpeBa, HMs
ompeznemsieTcss THIOM y3ma. s y37oB, 0003HAYarOIIMX HMEHA MEPEMEHHBIX, (YHKIMH, HIH
apryMEHTOB, HMs OepEércsi M3 HMCXOOHOrO Koja. VimMeHa mist rI00ajbHBIX Y3II0B H3BJICKAIOTCS
yrunutoil Sourcetrail u mpeacTaBisOT coO0W MOJHBIN MyTh OT MaKeTa M0 MMEHH 3JIeMEHTa
(mampumep, mms metoma  init  kmacca string makera builtins uMs Oyner umers BuA
builtins.string.__init_).

3.2 NpepBaputensHoe o6y4vyeHne rpacpoBbIX BEKTOPHbIX NpeAcTaBneHnmn

Jist coznanust mpeaBapuTeNIbHO 00YUYEHHBIX BEKTOPHBIX PEACTAaBICHUI MPEIOKEHO J1BA ITOIX0/1A.
IlepBbIli MOAXOM HCHOIB3YEeT METOABI CO3AAaHUS DPESALUOHHBIX BEKTOPHBIX MpPEICTaBICHUH,
paspaboTaHHBIX JUIg rpadoB 3HaHus. Kak u rpad 3HaHMs, npencTaBieHHe HCXOAHOTO KOJia B BHIC
rpada CoOAEpKUT CYLIHOCTH (JIEMEHTHI TPOrpaMMbl) M OTHOLIEHUS MeKAy HUMU. Takoii criocob He
TpeOyeT OOJBIIOr0 KOJIMYECTBAa BBIYMCIHMTEIBHBIX PECYpPCOB, W MOITOMY paccMaTpHBaeTCs B
IaHHOH padote. BTopoii momxox ucmone3yer rpadoBbie HEHPOHHBIE CETH.

3.3 MeToq 06y4eHUs1 pensiLMOHHbIX BEKTOPHbIX NpeAcTaBrneHun

Mertoj 00yudeHHs: PESSIIMOHHBIX BEKTOPHBIX NPENCTAaBICHUH 3aKiodaercsi B cieaytomem. Llens
TPEHUPOBKM — BOCCTAHOBJIEHHE TpOeK oTHommeHu# (h,7,t), rae h u t — TOIOBHOH M XBOCTOBOM
OOBEKTHI, a 7" — THIT OTHOIIEHHS. L[enb TpeHUPOBKH 3aKII0YACTCS B TOM, YTOOBI MAaKCHMH3HPOBATh
MpaBIONON00HEe A MPAaBHIBHBIX TPOEK M MHUHUMH3HMPOBATh — IJISl HENPaBWIBHBIX. B maHHON
paboTe paccMaTpUBaeTCs HECKOJIBKO CTAHAAPTHBIX MOAXOA0B ISl TPEHUPOBKH:

e TransR [49];

e DistMult [50];

e RESCAL [51];

e ComplEx [52];

e RotatE [53].

OnHoii U3 ocobeHHOCTel Trpada MCXOTHOTO KOJa SBISETCS HU3Kas CBA3HOCTH Y3JIOB B rpade,

KOTOpasi 3aTpylnHAeT OOy4YeHHE PENALMOHHBIX BEKTOPHBIX MpeACTaBieHUH. J{iIs TOro 4roObl

YAYy4YIINTE TPOLECC TPEHUPOBKH, MpEAiaraeTcss MeTox Moaudukauuu rpada, COCTOSAIMH H3

CJIE/TYIOLIHX LIAaroB:

1) yOparb oOparHbie pébpa, Tak KaK OHU HYXXHBI TOJBKO JUIS poliecca 0OMeHa COOOIIEHHSIMHY;

2) cosnmate k-hop pebpa k = 1..3, KOTOpBIE COCAMHSIOT y3JIbl HA PACCTOSHHUU k W MOBBINIAIOT
CTEINEeHb CBSI3HOCTH rpada;

3) 100aBUTE y3IIbl, 0003HAYAIOLIHE THITBI, YTO IMO3BOJISIET CHENATh Y3JIbI OJJHOTO THIIA OJIMKE IPYyT
K Jpyry HE3aBUCHMO OT HCIIOJIb3yeMOH IIeJIeBOM (DYHKIMH JUIi TPEHHPOBKH BEKTOPHBIX
[IPECTaBICHUM.

3.4 MeTon, oby4yeHUsi BEKTOPHbLIX NpeAcTaBreHMA € NOMOLLbIO rpadoBbIX
HEMPOHHbLIX ceTen

B nannoii pabote mcnonb3yercs peisinMoHHas rpadosas cBéprounas cetb (R-GCN), koropas
HCIIONIB30BANIach B HeMaBHUX paboTax [5, 54]. BHauasne Bce y3/1bl HHUIMATH3UPYIOTCS C TOMOIIIBIO
BEKTOPHBIX MPEACTABICHNH NMEH Y3JI0B. 3aTeM OCYIIECTBIISIETCS HECKOJIBKO UTEpaIiid Tepeaadn
COOOIIeHNH. ATperupoBaHHe COOOIICHWH TPOU3BOAMTCA IIOCIE KaXJAOH WTEepaluul IMyTEM
YCpEIHEHUS BEKTOPHBIX IIPEACTABIEHUH, IOJIy4EHHBIX OT cocelieil. PekyppeHTHOEe ypaBHEHUE 1S
OOHOBJICHHSI COCTOSIHUSI y3J1a, KOTOPOE YacTO BCTPEUYAETCSI B JIMTEPATYPE, MOJKHO 3aITUCaTh B BUJIE
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W=l hp+ Y Y () ], (1
r€R(i) jEN(i,r)

rae hi' — BeKTOpHOe TpejcTaBieHue y3ia i nocie cios n; R(i) Bo3BpallaeT THIIbI OTHOIICHUM, B
KOTOPBIX y4acTByeT y3ein i; N(r, i) — MHOXKECTBO coce/ieil y3Jia i CBSI3aHHBIX Yepe3 OTHOLICHUE T';
fr — yHKIHA peobGpa3oBaHus, 3aBHCSIIAs OT TUIIA OTHOLICHHS, TapaMeTPU30BaHHas HEHPOHHON
CeTbI0; 0 — (DYHKIMS aKTHBAIHUH.

B nmanHO# paboTe B KaduecTBe LENCBBIX 337a4 MPEIBAPUTEILHOTO O0YIEHHS NCCIECAYIOTCS 3aJa4H,
OCHOBaHHBIC Ha: 1) mpenckaszanmn wWMEH mepeMeHHbx u  QyHkimin (GNN-NamePred); 2)
TpeNICKa3alny CBsi3et Mexxay yanamu rpada (GNN-EdgePred); 3) kinaccudukannu THIIOB CBA3CH B
rpage (GNN-TransR); 4) xmaccuduxanuu tunos y3moB B rpade (GNN-NodeClf). Pasmerky mns
00y4eHUst MOXKHO CI€HEPHPOBATh aBTOMAaTHYECKU C TOMOIIBIO IIPOCTHIX MPABUIL

3amaua mpenBapurensHoro oOydenns GNN-NamePred wcnonp3yer [Be COCTaBISIOIINE:
BCKTOPHBIC MPEACTABJICHUA y3Jla 1 UMCHU. I[J'IH BBIYHCJICHUSA MPCACTABJICHUA Y3Jia UCIIOJIB3YCTCA
pekypcuBHas Gopmymna (1). 11 TOro 4toObl yBENUYUTS YTHIN3AUIO APAMETPOB, OCYIIECTBICHA
ToKeHH3anus UMEH. Kax1plif TOKeH MMEHH NPEICTaB/IeH CBOUM YHUKAJIbHBIM BEKTOPOM. TOKEHHI,
ydacTByloliye B rpade, U TOKEHbI, TOJlydYeHHbIE U3 UMEH, NPE/CTaBICHbl Pa3HBIMH BEKTOPaAMH.
BekTopHOE npenicTaBiIeHIe MMEHH BBIYHCIISETCS C TOMOIIBIO BBIPAKECHUS

Uname = § Vs,

S€ Sname

r7e Spame — HAOOP TOKEHOB UL JAHHOTO UMEHH, a Vs — BEKTOPHOE IpeCTaBICHUE TOKeHA S.
B kauecTtBe neneBoil pyHKIMHU uconb3yetcs Marginloss, panee npumensiemas B [42]. B kauectse
HETaTHUBHBIX MPHUMEPOB HCIIONB3YIOTCS WMEHA, MPHUCYTCTBYIOUINE B KOAOBOW 0a3e, Ha KOTOPOM
noctpoeH rpag. LleneBas GyHKINSA UMEET BUT

1 — cos(vy, ve), if y=1
max(0, cos(vp, v,)) — margin, if y=-1"
TJIe Y — METKa MOJIOXHUTEIBHOTO WIH OTPHLIATESIFHOTO IIPUMEpa.
3amaua mpeasaputenbHoro o0yuerus GNN-EdgePred tunuyna npu 00y4eHHH aBTOKOIUPOBIIHAKA
Ha OCHOBE TpadoBoil HEHPOHHOU ceTH. Mcmomp3ys BEKTOPHOE MPEICTaBICHHE Y371a, HE00X0AUMO
OTIPENICITUTE, C KAaKUMHU APYTHUMH y3Jamu B rpade oH cBs3aH. [logoOHas meneBas (pyHKIUS paHee
HCTIONB30BaNach B APYTUX paboTax MOCBAMICHHBIX TPEHHUPOBKE BEKTOPHBIX MPEICTABICHUN IS
ucxojuoro koxa [5]. B 3amaue GNN-EdgePred MosxeT ObITh HECKOIBKO MPABHIbHBIX KaHHATOB.
B rmpomecce TpEeHHMPOBKH TIO3WTHBHEIM TNIpUMeEp BBIOMpAcTCA COTJIACHO PaBHOMEPHOMY
pacnpenenenuto u3 crucka coceneit N (i) y3na i. HeraTuBHble mpuMephbl BRIOUPAIOTCS CITydaiiHBIM
obpazom. [Ipu TpeHuUpOBKE HUCTONB3yeTCS Ta ke IeneBas QyHKuus, uyTto W Ans 3agadu GNN-
NamePred.
3amaua mpensaputenbHoro obydeHuss GNN-TransR 3amMmcTBOBaHa W3 METONIOB TPEHHUPOBKH
PEIAMMOHHBIX BEKTOPHBIX Hpe}ICTaBHeHHﬁ. CaMI/I BEKTOPHBIC TPCIACTABIICHUA BBIYUCIIAIOTCA C
MOMOIIBI0 peKypcuBHON (opmyisl (1), a B kauecTBe HeneBod (GpyHKIHMM ucmoib3yercs TransR
(= | M, + vp— Mpv,|, THEe vV, U VU, — BEKTOPHBIC TPEACTABICHUS Y3JIOB, COEIUHEHHBIX
OTHOILICHHUEM T, U, — BEKTOPHOE IPEJCTABICHHE OTHOIICHUS, M, — IOMOJNHHUTEIbHAS MaTpula
mapaMeTpoB). ITOT MOJXO]T IPEAIOKCH B TAHHOH paboTe U paHee He UCCIICAOBAIICS IS CO3IAHUS
MIpeaBapUTENFHO O0YICHHBIX BEKTOPHBIX IPEACTaBICHUH I HCXOTHOTO KOJIA.
3anmaua npeaBapurenbHoro odyueHuss GNN-NodeClf tperupyeTcs mpeacka3bplBaTh TUIHL y3IIOB B
rpade. Leneast pyHKIus 17151 JAHHOHN 3324y ONPE/IeICHa BhIPAKEHUEM

loss(v;,y) = —Z y log( f.(v)),

ceC

loss(vy, v, y) = {
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TZie V; 3TO BEKTOPHOE MPEACTABICHUE y3]la, ¥ — THI y371a, C — MHOXKECTBO BO3MOXKHBIX THIIOB
y310B, f.(v;) — (QyHKUUS OLEHKH MPaBAONOAOOMS NPUHAUICKHOCTH y3ia i K kiaccy ¢ . B
OOJIPIIMHCTBE CJIy4aeB THII y3J1a BOBMOXHO OINPEIEIHTH [0 THIIAM CBSI3€H C COCETHHMMH Y3JIaMH.
Henesas gpynkuns GNN-NodeClf moxxonut s o0ydeHns] BEKTOPHBIX MPECTaBICHUH, KOTOPHIE
KOJMPYIOT JIOKAIBHYIO CTPYKTYPY B rpada.

3.5 Knaccudumkaums TMNoB nepemMeHHbIX

3agaqy kiaaccuUKalMU THIIOB MOXHO (opmanuzoBare cieayromuM obpasom. Jlan nHabop
TOKEHM3UPOBaHHBIX (YyHKIMHA F ¢ pasMeTkoil TurnoB mnepeMeHHbIX L. Tumsl ompeneneHsl ajs
NEepeMEHHBIX, O0O03HaYeHHBIX B CHrHaType QyHKumu. J{nsg omHOW mepeMeHHOH pa3MeTka
npescTaBieHa B BHAe Tpoilku (start,end,type), rae start 3To crapToOBbI TOKeH, end —
KOHEYHBI TOKEH, a type — TUN nepeMeHHoi. Habop THIOB ornpenenéH B MOMEHT TPEHHUPOBKH U HE
MOXeT OBbITh paciiupeH. [ KaXXI0Tro TOKEHa B COOTBETCTBHE IIOCTaBJICH HACHTH(UKATOD y371a

B rpade, K KOTOPOMY OH OTHOCHTCS. Llenb 3amaun — onpenenuTs NpaBUIbHBIN TUIT IEPEMEHHOI 13
4yClla 3apaHee ONPEICIIEHHBIX TUIIOB.

JUis pemeHus 3TOM 3ajadu MpeayoXKeHO JBa moaxona. IlepBblil mpeamnonaraeT UCIONb30BaHHE
paHee OOY4YCHHBIX BEKTOPHBIX IPEACTABICHUH Y3JI0B, ACCOIMHPYEMBIX C ITEPEMEHHBIMH, IS
KIacCU()MKalMM THIOB ATUX MEPEeMEHHBIX. BTOpoil mMoaxox, MpeamosiaraeT OJHOBPEMEHHOE
UCIIOJIb30BaHUE MPEACTABICHUS UCXOQHOTO KOJa B BUJE MOCIENOBAaTEIbHOCTH TOKEHOB U B BUJIIE
rpada, ¥ COOTBETCTBYIOIINX BEKTOPHBIX IIPECTaBlICHNH. B naHHON paboTe cpaBHUBAIOTCS 3TH JBa
MOX0Ja.

= 2 7 5
def sum{xs) -> int: i def sum  { XS ) -> int G return  ace
!:1k “.__ ||_\;:_r.3'ﬂ|(|.1’l:.-u|-r:.. % E o .
re 5 an integer _ % g_g A
4 o I
acciini=0 E =" |
for x in xs: - .
acec += x.value i
ace e Knaccudukaumn |

return ace

List Int

Puc. 3. Apxumexmypa mooenu TypeClf-Graph ona kraccugpuxayuu munog nepemennvix. McxooHuwiii ko0
npeocmasiet 6 ude epagha. BekmopHule npedcmasieHus nepemMeHHbiX (0003HaueHbl KPACHOU pamMKolL)
nepeoamcs Ha 6xX00 KIACCUPUKAmopa munog
Fig. 3. Architecture of the TypeCIf-Graph model for classifying variable types. Source code is represented in
the form of a graph. Vector representations of variables (indicated by a red frame) are passed to the input of
the type classifier

[epseiii noaxox, Ha3BauHblil TypeClf-Graph, 3akmodaercs B kiaccu(UKalMyM THIIOB HA OCHOBE
npe/BapuTeIbHO 00YUEeHHBIX BEKTOPHBIX IpeacTaBieHui. s kinaccupukanny THIa nepeMeHHOn
UCIIONIb3YETCsl JIMIIbL BEKTOPHOE MPEICTAaBICHHE COOTBETCTBYIOIIEro y3ia. Beibop y3ma uis
Kiaccu(uKaIuu SBJIsSeTCs MPOCTOil 3a/1aueil, Tak Kak BCer/ia M3BECTHO KaKhe MMEHHO Y3JIbl B rpade
COOTBETCTBYIOT TE€pEeMEHHbIM. BeKTOpHOE NpejacTaBiIeHHe MOAaéTcs Ha BXOZA IPOCTOrO
KIlacCUpUKaTopa, peaaTru30BaHHOTO MPH TIOMOIIX MOJHOCBSI3HOHM HelpoHHO# ceth. [Ipu aToM camu
BEKTOpPHBIC IPEJICTABICHNS HA dTAlle TPEHUPOBKH KilaccH(prUKaTopa He OOHOBIISFOTCS. APXUTEKTYpa
TaKOH MOJIeNH MoKa3aHa Ha puc. 3.

Bropoii monxon, Hazeauuelii TypeClf-Hybrid, 3akmouaercst B kilaccu(UKalMy THIIOB HA OCHOBE
ruOpunHON Mozenu. Takast Mojenb oObeqUHSACT B ceOe MpeacTaBiIeHHe NCXOIHOTO KOJa B BHIC
MIOCJIE/IOBATENILHOCTH U B BHJE rpada, YTo MO3BOJISET HUCIIOJIB30BaTh CYHIECTBYIOIUE MOJCITH U3
obslacti 00pabOTKHM ecTEeCTBEHHOTro si3blka. Cxema palboThl NMpeUIoKeHHONH THOpHUAHONW Mopjenn
Ipe/cTaBIeHa Ha . . B OCHOBE JIEXHT TEKCTOBBIH KOAMPOBIINK, Ha BXOJ{ KOTOPOT'O UCXOAHBIH KOJI
MOCTYNaeT B BUJIE MOCIIE0BATENILHOCTH TOKEHOB. Ka)kioMy TOKEHY B COOTBETCTBUE MOXKET OBITh
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nocTtaBieH y3en u3 rpada. TokeHbl, He HeCylMe CEeMAaHTHYECKOW HArpy3Kd, MOTYT HE HMETb
COOTBETCTBYIOIIMX UM Y3JIOB B Tpade (HanmpuMep ckoOkn). B kagecTBe Moenn 00paboTKH TOKEHOB
MOTYT WCHOJB30BaThCS JIFOOBIE MOJENH I 00paboTKM TekcTa. B maHHON paboTe MpOBeAeHBI
9KCIIEPUMEHTHI O cBEpTouHON Momenpio TextCNN, ocHoBanHOi Ha pabote [55], u ¢

npeaBapuTenbHO 00ydenHoi Monensio CodeBERT, B ToM umciie kaguecTBe 0a30BBIX MOJEIEH.

def sum xs ) = int : return  acc

TeRCTORRIA
BHEQAED

| Texeronsii
TOKEHWIATOD

i
rJ::l'"sum(xs) - int; \
Takesa ist_ of integers, i
v:l-turnﬁ an Integer \-_-, %g 'E % /
oy B &
acc += Kvalue CKnefka BEKTOPOB

refurn acc

,". Knaccuduralns

(4] 8] 4] List O 6] (8] (8] (8] Int

Puc. 4. Apxumexmypa eubpuonoii mooenu TypeClf-Hybrid. Hcxoonwiil k00 npedcmagnen é suoe
nocne0o8amenbHOCmuy MoKeHo8 u 8 ude pagha. /lea 6uoa 6eKmMopHbIX nNpedCcmasieHull KOHKAMeHUpyIomcs u
nepeoaomcs Ha 6x00 KidcCughpukamopa munos
Fig. 4. Architecture of the TypeClf-Hybrid model. Source code is represented in the form of a sequence of
tokens and in the form of a graph. Two kinds of vector representations are concatenated and passed to the
input of the type classifier

4. Pe3ynbmambl 3KCriepuMeHmoe

4.1 OnncaHue HabopPoOB AAHHbIX

B pamkax nmanHoi pa®oThl OBIIM CO37aHBI 1Ba Habopa JaHHBIX. [Iporenypa momydeHus: HabopoB
JTAaHHBIX peajn30BaHa B cocTaBe IporpammHoro komiuiekca SourceCodeTools. HoBeie HaOOpEI
JITAaHHBIX CO3JIaBAJHMCh MOTOMY, YTO CYIIECTBYIOLIME HE COJEp)KaT MHPOPMAIHH O TI00aNbHBIX
CBSI35X B MCXOMHOM Koze. [IepBhIif — cocTaBieH Ha OCHOBE HOMYJISIpHBIX MaketoB Python (nanee
obo3naueH PopularPackages, npoueaypa c6opa onucana B [56]). Bropoii — ocHoBaH Ha Habope
nannelx CodeSearchNet® (nanee o6o3nagen CSN-Graph). O6a Ha0opa JaHHBIX OMYOJIUKOBAHEI B
cBoGotHOM JjlocTyne*. CraTtMcTHKa HaOOpOB JIaHHBIX IIpuBeieHa B Tabn. 1. IpeasapuTensHas
TPEHHPOBKA 3aHUMAeT CYLIECTBEHHOE KOJIMYECTBO BpeMeHH. [yl yBenuveHHs KOJIMYeCTBa
MOBEIEHHBIX SKCIIEPUMEHTOB B OCHOBHOM HCHOJIb3yeTcst Habop nanHbix PopularPackages, koTopsiii
3HAYUTEIHHO MEHBIIIE 110 pa3Mepy.

Tabn. 1. Cmamucmuka Habopos OaHHbIX

Table 1. Dataset statistics

IMapametp 3Havenue
Ha6op manneix PopularPackages
KonmnuectBo makeros B o0yyaronieii BBIOOpKe 142
CpenHsist CTeNeHb BEPIIUHEI 6,45
Oomiee 9uco y3IoB 2 652 787
Oo6miee uuncio péoep 10 587 447
Cpennsist rmyouna AST 8,38

3 https://github.com/github/CodeSearchNet
4 https://disk.yandex.ru/d/GUxvRSPVFxop7g
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ITapamerp 3HaueHHe
Ha6op nannbix CSN-Graph
KomaectBo makeroB B o0ydaroniel BEIOOpKe 9 625

CpenHsist CTeNeHb BEPIIUHBI -

O01iee 4UCII0 y3II0B 46 479 185
Oomiee uucno pédep 216 697 812
Cpennsist ryouna AST 16,76

4.2 Habop AaHHbIX AnA knaccudukaumm TUNOB NepeMeHHbIX

Jn1st TPEHMPOBKY MOJIENH KIIaCCU(PHUKAINN THIIOB TIEPEMEHHBIX OBLI ITOTOTOBIICH SIIE OJUH HaOOP
JTAaHHBIX, OCHOBaHHEIN Ha Habope naHHbIX PopularPackages. Dto penienne o06yciioBieHO TeM, 9TO B
quciae MPOYUX IPOBOIATCA SKCIEPUMEHTHI C PEISLUOHHBIMH BEKTOPHBIMM IpPEACTaBICHUSIMH,
KOTOpBIE HE UMEIOT BO3MOXKHOCTH 0000LIAaTHCsI HA HOBBIE JaHHbIE. YTOOBI IPEIOTBPATUTh YTEUKY
uH(OpMaLUK, BCe aHHOTALIMK THIIOB M 3HAYESHHUS 110 YMOJYAHHIO UCKIIIOYECHBI U3 KOJIOBOI 0a3bl, Ha
OCHOBE KOTOpOH crpoutcsi rpad. B skcnepumeHnTax ucmosb3yeTcs JBe BepCHU HabOpa NaHHBIX.
IlepBas comep>kKUT Bce BO3MOXKHBIE THUIIBI IEPEMEHHBIX, a BTOPasi — TOJIbKO 20 CaMbIX YaCTHIX THIIOB,
KOTOpPBIE COCTABILIIOT 86% Bcero Habopa NaHHBIX.

OuHAIBHBI HAOOpP MAHHBIX I KIACCU(PHUKAIMKA THIIOB MEPEMEHHBIX COMEPKUT 2938 mpuMepoB
aHHOTaIM{ TUIOB. KOJIMYeCTBO YHUKAJIBHBIX TUIIOB BEJIMKO M3-3a TOro, 4To B Python cymecTByer
BO3MOXKHOCTH OIpE/CICHUS MapaMeTpUYecKuX THIOB. UTOOBI YBENMUUTH CPEAHEE KOJIMYECTBO
MPUMEPOB UIS KaKAO0T0 YHHKAJIBHOTO THIIA, PEIICHO B KAU4ECTBE IIEIEBOTO KJIACCA MCIOIB30BATh
UM OCHOBHOTO Thma 0e3 ydéra mapameTrpoB. Hampumep, tun List[int] ynpomaercs mo List. B
pe3ynbTaTe MONydeH HaOop MaHHBIX, conepkamiumii 2767 mpuMepoB W 89 YHUKAIBHBIX METOK
KJIaccoB. AHAJOTMYHBIA HOAXOX U YHPOIUSHWS TUIOB ObUT mpuMmeHeH B [23]. Merpukoi,
UCIIONB3YEeMON U OIEHKH KadecTBa, siBsiercss HITS@1, mokaspIBaromas HAaCKOJBKO YacTo
MPaBUIBHBIM THII SIBIAETCS INEPBBIM CPEO CIHCKa MpeyaraeMblX THMOB. JlaHHas MeTpHKa
9KBUBAJICHTHA TOYHOCTH KJIaCCH(UKAIINH.

4.3 Ucnonb3yeMble BblYUCNIUTENbHbIE pPecypcChbl

st TpeHHPOBKH MOZEIIEil MAIIMHHOTO 00y4YeHHs HCIIONB30BaJICs KOMIBIOTED C mpoueccopom Intel
Core i7-7700K, 32I'6 omepatuBHO# mamstu u Buaeokaproir NVIDIA 1080ti (12 T'6). Bpems
IpeaBapUTEIHLHON TPEHUPOBKH MOJIENU TpadoBOil HEHPOHHON CETH COCTaBIsIeT OKoJIo 1 yaca i
Habopa manHbix PP u 10 mmeit mis maGopa manubix CodeSearchNet-Graph. Bpems TpeHHpOBKH
OJIHOW MOJIENH PEJSIIHOHHBIX BEKTOPHBIX MPEACTABICHUI Ha Habope AaHHBIX PP pa3mMepHOCTHIO
500 — 8 gmeit. Bpemst tpenupoBku rudpuaaoin momenu (TypeClf-Hybrid) 6e3 noobyuenust (300
a1ox) — 4 Jaca.

4.4 OueHKa rpadoBbIX BEKTOPHbIX MpeAcTaBrieHUA C MOMOLbID MoAaenu
TypeClf-Graph

B naHHOM 3KCTIEpUMEHTE NMPOBOJUTCS OIIEHKA MOJIE3HOCTH Irpad)OBBIX BEKTOPHBIX HPEICTABICHUH
UsL  pelueHds 3ajgauM  knaccudukaumu  tanoB.  Heiipo-kiaccudukatop  TypeClf-Graph
UCTIONB3YeTCsl Ul TOTO, YTOOBI ONpEAENUTh, COJEpPKAT JM BEKTOPHBIE IPEACTAaBICHUS Y3JIOB
MH(OpMAaILMIO, aCCOIMUPYEMYIO C THIAMH IepeMeHHbIX. Kiaccupukarop THIIOB IIpeacTaBiseT
c000¥1 IPOCTYI0 TIOTHOCBSI3HYIO HEHPOHHYIO CETh C ABYMsI CKPBITBIMHE CIIOSIMHU pa3zmepom 30 u 15.
B xauectBe ¢yHKuMm axtuBammu wucmoin3yercss ReLU. Pesymerar oOyueHms wmopenu
knaccupukatopa TypeClf-Graph ¢ uncmonb30BaHHMEM pa3iIWYHBIX TpadoBBIX BEKTOPHBIX
MpEeACTaBICHNI TMOKa3aH B Tabm. 2. MaxkcuMalbHas TOYHOCTb, JOCTHUTaeMasi KJIaCCH(PHUKATOPOM
PENSIIMOHHBIX BEKTOPHBIX MpecTaBleHnH, coctapmseT 52,85 (RotatE). MakcuManbHast TOYHOCTb,
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nocthraemMasi KiacCupuKaTopoM BeKTOpHBIX npenctaBiennii GNN, cocrtaBmsger 59,01 (GNN-
NamePred). B kauecTBe 6a30BBIX MOIETIEH NCTIONB3YIOTCS CITy4aliHO CTeHEPUPOBAHHBIE BEKTOPHBIC
TIPENICTaBIICHNS, a TAKKe BEKTOpHbIe mpexacTaBienns FastText [57] (HaTpeHnpoBaHBI B paMkax
JaHHO# paboThl Ha Habope AaHHBIX CodeSearchNet co cTaHIapTHBRIME MapaMETPaMH, HCIIOIb3YsI
6ubnuoreky Gensim), paccunTaHHble JUII MMEH KIACCHU(MHIUPYEMBIX IMEPEMEHHBIX. Bce
MPEBAPUTEIFHO OOYYCHHBIC BEKTOPHBIC MPEICTAaBICHHUS (DUKCUPOBAHBI M HE OOHOBISIOTCS B
[IPOLIECCE TPEHUPOBKH.

Taon. 2. Tounocms xknaccugpuxayuu munos (Hits@k) ¢ nomowwro mooenu TypeClf-Graph. Dxcnepumenmuot
noemopslUCy 5pa3. B kauecmee 6azoevix mooenei UCnONb3YrOmcs CﬂyuaﬁHo UHUYUATIUSUPOBAHHbLIE 6EKMOPA
(6e3 obyuenus), a maxce gekmopuwie npeocmasnenus FastText. Pazmepnocms écex 6eKmopHuIX
npedcmasnenuti pagra 100

Table 2. Accuracy of type classification (Hits@Xk) using the TypeCIf-Graph model. The experiments were
repeated 5 times. Randomly initialized vectors (without training) as well as FastText vector representations
are used as base models. The dimension of all vector representations is 100

MeToa npeBapHTEJLHOT0 00yYeHHs Hits@1 Hits@3 Hits@5
Bce Tunni

CiyyaiiHble BEKTOpa 12.954+1.72 26.14+3.89 36.14+5.55
FastText 61.2940.71 79.2840.95 85.8610.42
DistMult 45.72+1.99 67.02+2.48 76.9842.02
RotatE 52.22+1.13 72.1140.96 80.40+1.09
ComplEx 47.50+2.20 69.58+1.94 77.954+2.06
DistMult k — hop 50.51+1.58 72.11+1.46 79.9942.30
RotatE k — hop 52.8540.59 73.34+1.55 80.821+0.90
ComplEx k — hop 49.77+0.94 72.154+2.74 80.4040.83
GNN-NamePred 59.01+1.15 74.3610.89 80.31+0.95
GNN-EdgePred 56.81+0.83 73.85+1.08 79.88+1.21
GNN-TransR 46.18+2.34 64.4012.42 73.58+2.12
GNN-NodeCIf 49.05+£1.94 68.58+2.51 75.984+1.49
YacTble THIIBI

CrygaitHble BeKTOpa 23.88+3.53 44.4745.13 55.59+7.11
FastText 65.99+0.97 84.25+1.16 90.11+1.05
DistMult 52.33+1.07 74.7442.13 84.72+1.47
RotatE 59.12+1.58 79.77+1.92 88.78+1.88
ComplEx 53.84+1.12 77.04+1.25 86.4110.77
DistMult k — hop 57.99+1.02 79.34+1.24 88.5010.63
RotatE k — hop 60.21+1.36 80.174+2.29 88.58+1.51
ComplEx k — hop 56.78+1.41 80.42+1.95 89.02+1.42
GNN-NamePred 64.86+1.91 78.35+1.11 83.831+0.68
GNN-EdgePred 60.79+1.26 78.45+1.25 84.21+1.50
GNN-TransR 52.92+1.63 71.56+2.55 81.45+2.06
GNN-NodeCIf 54.47+1.83 74.84+1.96 82.151+0.86

W3 pe3ynbTaToB BHUJIHO, YTO PEJSLMOHHBIE BEKTOPHBIC MPEACTABICHUS CHPABISIOTCA C 3ajayei
KJIacCU(UKALUN TUTIOB XYXKe, 4eM BeKTopHbIe npeacTaBieHus: GNN. MoXHO TpeanooKUTh, 9YTO
OJTHOW M3 IPUYNH I ATOTO sIBIIsieTcd jexamnias B ocHoBe GNN mapaurma nepenadn CooOmeHuH.
[lepemeHHbIE, NCTIONB3yEMBIE B CXOKMX KOHTEKCTaX, HOJIYYalOT COOOMICHUS OT TMOXO0XHX Y3JIOB.
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Kak cnenctBue, mepeMeHHbIE C OAWHAKOBBIM IMAOJOHOM HCIIONB30BAHMS, WMEIOT CXOXHE
BEKTOpHbIE TpeacTaBieHus. Bekropusie mnpeactaBieHusi FastText, mojxcuumtaHHble it UMEH
KIacCHQUIMPYEMBIX MEPEMEHHBIX, MO3BOJIOT JOCTHYh CAaMBIX JIYYIINX ITOKa3aTeJeH
KJaccu(UKAIUK TUIIOB.

4.5 AHanu3 TOYHOCTU Knaccudmnkaumum TMNoB

IlepBass wacTh aHanmu3a 3aKIIOYaeTCs B ONPEHCICHUH 3aBUCHMOCTH MEXIY TOYHOCTBIO
KIaccu(UKaIy THIA U ero YacTtoroi (cM. puc. 5). Habmromaercs Tpu kiactepa tumos. [1epBorid
colepxuT THUMBI Bponxe object, List, float, Dict, str. Jlng maHHOrO Kiactepa HaOIrOmacTCs
YBEJIMYCHUE KauecTBa KiacCH(UKAIMM C YBEJIMYCHHEM YacTOTHOCTHM TUma. Bropoit kiacrep
coaepskut Tl Union, Optional, Any, bytes, bool. JIist 5THX THIIOB XapaKTepHa HU3Kasi TOYHOCTb
KJ1acCH(UKaIMK HECMOTPS Ha BBICOKYIO YaCTOTHOCTh. TpeTHii KiacTep coaeput Tuisl Resolver,
Writer, CodeWrite n np. DTH THIIBI SBISIOTCS PEIKUMHM, HO JJIsl HUX HaOmomaeTcs ujeajibHas
TOYHOCTB KJIACCH()UKALIIH.
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Puc. 5. Tounocmo knaccugpuxayuu munos 6 3agucumocmu om yacmomst muna. Habniooaromes mpu
xkaacmepa: 1) pedkue munot, 0151 Komopwix mounocms kiaccugurayuu eévicoxa (FilePath, WebDriver); 2)
yacmole munvl, 0isi KOMOPLIX MOYHOCHb Kiaccuguxayuu nuzkas (Union, bytes); 3) munwl, ons komopuix
HaO00aemcs ygeiudeHue moyHocmu ¢ yeeaudenuem yacmomsi (List, int)

Fig. 5. Type classification accuracy depending on type frequency. Three clusters are observed: 1) rare types
for which the classification accuracy is high (FilePath, WebDriver); 2) frequent types for which the
classification accuracy is low (Union, bytes); 3) types for which there is an increase in accuracy with
increasing frequency (List, int)

Bropas wacTh aHanM3a 3aKiIIOYaeTCs B aHANIW3e MaTpUIbl pacxoxaeHus. OmmOku yacto
COBEPIIAIOTCS B I10JIb3Y YaCThIX TUIIOB, HAapUMeD, str (22% OT Bcex aHHOTHPOBAHHBIX IIPUMEPOB),
a TaKKe B I0Jb3Y HEOJHO3HAYHBIX THUIOB, Takux kak Optional (10%), Any (7%), Union (6%),
Sequence (1.4%), T (0.9%), object (0.7%). Bbu1o pemeno npoTecTHPOBATH MOJIENb KIIACCH(UKAIINN
THUIIOB TI0CJIe UCKIIIOUYEHHS HEOTHO3HAYHbIX THIOB. Pe3ynbTar Takoro Tecra nokasas B Tabi. 3. B
pe3yabTare UCKITFOUEHHS HEOTHO3HAUHBIX THITOB, JJIsi BEKTOPHBIX mpencraiennit GNN-NamePred
TOYHOCTH KJIacCU(HKALMK BeIpociia Ha 35%, a Juis BEKTOpHBIX npeacraBiennii FastText na 32%.
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Tabn. 3. Mempuxa Hits@k knaccugurayuu yacmuix munos 3a UCKIoYeHuem HeOOHO3HAYHbIX MUN08
Table 3. Hits@k metric for classifying common types except for ambiguous types

MeToj npeABAPUTEILHOr0 00y YeH st Hits@1 Hits@3 Hits@5
GNN-NamePred 79.93 88.48 91.11
FastText 81.24 93.22 96.44
GNN-NamePred, pasmeprocts 500 78.88 87.56 91.77
FastText, pasmeprocts 500 82.17 92.96 95.46
CodeBERT, paszmepHocTs 786 84.53 94.21 96.25

4.6 AHanu3 BNUAHUA pa3sMepHOCTU Ha TOYHOCTb KﬂaCCM(bVIKaLWIVI THNoB

B pamkax 1aHHOTO SKCIIEPUMEHTa CPaBHUBACTCS TOYHOCTb KIIACCH(UKALIWU TEPEMEHHBIX IPH
UCIIONIb30BaHUU Tpa(oOBBIX BEKTOPHBIX MPEACTABICHUH pa3HOMl pa3MepHOCTH. YBeJIMYCHHE
KOJIM4YECTBA MapaMETPOB MOACIN MOKET IMPUBOJUTH K YIIYUHICHHUIO Ka4€CTBa pa6OTI)I. B kauectBe
0a30BOi MOJICITH UCIONB3YIOTCS BekTopHbIe npencTaBicHus CodeBERT, umeronue pasMepHOCTb
768. Mogenp CodeBERT nocrymHa u3 penosutopusi Oubnmorexu transformer. PesynbraTsb
JIaHHOT'0 SKCIIEpPUMEHTA NIPUBEAEHBI Ha puc. 6.

GNN-NamePred
GNN-EdgePred
GNN-TransR
GNN-NodeCIf
FastText
CodeBERT
DistMult
ComplEx
DistMult k-hop
ComplEx k-hop

Hits@1 anA 3agayy knaccudukaum TUNoe

40 4 e

100 200 300 400 500 600 700 800
PaimepHOCTL BEKTOPHLIX NpeacTaBaeHni

Puc. 6. Tounocms maccud)ukauuu munoe 6 3a6UcCUMocmu om pasmepHocmu 6EKmMopHsblx npet)cmaefleﬁuﬁ
(oyenka Ha ecex munax)
Fig. 6. Accuracy of type classification depending on the dimension of vector representations (assessment on
all types)

Pe3ynbraThl 3KCIIEPUMEHTOB OKa3bIBAIOT, YTO KAYECTBO PELICHHs 3a/1au KilacCU(UKAIUU THIIOB
YITydIIaeTcs IpH YBEIWICHNH Pa3MEPHOCTH BeKTOPHBIX npeacTaieHnit GNN-NamePred n GNN-
TransR. Jlnst Bektopueix mnpencraBiennii GNN-EdgePred m GNN-NodeClf crabunbHOTO
YIIy4dIIeHNs] KadecTBa KiacCH(UKAaIWK TP YBEIWYEHHHM Pa3MEpHOCTH He HaOmomaercs. s
PEISIIMOHHBIX BEKTOPHBIX IIPEJCTABICHUH TP YBEJIMYEHHH pPa3MEpHOCTH Habiroaercs
ylIydlIeHne KadecTBa Npu wucnons3oBaHuu rpada c k-hop péOpamm, m yxymmeHwe — npu
MCIIONIb30BaHUU CTaHAAPTHOTO rpada.
B Ta61. 4 npuBeneHo 3HaueHHe MeTpuk kinaccudukamun Hits@K mis Bcex THMOB M ISl 4acThIX
THUIIOB TIPH UCIIOJIb30BAaHMH BEKTOPHBIX IpeAcTaBieHnit pazmepHocThio 500. Cpenu pensiroHHbIX
BEKTOPHBIX IPEACTAaBICHUH JIydlllee KaueCTBO KJIACCU(HMKALMK JOCTHraeTcs NpU OOyYeHHH Ha
rpade, coxepxamuM K-hop pébpa (merox TtpenmpoBku RoOtatE He paccmarpuBancs BBHAY
IUTHTEIILHOTO BpEMEHH TPEHUPOBKH). Cpenu BeKTOpHBIX mpeacrasiacHuiit GNN ydmme mokasaTenn
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Bcerma gocturarorcs npu  ucnojb3oBanud GNN-NamePred. TemM He MeHee BEKTOPHBIE
npejacraiaenus FastText u  CodeBERT mo3BONAIOT JOCTUYL HAWIYYIIMX —PE3YJIHTATOB
KJaccu(UKAIUH TUIIOB.

Tabun. 4. Tounocmoe knaccupuxayuu munos Hits@k ons epaghosvix sekmophuvix npedcmagienuil
(pazmeprocmo 500), FastText (pazmeprocmv 500) u éexkmopnuix npeocmasnenuii CodeBERT (pasmeprocms
768

Tab)le 4. Classification accuracy of Hits@k types for graph vector representations (dimension 500), FastText
(dimension 500) and CodeBERT vector representations (dimension 768)

MerToj npeBapUTEITBLHOr0 00y YeHHUsT Hits@1 Hits@3 Hits@5
Bce Tunbi

DistMult 500 42.451+0.67 60.81+2.75 69.99+2.41
ComplEx 500 41.85+1.55 60.48+1.93 68.77+1.4
DistMult k — hop 500 53.93+1.62 74.27+1.98 81.32+1.78
ComplEx k — hop 500 54.19+1.35 73.75+1.93 80.66+2.00
GNN-NamePred 500 60.35+0.95 76.18+1.12 81.49+0.93
GNN-EdgePred 500 53.62+1.65 69.40+1.74 76.45+0.99
GNN-TransR 500 59.48+0.59 75.70+0.79 81.41+1.00
GNN-NodeClIf 500 49.13+2.85 69.214+2.33 76.88+1.19
FastText 500 62.31+0.54 79.52+1.18 86.331+0.63
CodeBERT 65.66+0.76 79.60+0.89 85.00+1.10
Yacrble TUIIBI

DistMult 500 50.58+2.23 72.01+2.16 80.73+1.35
ComplEx 500 50.19+1.01 71.57+2.17 81.59+2.13
DistMult k — hop 500 61.29+0.98 81.9940.90 89.19+1.21
ComplEx k — hop 500 61.42+0.92 81.68+1.05 88.75+1.02
GNN-NamePred 500 65.94+0.31 80.8840.97 86.551+0.48
GNN-EdgePred 500 57.79+1.49 75.36+1.76 82.34+1.54
GNN-TransR 500 62.01+1.77 78.26+1.33 84.49+1.50
GNN-NodeClIf 500 55.40+4.12 75.40+1.63 83.37+1.69
FastText 500 65.14+0.72 82.33+2.67 88.13+1.33
CodeBERT 68.29+1.54 84.444+1.13 90.63+1.12

4.7 OueHKa BnNUAHUA  ANMUTENBLHOCTU  TPEHUPOBKM Ha  KayecTBO
Knaccudukaumm Tunos

B nanHOM 3KCIIEpUMEHTE BBISBIAETCS KaK ATUTEIBHOCTD IPEIBAPUTEILHON TPEHUPOBKH BIIUSET HA
Ka4ecTBO KJacCU(HKALMK THUIIOB. BHayajge Takod aHamM3 INPOBOAMTCS VIS PEISIMOHHBIX
BEKTOPHBIX TIPEJCTaBICHUH. 3aBUCHMOCTh TOYHOCTH KJIACCH(UKAIIMM THUIOB OT JIUTEIHEHOCTH
HpeaBapUTEIbHON TPEHUPOBKU MHpejcTaBieHa Ha puc. 7. C yBelIn4YeHUEM BPEMEHH TPEHHPOBKH
TOYHOCTb KJIACCH(UKAILIMN THIIOB YIIy4IIAETCs, YTO TOBOPHUT 00 yJIYYIIEHUH KayecTBa BEKTOPHBIX
npezcTaBiIeHni. BekTopHBIe MpeacTaBiIeHns, NMpeIBapUTENbHO 00ydeHHbIe MeTonaMu TransR u
RESCAL, neMOHCTpHpYIOT caMyl0 HH3KYI0 TOYHOCTh Kiaccupukamuu. Cample ITydirue
pe3yabTaThl MOJIYYCHBI METOI0M TPeHHPOBKH RotatE mpu ncmoss3oBanuu rpada ¢ k-hop pédpamu.
OpHako TPEHUPOBKA TaKOW MOZETH TpeOyeT 3HaunTeNbHBIX pecypcoB. [1o 3Toil nmpuunHe Mozenb
RotatE penxo ucmomp3oBamack B APYTrUX 3KCIEpUMEHTaxX. MOXHO 3aMETHTh, YTO TOYHOCTH
KITacCU(UKAIMNA THUIIOB, KaK TPaBHJIO, BBIIIE TPH HCIOIb30BaHUKM TpadoB ¢ k-hop pébpamm
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(MCKITIOYEHHUE COCTABJIAIOT BEeKTOpHBIE mpencraieHus RotatE, natpenupoBanubie B Teuenue 100
3M0X).
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Puc. 7. 3asucumocmsv mounocmu maccu¢ukauuu munoe ¢ NOMOWbIO peIAAYUOHHbIX 6EKNMOPHbIX
npeocmasnieHull om OIumenvbHocmu npedsapumenvrou mpenuposku. C yeenruuernuem epemeHu mpeHuposKu
MOYHOCNlb Kﬂaccu(])ul«zuuu yayduiaemcs. Tounocmo maccu(])ukauuu, Kak npaeuo, aydue npu
ucnoawvsosanuu k-hop eexmopos (uckuouenue — eekmopa RotatE, nampenuposannvie ¢ meuenue 100 snox)
Fig. 7. Relationship between the accuracy of type classification using relational vector representations and
the duration of the pretraining. As the pretraining time increases, the classification accuracy improves.
Classification accuracy is generally better when using k-hop vectors (the exception is RotatE vectors trained

for 100 epochs)
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Puc. 8. Bauanue onumenvHocmu npedsapumenbHo20 00yueHuUs peisyUuOHHbIX 6eKMOPHBIX NPEOCMAaBIeHUll Ha
MOYHOCMb peulenus 3a0a4u npeaeapumeﬂbﬁoeo 06yweHu;z u 3a0a4u maccu(j}ukauuu munos. Yucno eoszne
mapkepa 0bo3HaAYAem KoIu4ecmeo ONOX, UCNONb306AHHOE NPU MPEHUPOBKe
Fig. 8. Relationship between the duration of pretraining of relational vector representations and the accuracy
of solving the pretraining task and the task of type classification. The number next to the marker indicates the
number of epochs used during pretraining
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Jusi mpoBEepKH TOTo, SIBISIIOTCS JIM  UCIOJb3yeMble 3a/ladud  I[PEABAPHUTENILHOTO O0y4eHHS
MOJIE3HBIMHU Ul TPEHUPOBKH BEKTOPHBIX MPEACTABICHUN Ul HCXOAHOTO KOJa, MPOBE/IeHA
MpOBEpKa 3aBUCHMMOCTH TOYHOCTH PELICHUs 3a/a4d TPEIBaPUTEIBHOrO OOYYEeHUs ¥ TOYHOCTH
KJaccu(UKAIIMK TUIIOB C HCIOJIb30BAaHHEM MOJYYCHHBIX BEKTOPHBIX MpecTaBicHui. JlaHHas
3aBHCUMOCTh JUISl PEJSAIMOHHBIX BEKTOPHBIX MPEJCTABICHUN TpPEACTaBIicHA Ha puc. 8.
Habmromaercst TeHIEHIMs, NMPU KOTOPOH yBEIHUYCHHE JIUTEIBHOCTH TPCHUPOBKU (KOJIAYECCTBO
3MO0X) BENET K YBEIMUCHHUIO TOYHOCTH PEIICHUS 33/]a9H MPEIBAPUTEILHOW TPSHUPOBKH U TOUHOCTH
KJIaccu(UKAIIH THIIOB.

Hanee, monoOHbIM aHanu3 66T PoBeAEH i BekTopHbIX npeactaBiennii GNN-NamePred, GNN-
EdgePred u GNN-NodeCIf (cm. puc. 9). HccrnemoBaHue He MPOBOAWIOCH sl BEKTOPHBIX
npezncraBieanit GNN-TransR BBUIY orpaHHYeHHBIX BEIYACIUTENEHBIX PECYPCOB.
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Puc. 9. Brusinue onumenvrocmu npedsapumenvro2o 00yuenus GNN eekmophbix npedcmasienuli Ha
MOYHOCMb PeuleHUst 3a0a4u nPpedsapumenbHo20 0byueHus u 3a0ayu kuaccupurayuu munos. ducno sosie
mapkepa obosznauaem KoIu4ecmeso JNO0X, UCNOJIb306AHHOE NPU MPEHUPOBKE
Fig. 9. Relationship between the duration of pre-training of GNN vector representations and the accuracy of
solving the pretraining task and the task of type classification. The number next to the marker indicates the
number of epochs used during pretraining
Hns Bektopubix mpezcraBieHnii GNN-NamePred HaGmogaeTcss He3HAuMTEIBHBIH TPEHA, MPH
KOTOPOM KauecTBO peIICHHUS 3aJauyd MPEeABAPUTEIBHOTO OOyYeHHs YIydlIaeTcs, a 3aJadu

KJIacCH(UKAIINH THIIOB HE3HAYUTEIBHO YXYAIIACTCS HITH OCTAETCSI HEU3MCHHBIM.

Hns Bexktopubix npencraBieHnii GNN-NodeClf He HaOnronaercst 3HAYUTEIBHOTO YJTyYIICHUS
TOYHOCTH KJIACCU(HUKAIMK TUIOB NPH YIYYIIEHHH TOYHOCTH PEUICHHS 3aa4M IPEIBAPUTEIHHO
TPEHUPOBKU. B TaHHOM 3KCIIepUMEHTE B IPOLECCe MPEABAPUTEIBHON TPEHUPOBKH HCIIOIb30BAIACh
CKOPOCTb O0YUYCHHMS1, OTINYHAS OT TOM, YTO MCHOJIB30BaJIach JUIS MOJIyYeHUs 3HaueHuH B Tabi. 2. C
yu€ToM 3HAYeHWH M3 OSTUX TaONWI, TPH JOCTIXKEHHHM TOYHOCTH pEIICHUS 3aJayd
npenBapuTenabHOro oOydeHust Ommskoidt k enunune (0,96), KkadecTBO pemieHUs 3aja4d
KIaccuuKanuy TUIoB nagaet 1o 49,05.

Jns BexTopHbIX npeacraBiennii GNN-EdgePred TounocTh pemenns 3apaun nmpeaBapuTEIbHOTO
00y4eHHs yJIydIIaeTcss He3HAYNTEIIbHO, M B TO K€ BPEMsI TOYHOCTh KIacCH(UKALIMN TUIIOB Ma/1aeT.
JlaHHBIN pe3ynbTaT yKa3blBaeT HA UHTEPECHBIN acTeKT BeKTOpHbIX mpeacTtapneHuit GNN. LeneBast
3agaqua GNN-EdgePred moxoxa Ha ueneBble 3ajadyd, HCIOJIb3YeMbIe JUIsi TPEHHUPOBKU
PENAIMOHHBIX BEKTOPHBIX IPEACTaBICHUH, TEM, UTO [IETh TPEHUPOBKH — HAYIUTHCS IPEACKA3BIBAT
HaM4Yue CBsi3ell B Tpade Ha OCHOBE BEKTOPHBIX MpeACTaBIeHWH y31m0B. OOHO W3 OTIMYHUI
3aKJII0YAETCs B TOM, YTO METOJbl TPEHUPOBKH PEISILIMOHHBIX BEKTOPHBIX NPEICTABICHUN XPaHIT
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BEKTOpHBIE MPEJICTABICHHUS y3JIOB B SIBHOM BHIE, B TO BpeMs KaK IPH HCIOIH30BAHUH I'paOBBIX
HEHPOHHBIX CETeH, BEKTOPHBIC IPEACTABICHHUS BBIYMCISAIOTCS Ha OCHOBE OKpyXeHus yzma. C
yaérom Toro, uTo GNN Mo1eNb He CIIPaBISLEeTCS C pEIIeHNEM 3a/1a9H IIPEIBaPUTEIBHOTO 00yICHNS,
MOYKHO BBIIBUHYTbH THIIOTE3Y O TOM, HCHOJIb3yeMas Tpad)oBasi HEHpOHHAs MOJIENb JEMOHCTPHPYET
BBICOKOE CMEIIIEHHE M HU3KYIO AUCIIEPCHIO.

4.8 BnusHue coctaBnsaowWwmMxX rpacga Ha KayecTBO Krnaccudmkaumm TMnoB

I'pad, ncionp3yemslii 111 TPEHUPOBKH rpad)OBEIX BEKTOPHBIX NIPEICTABICHHH, COAEPKUT OONBIIOE
KOJIMYECTBO Pa3IMYHBIX THIIOB pébep. He Bce aTH péOpa MMEIOT 0JMHAKOBOE BIMSHHUE Ha KA4ECTBO
(MHANBHBIX BEKTOPHBIX MpEJCTaBICHUH. B naHHON 4yacTH mMccinenoBaHUs MPOBOAUTCS H3YyUSHHE
TOro, KaK HCKIIIOYEHHE COCTAaBIAIONIMX Tpada BIMsSeT HAa KauyecTBO pELICHUS 3aJadd
KJaccU(UKAIMM THIOB. DKCHEPHUMEHTHI MPOBOIINCH TOJBKO JJIsI BEKTOPHBIX HPEICTAaBICHUH
GNN. ITocne ynanernus gactu rpada, npeaBapuTenbHas TPEHUPOBKA OCYIIECTBISIIACH 3aHOBO.

Pe3ynbTaThl 3KCIIEPUMEHTOB MPEACTABICHBI B Ta0J. 5. B pamMkax mepBoro skcrepuMeHTa u3 rpada
OBUIH UCKIJIIOYEHBI METKH TUHOB p&bep. Takum obpasom, Monenb rpadoBoii HelipoHHOU ceTH R-
GCN craia 00JIbIIIe MOX0Ka Ha KITACCHUECKYIO rpadoByI0 CBEPTOUHYIO HEHPOHHYIO ceTh. [Ipu 3TOM
He HaOxromaeTcs 3HAYUTEIbHOE M3MEHEHHE KadecTBa PEIICHHS 3aJadd KiIacCH(UKAIIMH THIIOB
mepeMeHHbIX. JIaHHBIA (aKT MOKET CHTHAJIM3HPOBATH O TOM, 4YTO HH(OpMAIsI 0 TUHax pédep B
JAHHBIA MOMEHT HEJOCTaTOYHO YTHIIM3HPYETCS, WM THIEI pEOep HE TaK BaYKHBI MPH pPEIICHUHN
3a1au Kiaccu(UKaIy TUTOB. [IaHHBIC Pe3yIbTaThl MOTYT OTJIMYATHCS TPU MPOBEPKE Ha IPYTUX
LIEJIEBBIX 3a7a4ax.

Tabn. 5. Brusnue uckmioueHus cCoOCmasiaowux spaga neped mpeHuposkoil epagosvix npeocmasneruii GNN
Ha Ka4ecmeo peuleHusl 3a0ayu maccud)ukauuu munoe

Table 5. Influence of excluding graph components before training GNN graph representations on the quality
of solving the task of type classification

Moauduxanus rpada Hits@1 Hits@3 Hits@5
CranmapTHbIi rpad 59.01+1.15 74.36+0.89 80.31+0.95
be3 rnobanbHbIX cBA3CH 57.124+0.96 74.76+0.83 80.82+1.32
be3 cabtokeHoB 58.26+0.46 74.4440.54 80.43+1.4
be3 Tumos pébep 59.33140.45 74.8+1.08 79.96+0.81

B pamkax BTOporo skcnepuMeHTa U3 rpada ObUIH HCKITFOYEeHBI Ca0TOKEHBL. be3 cabTokeHOB, B rpade
OTCYTCTBYET HMH(pOpMaIHs 00 UMEHaX MepeMeHHBIX. HecMOTpsl Ha 9TO, TOYHOCTh PeLICHHS 3a1aun
KJIacCH(HMKAIIMK THUIIOB W3MEHMIIACh HE3HAYMTeNbHO. J[aHHBIH (akT ykasblBaeT Ha TO, YTO
KJ'IaCCI/I(i)I/IKaHI/I)I TUIIOB TMEPEMCHHBIX OCYHICCTBISACTCA B OCHOBHOM 3a CUET HCIIOJIb30BAHUS
CTPYKTYPHBIX PU3HAKOB, MOTyYSHHBIX U3 rpada.

B TperpeM okcnepumeHTe H3 Tpada OBUIM HCKIOYECHBI IJI00ajbHBIC CBs3M. l3HAYanbHO
HPeIIoarajgock, 4To II00aJbHble CBA3M JOOABIAIOT LEHHYI MHGOPManUI0 00 HCIIONb30BaHUU
YHacCTbIX (byHKHI/Iﬁ 1 METOA0B, U MOT'YT 3HAYUTCJIIbHO YJIYYIIUTh KaYCCTBO PEHICHUA ICJIEBBIX 3a/1a4.
Pe3ynpTaThl SKCIEpUMEHTa MOKA3BIBAIOT, YTO MCKIIIOYEHHE TTI00ANBHBIX pEoep n3 rpada mpusesno
K CHUXKCHUIO TOYHOCTH KJ'IaCCI/I(i)I/IKa[H/II/I THIIOB, OOJHAKO JAHHOC CHUXXCHHEC MaJIO JJIA TOrO, YTOOBI
CUNTATh €r0 3HAYUTEIHHBIM.

4.9 BnuaHue Habopa AaHHbIX

B npegpiaymux sxkciepuMeHTax Ui IpeIBapUTENLHOT0 00yUeHHS HCITOIB30BaIach Ta e KOJI0Bas
6a3a, 9yTo M U1 KI1accuuKauy TAoB. UToObs! mpoBepuTh, MOTyT I GNN Mo1eH ISt HICXOTHOTO
Koma 0600mmaTecss Ha HOBBIE JaHHbIE, ObLT moaroTosieH Habop maHHBIX CSN-Graph. B manHOM
SKCIIEPUMEHTE, M3-3a JJIMTEIFHOTO BPEMEHH, HEOOXOIMMOTo Uil oOy4yeHus, ObLIO HpPOBEIECHO
CpaBHEHHE TOJILKO I MOjieNiell, 00y4eHHbIX Ha 3aade Name Prediction.
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IMocne mpenBapuTensHOro 00y4eHHsT OB MPOBEACH SKCIEPHMEHT IO KIACCH(UKAIIUH THIIOB C
nomomsio oaxona TypeClf-Graph. Pesynsrar Hits@1 ans Bcex tunos coctasmn 58.8540.71, a
Juist 9acThix TUNOB — 63.20+0.67. DTH pe3ynbTaThl MPAKTUYCCKH COBMAIAIOT C PE3ylbTaTaMH,
MOJYYCHHBIMU TP COBMECTHOM HCIIOJIB30BAHUU KOJIOBOM 0a3bl /I MPEABAPUTEIHLHOTO 00YICHUS
U KJIaCCU(UKAIMH THITOB (CM. TabI. 6).

Tabun. 6. Oyenxa mempuxu Hits@1 na nabope 0anmwix 0Jisi KiAccupurayuy munos, UCnoib3ys 6eKmMopHble
npeocmasnenus, npeosapumenvHo ooyyentvle Ha Habopax oannvix PP u CSN-Graph. Pasmeprocms
sexmopnbix npeocmagaenui pasia 100

Table 6. Estimating the Hits@1 metric on the type classification dataset using vector representations
pretrained on the PP and CSN-Graph datasets. The dimension of vector representations is 100

MeTox npeABapUTEILHOIO 00yYeHHsI Bce TanbI YacTble THIBI
GNN-NamePred, Ha6op nanubix PP 59.01+1.72 64.86+1.91
GNN-NamePred, Ha6op nanusix CSN-Graph 58.85+0.71 63.20+0.67

4.10 Knaccudukaums TMNOB € UCNONIb30BaHUEeM rMopuaHon moaenu

B manHOM 3KCIIeprMEHTE OLIEHMBAETCS KadecTBO paboTel rudpuaHoit mogemn TypeClf-Hybrid s
KIaccu(uKanuy THNOB. [ MOpHaHas MOAENb UCIONB3YET OJHOBPEMEHHO TEKCTOBBIN KOJHPOBIINK
U rpadoBbIe BEKTOPHBIE MPECTaBICHHS. BbUTH MPOBEIEHB! 3KCIIEPUMEHTHI C JBYMS TEKCTOBBIMHU
konuposirkamu: CNN u CodeBERT. Ha Bxon CNN Mojenu mojaroTcsi TOKeHbI, X IPEQUKCH U
cybouxchl. B kauecTBe BEKTOPHBIX MIPEACTaBICHUH 1J1s1 TOKEHOB HCIIONB3YyIOTCs BekTopa FastText,
obnanaronue pasmeprocthio 100, mpeaBaputenbHo 00yueHHBIe Ha Python mporpammax u3 Habopa
nanHbix CodeSearchNet. Bexropa anst cypdukcoB u npedukcoB uMeroT pazmepHoctb 50. OHu
o0ydaroTcst BO BpeMsi TpeHupoBkU Mozaenu. CNN Moaenb cOCTOUT U3 TPEX CBEPTOUHBIX CIOEB,
obnamaromux pazmMepHocThio 40. JfomycTrMoe KOITM4ecTBO TOKEHOB B OJIHOM MOCIIE0BATEIHHOCTH,
M0/IaBa€MOil Ha BXOJl TEKCTOBOTIO KoaupoBiuuka, paBHo 512. upuna oxHa CNN pasna 10.
BekropHble npecTaBIeHNs, TTOJydeHHbIE HA BBIXOJE TEKCTOBOTO KOJMPOBIIHKA, CKICHBAIOTCS C
rpaOBBIMH BEKTOPHBIMU MPE/ICTABICHUSMHU. BBUIM TPOBEAEHBI AKCIIEPUMEHTHI M C MOJEISIMU
CNN, obnagarommmMu  OOJIBIIMM  KOJMYECTBOM mapaMmeTpoB. OJHAKO yBEIWYEHHE 4YHCIIa
MapaMeTpoB MPUBOIUT K MEPEOOYIEHHIO.

KauectBo pabGoter rubpumnoit momemun TypeClf-Hybrid paccmaTtpuBaercs Ha OBYX 3ajavax:
K1accuukanys THIOB M JIOKaM3anus + Kiaccudukamus. B mepBoil 3amade W3BECTHO
MECTOIIOJIOKEHHE TIEPEMEHHBIX, KOTOpPBIE HY)KHO Kiaccu(puimpoBars. Bo BTOpoii 3amade Hy»)HO
CHaYaja OnpeienTh, KAKUE TOKEHBI JJOJDKHBI ObITh KIaCCH(UIIMPOBAHEL.

Oxupaercsi, 9T0 THOpPHIHAS MOJENs C TPaQOBBIMH BEKTOPHBIMH IIPEICTABICHISIMH JOJDKHA
paborate He xyxke, yeM Momenb TypeClf-Graph. Kpome TOro, TOYHOCTH pemieHUs 3aJadyd
JoKaM3anusi + Kinaccupukanus JO0JDKHA OBITh HIKE, YeM IPHU PELICHWH TOJIbKO 33/1a4d
KIaccu(uKaIum.

Tabn. 7. Dghpexmusnocms knaccugpurayuu munog ¢ NOMOwbIO 2u6PUOHOL MOOenU U PeNAYUOHHBIX
6eKMOPHLIX npedcmagienull. Penayuonuvie gekmophvie npedcmasienus umerom pasmeprocms 500

Table 7. Type classification using a hybrid model and relational vector representations. Relational vector
representations have a dimension of 500

Mopneap knaccupuKauu TUIOB Hits@]1 Bce Tunbl | Hits@1 Yactbie THIBI
CNN, C 58.01+2.1 66.611+0.9
CNN, CL 55.01+1.7 63.33+2.5
CNN + DistMult, C 48.131+2.2 57.26+4.3
CNN + DistMult k — hop, C 52.67+2.0 59.89+1.3
CNN + ComplEx, C 51.274+6.2 55.97+3.9
CNN + ComplEx k — hop, C 52.1242.2 58.98+1.4
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Mopaeas knaccupuranuy TUNOB Hits@1 Bce Tuner | Hits@1 Yacrbie THIIBI
CNN + DistMult, CL - -

CNN + DistMult k — hop, CL - -

CNN + ComplEx, CL - -

CNN + ComplEx k — hop, CL - -
CodeBERT, C 62.2740.2 72.7610.6
CodeBERT, CL 56.75+0.5 67.48+1.1
CodeBERT + DistMult, C 66.4410.2 71.5440.5
CodeBERT + DistMult k — hop, C | 66.78+0.4 71.684+0.4
CodeBERT + ComplEx, C 66.30+0.7 71.81+0.3
CodeBERT + ComplEx k — hop, C | 66.40+0.5 71.64+0.4
CodeBERT + DistMult, CL 55.924+0.3 60.994+0.9
CodeBERT + DistMult k — hop, 56.08+0.6 61.46+1.1
CL

CodeBERT + ComplEx, CL 56.29+0.1 61.70+0.6
CodeBERT + ComplEx k — hop, 55.90+0.5 61.13+0.3
CL

B Tabn. 7 mpuBenmeHB! pe3yNbTaThl ONCHKH THOPHIHONH MOZIEIH, MCIIONB3YIOMIeH PesIHOHHbIC
BEKTOpHBIE TPEICTaBICHNS (pa3MEepHOCTh BEKTOPHBIX IpexactaBieHuii 500). B xadectBe 6a30Boi
Moenu ucnoip3yrorcs TekctoBas Monelb CNN u CodeBERT. PaccmarpuBanuck TOIBKO MOACIH
rpadoBBIX BEKTOpHBIX mpenctaBieHmit DistMult m ComplEX, Tak kak OHM TOKa3alHll JIydIIHNe
pe3yabratel mpu onenke wmozenun TypeClf-Graph. Bekrtopueie mnpencrtaBienust RotatE ¢
pazmepHocThi0 500 HE MPOBEPSIIUCH, TaK KaK UX TPEHUPOBKA 3aHUMAET CIHILIKOM MHOTO BPEMEHHU.
PesynbTarhl moka3bpIBalOT, YTO MPHU UCIOJIb30BAHUHU PEJSILMOHHBIX BEKTOPHBIX MPEICTABICHUH B
cBsizke ¢ mozenbto CNN, Jydrirass TOYHOCTh KITACCH(PHUKAIMKA JOCTUTAETCS MPH HCIIOIb30BAHUH
mojenu DistMult, HarpeHupoBanHoi Ha rpade ¢ k-hop pébpamu. He ynanock HatpeHHpoBaTh
THOPUIHYIO MO/Ie)Th, HCTOJB3YIONyr0 CNN KoaupoBIIKK U rpad)OBbic BEKTOPHBIC MPEICTABICHHS
JUTS PEUICHUs 3aJaud JIoKanu3aius + Kiaccuukaiusi, W3-3a HECTaOWIBHOCTEH B Tmpoliecce
TPEHUPOBKU. Mojenb, ucnosb3dyromas Toidbko CNN KOAHWPOBIIUK JOCTHria 0ojiee BBICOKON
TOYHOCTH Kiaccuukanuu TUNoB. [Ipu UCTIONb30BaHUH PENSIIMOHHBIX BEKTOPHBIX MPEICTABICHHMA
B cBs3ke ¢ kogupoBmukoM CodeBERT, pe3ynpTathl Kinaccu(pUKaIMy THIIOB TTOXO0XKH AJIST Pa3HBIX
MTOJTXO/IOB TPEHHUPOBKU BEKTOPHBIX IMPEACTaBICHUN. TOYHOCTh KIacCH(HUKAIMH BBIIIE, YeM IpH
ucnonb3oBanun TobK0 CodeBERT komupormuka. To9HOCTE JTOKaIM3auy + KiIacCH(PpUKAINU HE
MEHSIETCS IPU J00aBICHUH PENIIIMOHHBIX BEKTOPHBIX MPEJICTABICHUH.

Tabn. 8. Dpgexmusnocmov Knaccupuxayuu munos ¢ NOMowbIo CUOPUOHOTE MOOETU U BEKIMOPHBIX
npeocmasnenuit GNN. I'paghosvie éexmopnvie npedcmasienust umeiom pasmeprocms 500

Table 8. Type classification using hybrid model and GNN vector representations. Graph vector
representations have a dimension of 500

Mogeas k1accupukanum THIOB Hits@1 Bce Tunsl Hits@1 YacTble TUIIBI
CNN, C 58.01+2.1 66.61+0.9
CNN, CL 55.01+1.7 63.33+2.5
CNN + GNN-NamePred, C 65.48+0.8 71.89+0.7
CNN + GNN-EdgePred, C 65.25+0.9 69.49+0.9
CNN + GNN-TransR, C 64.91+1.3 68.63+1.6
CNN + GNN-NodeClIf, C 61.60+0.7 68.32+1.8
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Mopeanb knaccupuranuy THNOB Hits@1 Bce Tuner | Hits@1 YacTbie THIBI
CNN + FastText, C 67.78+1.2 77.0610.0
CNN + GNN-NamePred, CL 64.23+0.6 68.78+1.1
CNN + GNN-EdgePred, CL 62.4740.9 67.04+1.9
CNN + GNN-TransR, CL 62.03+1.4 68.14+1.3
CNN + GNN-NodeClIf, CL 58.35+1.0 66.271+0.7
CNN + FastText, CL 65.60+3.9 72.801+0.6
CodeBERT, C 62.2740.2 72.7610.6
CodeBERT, CL 56.75+0.5 67.48+1.1
CodeBERT + GNN-NamePred, C 68.5040.2 74.5310.2
CodeBERT + GNN-EdgePred, C 67.831+0.4 74.65+0.2
CodeBERT + GNN-TransR, C 65.66+0.4 73.9740.3
CodeBERT + GNN-NodeClf, C 65.284+0.5 74.65+0.5
CodeBERT + FastText, C 70.761+0.2 77.06+0.0
CodeBERT + GNN-NamePred, CL | 63.36+0.3 69.39+1.2
CodeBERT + GNN-EdgePred, CL | 63.41+0.7 70.3840.6
CodeBERT + GNN-TransR, CL 60.83+0.5 68.70+0.5
CodeBERT + GNN-NodeCIf, CL 61.58+0.6 69.8210.7
CodeBERT + FastText, CL 66.41+1.1 71.56+0.6

B Tabn. 8 mpuBencHBI pe3ysbTaThl AKCICPUMEHTOB IO OIICHKE KadyecTBa pabOThl TMOPHIHOM
MOJIeNH, uctnob3yromei BekTopHble npenactaBienus GNN. ['ubpunnas CNN moaens gocturaet
TOYHOCTH KJacCU(HUKaImu, cXoxel ¢ mpocteiM kiaccupuxaropom TypeClf-Graph. Bonee Toro,
TOYHOCTh KJacCH(UKAIMM Ha YacThIX TUMax crabuibHO Bbime u cpaBuuma ¢ CodeBERT. Ilpu
KJIacCU(UKAIINH BCEX THUIIOB, TOYHOCTh KITACCU(PUKAIIMYA THOPUIHOW MOIETH BHIIIE, YeM MOJCIH,
ucnone3ytomen Torbko CNN xoxuposmuk win Tonbko CodeBERT. Ha wacTeix Tumax pa3HHIa B
TOYHOCTH KJIACCU(UKAIMKA Tropa3fgo MeHbIme. Kak © 0XHmanock, 3ajada JOKaIH3amus +
KIaccu(uKanus sSBISeTCs OoJee CI0XKHOM M NPUBOIUT K OoJiee HU3KMM 3HAYCHHSIM METPHKH
Hits@1. JobasneHne rpadoBBIX BEeKTOPHBIX IMPEICTABICHUA AaeT HE3HAUHTEIBHOE YIydIICHUE
npu ucnons3oBaHuun CodeBERT B kadecTBe TEKCTOBOTO KOJUPOBIIUKA. B 1emoM, TOYHOCTH
Ki1accuuKaluu THOPHIHON MOJIENbIO, HCTIONB3YolIel BeKTopHble TpencrasieHus GNN Bbiie,
4eM TPH UCTIOJIb30BAHUHU PENIIIMOHHBIX BEKTOPHBIX MpeacTaBieHuid. OJHAKO MPU UCTIOJIB30BaHUU
BEKTOPHBIX MpezcTaBicHnil FastText MOXKHO MOMy4YHTh emmé Ooiee BRICOKHE Pe3yIbTaTHI.

4.11 BnuaHue npeaBapuTeribHOro o6y4yeHus Ha CKOPOoCTb TPEHUPOBKU

Puc. 10 moka3sIBaeT BBIMTPHIII OT UCIIOJIb30BAHMS BEKTOPHBIX mpeacTaBieHuii GNN s Kax 1o
snoxu. bruto MpoBeeHo cpaBHEHNE BCeX THOPUIHBIX MOJIEIIeH, IpeICTaBIeHHBIX B Ta0JI. 8. UTOOBI
OIICHHUThH BIHMSHUE HA JUHAMHUKY OOyYeHUs, CpaBHUINCH Mmokazarenu Hits@1 s kakmoi Smoxwu.
J1s TaKOHWYHOCTH TPHUBEACHBI TOJBKO JAHHBIE O OUHAMHKE OOYYeHHUS I BEKTOPHBIX
npencraBieHnii GNN-NamePred. [{ns BextopHsix mpencrasinernii GNN, o0y4eHHBIX APYyTHMH
LeJIeBBIMU (QYHKIMAMH, IHHAMUKA aHAJIOTHYHA.

MOoOHO 3aMeTHTh, YTO MOJIENH, KOTOPBIE HCIIONB3YIOT TpadoBBIE BEKTOPHBIE MPEICTABICHUS
oOyuarotcs Obictpee. [JJmas CNN Monenu, HCHOIb30BaHUE JOMOTHUTEIBHBIX BEKTOPOB YCKOPSET
TPEHUPOBKY Ha JIECITKH 310X. [Tocie HEeKOTOPOro MOMEHTa pa3HHIA B KAYECTBO pabOTHI IepecTaeT
MEHATBCS, a Mojesu, ucronbs3yomue GNN BekTopa, cxomarcs K Oojiee BHICOKOMY 3HAYCHHUIO
TogHOCTH Kiaccuukanuu TunoB. Pesynsratel CodeBERT yiryummmices 6omee uem Ha 10%.
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Puc. 10. Tounocms knaccugpurayuu munos mooenvto TypeClf-Hybrid 6 3asucumocmu om snoxu ons

PA3IUYHBIX NOOX0008 MPEHUPOBKU 8eKmMopHbix npedcmaenenuti GNN. Habnrooaemca ynyuwenue om
UCNOJIb306AHUA zpagboeblx BEKMOPHbLLX npedcmaeﬂenuz} emecme ¢ meKkcnoebim KO@MpOGWMKOM no snoxam.

Ipu ucnonvzosanuu eéexmopoé GNN mooenu obyuaromes 6vicmpee, PuHAIbHASL MOYHOCb BblULe
Fig. 10. Accuracy of type classification by the TypeCIf-Hybrid model depending on the epoch for various
approaches to training GNN vector representations. There is an improvement from using graphical vector
representations along with a text epoch encoder. When using GNN vectors, models are trained faster, the
final accuracy is higher

5. 3aknroyeHue

PaspaboTtka mpenBapuTelbHO 00YYSHHBIX MOJICIEH SIBIISIETCS Ba)KHBIM IIIarOM Ha ITyTH CO3JAHHS
HMHTEJJIEKTYaJIbHBIX NPUIOKEHUHN AJI1 aHajlu3a UCXOAHOIO KoJad. BOJBIIMHCTBO CYIIECTBYIOIIMX
MpeJ0OYICHHBIX MOJETICH UCTIOIB3YeT METOIBI, CO3MaHHbIC TSl 00pabOTKH eCTECTBEHHOTO S3bIKA.
I'padoBbIc MOAETH MOTY CIYXHThH ANbTEPHATHBOMN HCIIONB3YEMBIM Ha JaHHBIA MOMEHT TOIXO0/IaM.
OmHaKo UX CBOMCTBA HEIOCTATOYHO M3YYCHBI.

B nanHO¥ cTaThe MPOBEICHO MCCIEIOBAHNE MPUMEHEHUS MTPEBAPUTEIFHO 00yUeHHBIX I'pad)OBBIX
BEKTOPHBIX TPEACTABICHUN [UIA PEIICHUS LEJEBBIX 3a/a4, B YaCTHOCTH KJIACCHU(DHUKAIINU THIIOB
MEepEeMEHHBIX B MpOTpaMMax, HAMMMCAHHBIX Ha s3blke Python. Bruto paccMorpeno nBa Tuma
BEKTOPHBIX MPEJICTABICHUI: PEISLHUOHHBIX U 00YUYEHHBIX C TIOMOILBIO rpad)OoBOi HEHPOHHOHN CETH.
Y CTaHOBIIEHO, YTO TIPH MPEIBAPUTEIFHOM OOYUEHHH T'paOBBIX BEKTOPHBIX IPEACTABICHUH IS
HCXOJIHOTO KOJAA CJEQyeT HCIIONE30BaTh rpadoBble HEHPOHHBIE CETH, TaK KaK OHH IO3BOJISIOT
0000111aTECS HAa HOBBIE IaHHBIE U ITOKA3BIBAIOT JTYYIIHH pPe3yJIbTaT 110 CPABHEHHIO C PEISIIIMOHHBIMU
BEKTOPHBIMU TPEJCTABICHUAMH. [IpW yBEeNWMUYEHWUH pa3sMepHOCTH, TpadoBble BEKTOPHBIE
MPEJICTABIEHUS MO3BOJIIOT JOCTUYL TOYHOCTH Kiaccudukarmu TUIOB cxoxkei ¢ COdeBERT.
Bonee Toro, coBmectHoe ucmons3zoBanne CodeBERT u rpadoBBIX BEKTOPHBIX MpeICTaBICHHNA
MO3BOJISICT YIYYIIUTh TOYHOCTH KJIACCH(HUKAIINH.

IMomumo CodeBERT, MOXHO BBIAEINTH W JAPYTHE MPEABAPUTENLHO OOYUYEHHBIE MOJENW JUIS
ucxoauoro koxaa, Takue kak GraphCodeBERT, UniXCoder u CodeT5. B otimure or CodeBERT,
9TH TIOJAXOABl B TOM WJIM MHOM BHJI€ HCIIONB3YIOT MH(pOpMaIuio U3 rpada mporpamMmsl, KOTOpas
MOYET IO3BOJINTH COKPATUTh pa3phiB, Habmogaemelii Mexay CodeBERT u CodeBERT + GNN-
NamePred. B nannoii paboTe mpoBeieHO CpaBHEHHE BEKTOPHBIX MPECTABJICHHUMN, MOTYUYEHHBIX
HCKITIOYUTENHLHO TPaQOBBIM U HCKITIOUUTEHHO TEKCTOBBIM KOJIUPOBIINKAMH.

B nmanmpHeimem clemyeT OIEHUTh KadyecTBO TPadoBBIX BEKTOPHBIX MpEICTABICHUN Ha Oolee
IIMPOKOM KPYTe 3a/1a4, TAKAX KaK IMOUCK OIMIMOOK, IOMCK MCXOTHOTO KO/Ia, U TeHEPALUs TEKCTOBOTO
OIIMCAHMUA.
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