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1. BeedeHue

B Hacrosmiee Bpemst 00beM JaHHBIX, TOCTYNHBIH B MHTepHeTe, pacTeT SKCIOHEHIMAIBHO. DTOT
poct co3gaer mOTpeOHOCT, B A(G(GEKTUBHBIX METOAaX IMOMCKAa HWH()OPMAIUK, CIOCOOHBIX
crpaBHUThCA ¢ TakuMu oObemamu. Mudopmanumonssiii nouck (Information Retrieval, IR) — aro
npolece NOMCKa 1 NOoTyueHus: HHPOPMaIHK, COOTBETCTBYIOLIEH MOTPeOHOCTSM moJib3oBaTesst. OH
BKJTIIOYAeT B ce0s KakK MOMCK, TaK U (GUIBTPALINI0 OONBIINX 00BEMOB JaHHBIX, YTOOBI IPEACTABUTH
HauOoJee pelieBaHTHBIE PE3yJIbTAaThl. JTO OCOOEHHO Ba)XXHO B TaKUX OOJIACTAX, KaK HAYJIHBIE
HCCIIEIOBaHMSA, TJleé TOYHOCTh M aKTYaJbHOCTh IOJXY4Y€HHOW HWH(OPMAalHUK MOTYT CYIIECTBEHHO
MOBJIMATH Ha PE3yJIbTaTUBHOCTD IpoekTa. K TOMy ke 9KCIOHEHIMAJIBHBIA pOocT 00beMa JaHHBIX
BEZIET K YCIOKHEHHIO 3a/1a4M NTOMCKA PeJIeBaHTHON MH(OPMAIMK U3-3a TIOCTOSHHOTO €€ POCTa.
OnHo# n3 Haubosiee aKTHBHBIX OOJacTell McclieoBaHUi B 00JacTH MH(OPMALMOHHOTO MOUCKA
SBIIETCSI 3a1a4a PUOIKEHHOTO MoKcKa Ommkaiinx coceneir (Approximate Nearest Neighbor,
ANN). Ona BO3HUKacT B OOJBIIOM YHCIIC TMPHIOKCHHH: OT CHCTEM PEKOMEHIAIWMHA 10
KOMITBIOTEPHOTO 3pEHHSI, TJI€ LIENbIO0 SBIIIETCS IIOMCK ONMKalIInX cocesieit aust 3arpoca B O0JIbIIon
0a3e BEKTOPOB, I'/ie TOYHbIE AJITOPUTMBI IIOMCKA OJIMDKANIINX cocesiell MOTYT ObITh BBIYNCIUTEIEHO
3aTpaTHBIMH M HETIPAKTUYHBIMHM ISl OOJIBIINX HAOOPOB JaHHBIX. DTO TPeOyeT OT uccienoBaTeIen
MOVCKA TPHUOIMKEHHBIX aJTOPUTMOB, KOTOPBIE MOTYT BO3BpAaIIaTh MPHOIMKEHHOE pEIIeHHE C
MpUEMIIEMON TOYHOCTBIO. JlaHHBIE METOABI OOBIYHO BKJIFOYAIOT MOCTPOCHHE TAaKOW CTPYKTYPHI
JIAaHHBIX, KaK JiepeBo win rpad it 3G (HEKTUBHOTO CY)KEHHUs MPOCTPAHCTBA MOWCKA M M30eTaHus
MPOBEPKH BCEX BO3MOXHBIX KaHAUIATOB. JI[pyrMM BO3MOXXHBIM HANpaBJICHUEM SIBISETCS
HCCIeI0BaHNE Pa3JIMUHBIX METO/IOB CXKAaTHsI BEKTOPOB.
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B wactHOCTH, TIpobiiemMa ¢ OonbpIIMMU HaOOpaMH IaHHBIX BO3HHKAET W3-32 TOTO, YTO OOImIas
Pa3MEpHOCTh BEKTOPOB BapbUPYETCS OT COTEH J0 HECKOJBbKHX ThICSY. JTO BEAET K BBICOKHM
TpeOOBaHUSIM K pa3Mepy XpaHWIWINA, a TaKKe K OmepaTHBHOW mamsitd. HecMoTps Ha TO, 4TO
rpad)MuecKue MPOLECCOPHI MO3BOJIIOT MPOBOJUTH OBICTPhIC MATPUYHBIC BBIYUCICHHS BBICOKOM
Pa3MEpHOCTH, CHOCOOBI CXAaTUS BCKTOPHOTO TPEACTABICHUS JUIS JSKOHOMHH PECYpPCOB
MPEACTABISIFOT PAKTUYECKUI HHTEpEC.

B nmanHOit paboTe MBI UCCIIEIyeM HEHPOHHBIC CETH C ApPXUTCKTYPOI aBTOKOIMPOBIIUKA B KAUCCTBE
KOMIIpEccopa BEKTOPOB IS MTOKMCKa OMrbKaiimux coceeil. BeposTHO, OHUM MOTYT pacIieHUBAThCS
HETOAXOIAIIAMY JIJIs 3TOW 3aJ]aud B CBSI3U C BHICOKMMH BBIYHCIUTEIBHBIMH 3aTpaTaMu. TeM He
MEHEEC MBI pEIIWIA HUCCICA0BaTh, KaKHC BO3MOXHBIC MPCHMYIIECTBA MOTYT TNPUHECTH
aBTOKOJMPOBIIUKH B POJIH BEKTOPHOTO KOMITPECCOPA.

B crathe MBI mpoBepsieM TUMOTE3y 00 MCIOIB30BAHUHM ABTOKOAMPOBIIMKOB B KaYeCTBE METO/A
CXKaTUsl BEKTOPOB IyTEM MPOBEJCHUS OOIIUPHBIX TECTOB PA3IMYHBIX METOJOB MPHOIMKCHHOTO
MOMCKa ONIMKANIINX COCENICH C UCIOIb30BAHUEM HECKOJIIBKUX aBTOKOUPOBIIUKOB Ha HECKOJIBKUX
HaOopax JaHHBIX. MBI TaKKe MOKAXKEM, YTO CYIIECCTBYCT I'PAHMIIA CXKATHUSA, ICPECCUCHUE KOTOPOM
HA HEKOTOPBIX AITOPUTMAX MOKMCKA BBI3BIBAET OBICTPOEC MAJCHUE KAuecTBAa HE3aBUCHMO OT THUIIA
aBTOKOJMPOBIIUKOB, MMOKA3bIBAIONINX OMPEACICHHBIH YPOBEHb KaueCTBa 10 3TOW IpaHUIbl. MbI
TAKKE MMOKA3bIBAEM IMITUPUYECKH, KaK 3TO MOXKET OBbITh CBS3aHO C BHYTPEHHEH Pa3MEPHOCTHIO
JaHHBIX.

2. CMexHble pabomsbl

I[TepBble anropUTMBI OKCKA OBUIH OCHOBaHBI Ha IPEBOBHIHBIX METOIax, TakuxX kak KD-tree [1] n
Ball tree [2], koTOpBIe OPraHN30BBIBAIOT JAHHBIC B JPEBOBHAHYIO CTPYKTYPY UL PE3yJIbTAaTUBHOIO
MONCKA. DTH METO/BI MNPOKO MPUMEHSFOTCS U MPUOIMKXEHHOTO MONCKa OMmKalIInx coceaen B
MPOCTPAaHCTBaX HHU3KOH M CpeIHeil pasMEepHOCTH, TIle JAaHHbIE MOTYT ObITh 3((EKTHBHO
OpraHM30BaHbl B Takyl CTPYKTypy. llpeamonaraercs HECKOJIbKO BapHaHTOB APEBOBHIHBIX
METOJIOB JUIsl JIy4ILIEHUs UX [IPOU3BOJUTEIILHOCTH, BKIIIOYas UCII0JIb30BaHue ciydainbix KD-trees
U MepapXuuecKoil kiactepusayu. DTH MeTo/ibl 3G (HEeKTHBHBI U AEHCTBEHHBI JUIs IaHHBIX ¢ OoJiee
HHU3KOH pa3sMEpHOCTBIO.

Kak 6pu10 yIIOMSIHYTO paHee, CyIIeCTBYyeT MHOXKECTBO MCCIIEAOBAHHMN 10 MeToAaM cxkaTua. OnuH
n3 HauboJee MOMyJISIPHBIX METOIOB CXKAaTUsl — KBaHTU3alMsl Mpou3BeaeHuit (product quantization,
PQ) [3]. Merox mompasyMeBaeT pasjelieHHe HCXOJHOrO MPOCTPAHCTBA JAHHBIX HA
MOJIIPOCTPAHCTBA U MOCTIEAYIONLYI0 UX KBAaHTHU3ALMIO HE3aBHCUMO IPYT OT Apyra. MeTo] mokasai
BBICOKYIO 3()()eKTUBHOCTD [UIsl BBICOKOPa3MEPHBIX JIAHHBIX M MPUMEHSETCS B TAKUX 00NIACTAX, KaK
MTOUCK N300paKEHUH M paclio3HABAHUE PEYH.

Eme oxHoOW 3HaumMoOW Trpymmoil anroputmoB sBiIAIOTCA rpadossie meronsl. Hampumep, NSW
(Navigable Small World) [4] ucnione3yer ctpykrypy cetu "manoro mmupa" s 3G ¢deKTuBHON
«HaBUranuu» 1o JaHHbIM. CyThb 3TOHM CTPYKTYpPBI 3aKJIIOYAeTCsl B MOJAEPKaHUHU OajaHca MEXIy
JOKAIBHBIMA W TJIOOQJIBHBIMH CBSI3SIMH. OJTOT METOJ| JIOKazal CBOI 3(deKTHBHOCTD s
BBICOKOPa3MEpHBIX JaHHBIX U HCHOJIB3YETCS B TAKUX 00JIACTAX, KaK ITOUCK U300paskeHNH U MOUCK
tekcta. HNSW [5] (Hierarchical Navigable Small World) sBasercst pacmmpennem NSW u
UCTIONB3YET MEPapXUUEcKyl0 CTPYKTYpY, YTO yiaydmiaeT 3(QEeKTHBHOCT HCXOJIHOTO MOAXOAA.
I'padst HNSW paszpensiroT JaHHBIe Ha HECKOJIBKO YPOBHEH, KaXKABIH U3 KOTOPBIX COAEPIKUT rpadbl
pasHoro macmraba. DTOT MOJXOJ MOXXHO CPaBHHTH C ITOYTOH: CHayaja MHUCHMO IEpPEeCchUIaeTCA
MeXay cTpaHamu (rpad crpan), 3aTeM MeXAy ropojamu (rpad ropojaoB) W 3aTeM yKe MEXIy
ropoackumu otaeneHusiMu (rpad otmenenwit). Takum oOpazoM MeETOA IMO3BOJISIET C BBICOKOH
TOYHOCTBIO OCYIIECTBIATH IOMCK IO JAaHHBIM Ha pPa3HBIX MacmTadax M TOBBIIIAET OOIIyIO
3¢ hekTHBHOCTS, TMPUOIMIKEHHOTO TMoucKa Ommkadmux cocenet. HNSW  mokazamn  cBoro
5 PEKTUBHOCTD AJIsI BHICOKOPA3MEPHBIX JIAHHBIX M NPUMEHSIOTCS B TaKMX 00JACTSIX, KaK IOMCK
n300pakeHM U CHCTEMBI PEKOMEHIAINH.
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Emie omHO HampaBiieHHE HCCIIENOBaHHUIL, KOTOPOE TaKKe CMEXHO C HAallMM, — 3TO CO3/aHHUE
BEKTOPHBIX IPEJCTaBICHHH, HOTEHINAIBHO IIPUTOIHEIX IS IPUOJIKSHHOTO TIONCKa OJIrKaimmx
cocenedi. Hampumep, B paGote [6] aBTOphl TpemmaratoT o0ydaeMblii CIIOW HHICKCHPOBAHHSI
BEKTOPHBIX IpeJICTaBIeHUH. BMecTe co crienuaibHON peryisipu3anny GyHKIHH ITOTEPb, TOT CION
MOXeET OBITh BCTPOEH B JIIOOYIO TNTyOOKYyI0 HeWpoceThb sl 3aJaud MH(QOPMAalMOHHOTO MOMCKA,
HI03BOJISIS. COBMECTHO 00y4aTh BEKTOPHBIE IIPEICTABICHHS U IIONCKOBBII HHACKC JUIS HHX.

3. Mpob6nema noucka 6nuxalwux cocedel

[Touck Omwkaimmx coceneil sBIAETCS OCHOBHOM mpoONEeMOMl BO MHOTUMX HPHIJIOKESHUSIX
MAaIIMHHOTO OOY4eHHs M aHaJiu3a JaHHbBIX, TJe 1eJbI0 SIBISETCS MOMCK Kk Ommkaimmx coceneit
3aJJaHHOM TOYKHM 3ampoca B 6oiblioM Habope maHHbIX. [lycte X = {x1,x;,...,Xx,} — Ha0op U3 n
BEKTOPOB B d-MEPHOM NPOCTPAHCTBE, a ¢ — BEKTOp 3ampoca B d-MepHOM INpocTpaHcTBe. K
Ommkalmux coceneil ¢ B X omnpenenstorces: Kak k BEKTOpOB X; B X, MUHUMHU3UPYIOIINX ()YHKITHIO
paccrosius dist(q, x;):

MiNg—q, ,ydist(q, x;)

rne dist(q,x;) — QyHKOuS paccTosHHS, KOTOpas H3MEpsieT CXOJCTBO WM PAa3IN4ue MEXIY
BEKTOPOM 3ampoca q W BEKTOPOM 0a3bl JaHHBIX X;. B JaHHOM cilydae MCIONIB3yeTcs EBKINIOBO
paccTrosiHue.
IIpsmoit moaxo/, BRIYHCISIOMNI paCCTOSHIS MEXIY TOUKOH 3ampoca U KaXI0i TOYKOH B Habope
JIAHHBIX, MMEET BPEMEHHYIO CJIOXHOCTh O(nd), 4ro SBISETCS HENPAKTHYHBIM JJIsI OOJBIINX
HabopoB naHHBIX. AnroputMbl ANN cTpeMsTcst HaiiTH MpUOIMKeHHBIH HAabop U3 k Ommkalmx
coceJiei, KOTOpble HaXOJSTCSl B HETIOCPEICTBEHHOW OJIM30CTH K UCTUHHBIM OJIMKAWIINM COCEISIM,
TEM CaMbIM CYIECTBEHHO CHHXKAsl BBIYUCIUTEIBHYIO CIIOXKHOCTb.
Tounocts anroputMoB ANN 00BIYHO H3MepsieTcss B TepMHHax HOiHOTHL (recall), xoropas
MPEJICTAaBIsICT COOOM MO0 HAWICHHBIX MCTHHHBIX OMIKAMIINX coceleil, OTHOCUTEILHO BCEX
UCTUHHBIX Oyvkaiimux coceneid. [Tycte NN (g) 0003HaYaeT MHOXKECTBO HCTHHHBIX K ONrKaImx
cocezeir Bektopa q B X. [lomHota R@Kk anropurmMa ANN, KOTOpBIH BO3BpaIIaeT MHOXKECTBO k
BEKTOPOB S(q) /Ui TaHHOW TOYKH 3aIrpoca ¢, ONPEaeIIeTCs CICIYIONHUM 00pa3oM:

1S(q) N NN(g)|
R@®k = ———F—F—

INN(q)|

rae |S(g) N NN(q)| — xomudecTBO 3J€MEHTOB B mepeceucHun MHOkecTB S(q) u NN(q), a
INN(q)| — xonmmuecTBo 3neMeHTOB B MHOXKecTBe NN (q).
O¢¢exrnBHOCTh anroputMoB ANN wu3MepsieTcs IO BpPEMEHH 3ampoca, TO €CTh BPEMEHH,
HEOOXOMUMOro Jisi moucka k Ommkaimimx cocemeil 1yisi JaHHON Touku 3ampoca. Llenbro
anroputMoB  ANN  sBsieTcs JIOCTIDKEHHE pPa3yMHOTO COOTHOIICHUS MEXIY TOYHOCTBIO H
3¢ (HEeKTUBHOCTRIO 3a cueT OalaHca MEXIy KadyeCTBOM MPHOIMKEHHOTO pEIIeHUs |
BBIYHCIINTEIBHON CIIOKHOCTBIO €r0 HaXOXKICHHSI.

4. Ucnonb3oeaHue aemokoduposuwUuKa Osisl cxxamusi Habopa OaHHbIX

HeiipoHHble aBTOKOAUPOBIIUKH [7] HpeacTaBissioT cO00M THUIT HEUPOHHBIX CETEH, MCIIOIB3YEMBIX
g oOyuerns 6e3 yumrensa. OHH COCTOST W3 KOAUpYIOMEH (SHKOIEpa) W JeKOIHPYIOUIeH
(mexonepa) wactei. Llenpb 3akmrodaeTcs B BOCCTAHOBICHUH BXOJIHBIX JAHHBIX HA BBIXOJE. DHKOAED
0TOOpakaeT BXOJHBIE JIAHHBIE B CKPHITOE NMPOCTPAHCTBO MEHBINEH pa3MEpHOCTH, B TO BPeMs Kak
JIeKOIep OTOOpakaeT BEKTOPHI U3 CKPBITOTO IIPOCTPAHCTBA 0OpaTHO B MCXOJHOE. MBI mojaraem,
YTO BO3MOJKHO HMCHOJIB30BAaTh YHKOJEP VISl CHWKEHHS Pa3MEPHOCTH BEKTOPH30BaHHBIX HaOOpPOB
JIAHHBIX.

dopMasbHO IMyCTh X OYAET BXOJIHBIM BEKTOPOM, a b — BEKTOP B CKPBITOM IPOCTPAHCTBE. DHKOAEP
ortobpaxaer X B h ¢ nmomompsio pyakuun f(x) = h. AHamorndso, myctb Y OyleT BBIXOJHBIM
BEKTOpPOM, a § — ¢yHKuusl, oTobpaxaromas h odpatao B Y, y = g(h). Llens aBTOKOAUPOBIIKKA
10
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COCTOUT B MUHUMU3AIIMU OMIMOKH BoccTaHOBieHHS (the reconstruction loss), koTopas sBIsSETCS

pa3HUIIeH MKy BXOIHBIMH JAHHBIMH X U BBIXOAHBIMH JIaHHBIMU Y. OIHUM U3 PacpOCTPAHEHHBIX

croco0OB U3MEPEHUs ONIMOKU BOCCTAHOBIICHUSI SIBIISICTCS CpeHEeKBaaparudeckas ommboka (MSE):
{n}

1
Lexy) = Z (x; — y:)?
{i=1}

rIe N — KOJMYECTBO BEKTOPOB Ha BXoje. OCHOBHOE CBOMCTBO, KOTOPBIM JOJDKEH 00JanaTh
ABTOKOJMPOBIIUK JUTA 3a7a4yd MOMCKA OJIKAMIIMX COCelNel, — COXPaHSITh OTHOILICHHUS MEXIY
BEKTOPaMH IPU MPeoOpa30BaHUKM BEKTOPHOIO MPOCTPAHCTBA. B 9KCHEpUMEHTaX MBI HCIOJb3yeM
HECKOJIbKO MOU(UKAIIMI OMMCAHHOTO aBTOKOAMPOBIIKKA, KOTOPBIA MbI OyeM Ha3biBaTh Vanilla.
[Monaraem, 4to MOAM(UIIMPOBAHHBIC BAPUAHTHI COXPAHSIIOT OTHOIICHHUS MEXIY TOYKAMH JIy4IIe,
geM Vanilla.

Jliis Havana paccmotpuM aBTokoaupoBiirk "The Neighborhood Reconstructing Autoencoders" [8],
ujiesi KOTOPOTO 3aKIIF0YACTCS B MCIOIb30BAHUH AMMIPOKCUMAIMK (DYHKIUHU JEKOepa C MOMOIIBIO
JOKaNBHBIX TpadoB. DTH rpadbl OTPAKAIOT JOKATBHYIO TE€OMETPHIO PACTIPECICHUS JaHHbBIX, YTO
MO3BOJISIET CHENaTh ABTOKOJUPOBIIMK 0O0Jee YCTOWYMBBIM K MEPeOOydeHHIO W MpobieMam
CBSA3HOCTU. JIJIsI 3TOrO METO/Aa CTPOUTCS MOJHOCTBIO CBS3aHHBIA rpad COCEACTBA, KOTOPBIM
UCTIONIb3yeTCs B PYHKIMU MOTEPH!

L= >l = folgpws goe)ll
T (xe NG}
rie N (x;) — MHOKECTBO COCEIHHUX TOUYEK JUIs X;, a [ (.; 9o (X)) — anmpokcumanus gexozepa fg (x)
OTHOCHUTEIIbHO 3aKOJMPOBAHHON TOUKH g (X).

Npyras moaudpukanuss — DCEC [9] (Deep Clustering with Convolutional Autoencoder), rae B
apXHUTEKTypy aBTOKOAMpOBIIMKa Vanilla Obu1 go0aBieH ol KiacTepu3aly NOCIe SHKOZEpa.
DTOT CcIIOH sIBIsIeTCs 00y4aeMbIMU LIEHTPOUAAMH JUTS KJIACTEPOB B JAHHBIX, YTO, KAK MBI CUUTACM,
MO3BOJIUT NPOBOAUTE 0OJiee NEeTaJbHOE Pa3eieHne BEKTOPHOTO MPOCTPAHCTBA U, KaK CICACTBHE,
VIYYIIAT KayecTBO AJTOPUTMOB MOKMCKA, HE OCHOBAaHHBIX Ha rpade. MaTeMaTHYeCKH CIOii
KJIacTepU3alii, KaKk ObUIO CKA3aHO BbILIE, MPEACTABISACT COOOM HEHTPOHMIBI KIaCTEPOB B BHUIEC
00yJaeMBIX BECOB W OTOOpa)KaeT KaXABIH CKPBITHI BEKTOP Z; B HECTPOT'YIO METKY (;, KOTOpas
paccUUTHIBACTCS CIICAYIOLIMM 00pa3oM:

(1 +|lz; — lli||2)_1

o\ -1
Z;’<1 + Iz = ] )
OyHKIMA TOTeph KiacTepusanuu omnpenensercss kak: L. = KL(P||Q) tme P — ueneBoe
pacnpenenenre. ABTOPBI PeIaraloT IBPUCTUIECKOE 1IEIeBOE pacnpeaeneHne (CM. ypaBHEHHE 8).
Tem He MeHee paciipeneneHre MOXeT ObITh M00BIM, KoTopoe (1) crocoGHO co3aaBaTh HECTPOTHE
MeTKH, (2) yaydmath 4ucToTy (purity) kiactepos, (3) obOpaiarh BHUMaHHE HAa TOYKH C BBICOKON
YBEPEHHOCTHIO U (4) HOPMAJIN30BBIBAThH BIMSHHUE LIEHTPOUIOB, YTOOBI IIPEIOTBPATHTH UCKAXKECHHUE
BEKTOPHOT'0 MpocTpaHcTBa. Hakonen, ¢pyHKIMS NOTeph KiacTepu3anuy 100aBiseTcs K ¢ yHKIUH
MOTEPh BOCCTAHOBIICHHUS! C TIOMOIIIBIO TUINepiapamMeTpa Y, KOTOPbIH KOHTPOJIMPYET €€ BIUSHHUE!

L =Ly +vL
Hakonen, Mbl paccMoTpuM runepbonnyeckui aBrokoauposiuk (Hyperbolic Autoencoder [10]),
paboraronuii B TUIIEpOOIMIECKOM MPOCTPAHCTBE. ABTOPHI 3TOTO MOAXO0AA HCHOJIB3YIOT MOJIEIb
chepnr Ilyankape, kotopast ompenensiercs kak B™ = {x € R™:||x||} ¢ MeTpuYeCKHUM TEH30pOM
Pumana. OcoOeHHOCTBIO 3TOTO aBTOKOAMPOBIIHKA SIBIIAETCS METPHKA PACCTOSHUS MEXIY JIBYMS
TOYKaMH (CM. ypaBHEHHE 2), KOTOPasl IeJIaeT PACCTOSIHUS OJIN3KUMHL B €BKIIMJIOBOM IIPOCTPAHCTBE
HKCIIOHEHIIMAILHO OOJBUIMMHU B THUNEPOOIMYECKOM MPOCTPAHCTBE. DTO MO3BOJSIET 3(Y(PEKTHBHO
MO/JICTIMPOBATh CIIOXKHBIE CETH U CTPYKTYPhI TIOXOXKHE Ha JIEPEBbSI.

aujy =
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5. OnucaHue Habopoe GaHHbIX

UroOBl chenmaTh Hall TeCT JOCTATOYHO OOIIMPHBIM, MBI HMCIIONB3YyEeM IIECTh HAOOPOB TaHHBIX,
OCHOBHBIE CTaTHCTHYECKUE TTIOKA3aTENIN KOTOPHIX IMPUBEAEHBI B Ta0l. 1. OnrcaHne UCTIONb3yeMBIX
JIaTaceToB!

e SIFT-Small Dataset [3]: kommakTHas Bepcust Habopa manHbix SIFT-1M, koTopbIit
cocrout u3 10 000 neckpunropoB SIFT, u3BneueHHbIX U3 HAOOPA H300paKEHUH.

e SIFT-1M Dataset: onun mmunoH neckpuntopoB SIFT, u3BneueHHbIX U3 Habopa
n3o6paxeHnid. OOBIYHO MCIIONIB3YETCS B KAUeCTBE CTaHIapTa AJIs OLCHKH
MIPOM3BOUTEIBHOCTH AJITOPUTMOB NOUCKA OJIMKANUIINX COCEIEH.

e GIST Dataset [3]: nabop manubIx u3 1 Mmuutinona meckpunropos GIST. JIpyroii vacto
HCIOJIb3YEMBIN 3TaoH a1 anroputMoB ANN.

o GIST Dataset 1B: Takoii e, kak natacet GIST, HO ¢ KOJIMYECTBOM B OJIMH MUJUTHAP,T
JICCKPHUIITOPOB.

o Wiki-LASER Dataset: Hab0op JaHHBIX, KOTOPBI MBI CO3/IAJTH HA OCHOBE CTAaTeH 13
Buxuneanu. Mel pa30uian Kaxabli TEKCT Ha MPEAI0KEHUS U 3aKOAUPOBAIH UX C
ucnons3oBanrem metona LASER (Language Agnostic Sentence Representations) [11].

o Wiki-LASER Dataset Small: ymensmiennast Bepcust naracera Wiki-LASER Dataset.

e Open Images Dataset (OID) [12]: HaGop naHHBIX, KOTOPBIN COMEPKUT Oostee 9
MHJUTHOHOB M300paskeHni ¢ 6onee yeM 30 MIIITMOHAMH OTPAaHUIHUTENIBHBIX PaMOK.
Habop pa3zpaboTan 3a1a4 oOHapykeHUS 00BEKTOB, KJIacCU(PUKAIINH U OOHAPYKECHUST
BHU3YaJIbHBIX OTHOLIEHUH. MBI ucnionb3yeM ceTh ResNetl 8 miist mosnydeHus BEKTOPHBIX
TIPEACTaBICHUI N300pakKeHHUH, KOTOpPBIE 3aTeM OBUIN HOPMAJIM30BAHBI M ITPE0OPa30BaHbI
B €IUHBIN BHU.

e Open Images Dataset small (OID small): ymensinennas Bepcus natacera OID.

Taon. 1. Céoonasa cmamucmuxa Habopos dannvix. BPC osnauaem "6atim na xomnonenm"
Table 1. Statistic of the datasets. BPC means “byte per component”

Ha3zpanue |Pa3mepnoctn Vec cnt BPC Query vec | Learn vec Orig size
cnt cnt
siftsmall 128 10,000 4 100 25,000 5,120,000
siftlm 128 1,000,000 4 10000 100,000 512,000,000
gist 960 1,000,000 4 1000 500,000 3,840,000,000
siftlb 128 1,000,000,000 1 10000 100,000,000( 128,000,000,000
OID small 512 1,012,239 4 1012 101,223 2,073,065,472
OID 512 8,390,600 4 83906 843,480 17,183,948,800
Wiki-LASER 1024 576,940 4 576 57,604 | 2,363,146,240
Dataset small
ng;t'a':\stER 1024 87,817,400 4 87783 1,317,261 | 359,700,070,400

6. Modzomoeka kK mecmupogaHuro

s TecTUpoBaHMS MBI BBIJEIMIM pa3Hble (ark ¥ KOMIIOHEHTHI M COCTaBJISIEeM M3 HUX pa3HbIe
KOMOMHANMU. Pe3ynpTaThl NMEpCreKTHBHBIX KOMOMHAIMKA MBI CBENM B TAONUIBI ISl KaXIOTO
KOHKpPETHOTO Habopa manHbix (cM. Tabm. 3-10 B koHIe cTaThn). TaOIHIB! pa3/ieneHbl Ha JBE YacTH.
IlepBas yactp (Tabm. 3, 5, 7, 9) cocrouT u3 pe3ynbraToB, BTopas (Tabdmn. 4, 6, 8, 10) omuckiBaeT
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HEKOTOphIe TapaMeTphl komMOuHaIuu. CTPOKH MOTYT OBITH COMOCTaBIeHBI MO cTonomy ID. MbI
HCIIOJB3YEM DeallM3allii Pa3IMYHbIX MHICKCOB u3 OuOmuorexn Faiss [13]. TecroBeie ciryuan
JIEJIATCS. Ha JBE TPYIIIBL: TIEpBasi TPYIMa — 3TO CIydad, KOT/Ia UCIIONb3YeTCS aBTOKOAHPOBIINK B
COYETAaHWU C MHAEKCOM W/WIM KBaHTOBaHWs u3 Faiss, a BTopas rpymnma — 3TO ciydau, KOria
UCTIONB3YIOTCS TOJBKO KOMIOHEHTHI Faiss. B kauectBe mHIekcoB Mbl ucnonsdyem Flat, IVFPQ,
HNSW u NSG (cron6en index). B kauecTBe aBTOKOAMPOBIIUKOB (CTOJIOEL €NC) MBI HCIIOJIB3YyEM
Bce omucanHble BapuaHThl: Vanilla, DCEC, HyperAE, NRAE.

Kpome Toro, skcriepuMEeHTHpYeM C HOpMajHM3alell BXOIHBIX U BBIXOJHBIX BEKTOPOB (CTOJOLBI
norm inp vect, norm embs u norm out vect), CKpbITOif pa3MEPHOCTHIO aBTOKOHPOBILHKOB (CTONIOCI
hidden dim) u ycTraHOBKOHW pa3MEpHOCTH CKPBITOTO CJIOS, PaBHOM pa3MEPHOCTH BXOJa
aBTOKOMpoBIIKKa (crondern set | hidden). Dt mapameTps! HpencTaBiIeHbl B BU/E CTOJIOLOB BO
BTOpOI1 Tabnuue. Eciu cTonben He ykas3aH, 3TO O3HAYaeT, YTO OH UMEET OJTHO U TO XK€ 3HaUCHHE B
Kaxmoil suetike. [lo yMONMaHWIO OTCYTCTBHE 3HAa4YeHHs O3HAa4aeT TO, YTO ACUCTBHE HE OBLIO
BEITONTHEHO. Takke yka3blBaeM KOHCTAHTHI, Takue Kak pasmep makera (batch size), paBHBIHA 8§,
KOJIMYECTBO 310X 00yUeHHMs1, paBHOE 5, mapamerp nprobe, paBHbIi 20.

MBI BRIYHCIISIEM HECKOJIBKO METPHUK, TAKUX KaK Pa3UYHbIC BapHAHTHI MOJTHOTH (recall), koTopeie
MBI KOAHPYeM Kak n — R@k, Te n — 3TO KOJMYECTBO UCTUHHBIX ONMKAWIHX cocenelt, a k — 3To
TOII PENICBAaHTHHIX BEKTOPOB, BO3BPALICHHBIX MHICKCOM. MBI TakKe BBIUHCISAEM KO3(PQHUIHECHT
cxatus (cr), SJKOHOMHUIO IPOCTPAHCTBA (SS), pasMep MHIeKca Ha aucke (index size), BpeMs moucka
OJIHOTO BeKTopa (0-V-s), 00liee BpeMs MOucKa (S) U Tarkke BpeMsi 00ydeHust 1 uHaekcanuu (t\_i).
Bce skcnepumentsl ObLIM HpoBeleHbl B JBa dTana. CHavaiga Ha HEOONBIIOM IOAMHOXECTBE
Jlaraceta Mbl MIIEM JIy4lie KOMOWHAIMK TTapaMeTpoB, 3aTeM 3allyCKaeM OTOOpaHHbIE BapHAHTHI
Ha BceM Habope aHHBIX.

7. Bbi6op pazmMepHocmu aemokoOupo8ujUKa

BakHBIM MOMEHTOM SIBIISIETCS. BBIOOP Pa3sMEPHOCTH CKPBITOTO CJIOS, KOTOPBIH SKBHUBAJICHTEH
ko3(punnenty cxarus. Het gyetkoro crnocoba onpenenuTs ONTUMAIbHYIO Pa3MEPHOCTh CKPBITOTO
1051, KOTOpasi OBl JaBajia MaKCUMAaIbHOE CKaTHe P MUHUMAIIBHOH ITOTepe KayecTBa.

B xoje npenBapuTenbHOrO HCCIeIOBaHHS ObIJIO 0OHAPYKEHO, YTO CYIIECTBYET rpaHHIA CKATHS,
repeceyeHre KOTOPOH BBI3BIBAET CTPEMHTENLHOE CHW)KEHHE KadecTBa, HE3aBHCUMO OT THIIa
aBTOKOJMPOBIIMKA. DTO XapaKTEPHO JIsl aIrOPUTMOB TOMCKa, MMOKa3bIBAIOLIMX OIPEJIeIICHHBIN
YpOBEHb KauecTBa JI0 JOCTHKEHHsI ITOW rpanuiibl, Hanpumep, HNSW Ha puc. 1. M3yuenue storo
SIBJICHUS TIPHUBEJIO K BBIBOJAY, YTO 3Ta IPAHUIA SIBISETCS BHYTPEHHEH Pa3MEpHOCTHbIO, KOTOpas
ompezernsieTcss Kak pa3MEpHOCTh MHOTrooOpasus, K KOTOPOMY MPUHAUIC)KUT BIIOKEHHOE
npoctpaHctBo [14]. Ilo anbTepHaTHBHOMY ONPENEICHHIO, 3TO MOXKHO pacCMaTpHBaTh Kak
MHUHHMAJIbHOE YMCII0 U3MEPEHUI, He0OXOJMMOE sl IPE/ICTABICHUS JAHHBIX.

Mpbl TpoBENM O3KCHEPUMEHTHI Ha CHHTETHUECKH CreHEPHPOBaHHBIX JAaHHBIX C W3BECTHOM
BHYTpeHHE# pa3MepHocThio. J[iis reHepanuu Mbl ucrnonb3oBanu naker scikit-dimension [15], B
KOTOPOM BOCIOJIB30BaJHCh (PYHKINEH TeHepaln JaHHEIX B peskuMe «Nonlinear manifoldy. 3aTem
00y4niM aBTOKOJMPOBIIMK Vanilla Ha creHepupoBaHHOM HaOOpe M BEIMUCIIN (QYHKIHIO TTOTEPh
Ha TECTOBOM Habope, 0TOOpaHHOM U3 CreHEPUPOBAHHBIX JaHHBIX, IPH 3TOM pa3Mep CKPBITOTO CIIOS
BapBUPYETCS OT HCXOTHOM pazMepHOCcTH 10 10. B kauecTBe BHYTpEHHUX Pa3MEPHOCTEN TECTUPYEM
3HavyeHus §, 32 u 64. Ha puc. 2 BuaHO, 4TO 3HaUYeHHE QYHKINHU TOTEPh HAYMHAET PACTH MOCIE TOTO,
KaK pa3Mep CKpBITOTO CJIOSI CTAHOBHUTCSI MEHbIIIE BHYTPEHHEH pasMepHOCTH. Mbl IOBTOPHIIU ATOT
9KCIEPUMEHT C PeaJbHBIMH JaHHBIMH, B 4aCTHOCTH ¢ Habopamu maHHBIX SIFT1IM n Open Images
Dataset. Mpbl OOHapyXXHJIHM, 4YTO TIOTEPH AaBTOKOAMPOBINMKA HAYMHAIOT YBEIMYMBATHCS
NpUOIM3UTEIHHO B TOM XK€ AUAIa30He, B KOTOPOM YXY/IIAeTCsl KayecTBO MOUCKA.

IMTockonbKy IKCIIEPUMEHTAIBHO I0KA3aHO CYLIECTBOBAHHUE ONITHMAILHON pa3MEPHOCTS JJIsI COKATHS,
MBI HCCIIEIyeM BCE aJlTOPUTMbI OLICHKH BHYTPEHHEH pa3MepHOCTH, peaju30BaHHbIe B nakeTe scikit-
dimension. CyTp 3KCHEpHMEHTa O4YEHb NPOCTa — MOAATh HAa BXOJ KAXKJOTO AIrOpPHTMa H3
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MIPOTPAMMHOTO TTaKeTa JaTaceT, Uil KOTOPOTO MBI IMEEeM THIIOTe3y O BHYTPEHHEH pa3MepHOCTH, a

3aTEM CPABHUTD PE3YJbTAT BblJAaYU aJIrOpHUTMaA C Hallleli TUIIOTE30i.

Time plot hnswflat Recall plot
s DCEC 1.0 4
—— NRAE
—— VanilaAE
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0.8
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£ @
a ® \
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Puc. 1. Tecm HNSW ¢ asmokoouposuuxamu.
Jleswiii epagpux omobpasicaem epemsa evigooa. Ilpasviil epaghux omobpasicaem nokazamens nosHomsl (recall)
Fig. 1. Test of HNSW with autoencoder.
Left plot shows the inference time, right plot shows performance in terms of recall

intrisinct_dim
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Puc. 2. Tecmuposanue ghynkyuu nomepsv asmorxoouposwura Vanilla npu pasnuynvix eHympenHux
PAaA3MEPHOCMIAX CUHMEMUYECKUX Haﬁopoe OaHHbIX
Fig. 2. Results of the Vanilla autoencoder testing with synthetic datasets with various intrinsic dimensions

Vcxons u3 SMIUPUYECKOTO HCCIEAOBAHMS, MBI CUUTaeM, YTO BHYTpeHHsAA pa3MepHocTs SIFTIM
coctasiseT okono 60. Tem He MeHee BCe allrOPUTMBI IT0KA3aIM 3HAYCHUSI CYIIECTBEHHO JaJIE€KHe OT
60, xak mokazaHo B Tabm. 2 B cronbue «PasmepHOCTBE». Kpome TOro, HEKOTOpBIE aarOpUTMBI
TpeOyIOT 3HAUNTENIFHOE BPEMS Ha BHITIOJIHEHNE, KaK BUAHO B cTOJOIE «Bpemst BEITOTHEHUS Y.
Kpome Toro, skcrnepuMeHTaNbHO HE YAAJI0Ch NOATBEPAUTD, YTO IOJIYyYEHHOE HAMU YHUCIIO SBIISETCS
BHYTPEHHEH pa3MepHOCThI0. BO3MOXKHO, 3TO YKCIIO UM HE SIBJIAETCS, 4 BOZMOXKHO aJITOPUTMBI HE
CIpaBWJINCh C 3ajadeld, y4uTbIBas Kakoi OouibIIoiH pa3dpoc omeHoK Mbl moxydwin. Crout
OTMETHUTH, YTO MBI HE KaJIMOPOBaJIM ITapaMeTpPhl AITOPUTMOB U 3aIyCKaJIM UX CO CTAHIApTHBIMU
3HaYCHMSMH. MBI OCTaBJIsIEM BOIPOCHI aBTOMAaTHYECKOTO BHIOOpA ONTHMAJILHON pa3MepHOCTH, a
TaKXe MPUPOIY 3TOH ONTUMAIEHOCTH [T OYAYIIHUX UCCIIEeAOBAHIM.
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Tabn. 2. Pezynomamel mecma ancopumma oyeHKu eHympenneti pazmeprnocmu Ha nabope oannvix SIFT1IM
Table 2. Results of the intrinsic dimension estimation algorithms on SIFT1M dataset

Hms Pa3mepHocTh Bpems BbInoIHeHus1, ¢
ESS 25.4422 9324.32
DANCo nan 265.773
Corrlint 9.99273 420.92
FisherS 3.11696 304.551
KNN 3 695.634
IPCA 10 0.88
MADA 21.9273 1956.41
MiND_ML 1 255.691
MLE 0 256.54
MOM 19.5008 253.178
TLE 19.1451 288.2
TwoNN 10.4751 831.291

8. BnusiHue ¢hyHKyuu nomepnb Ha Ka4ecmeo Memodoe rnoucka

W3BecTHO, 4TO (pyHKUMS NOTEph AJS OOyUeHHs BO MHOTOM OIPEAEISeT CBOMCTBA U IOBEICHHE
HEeWpOHHOM ceTH. JJs JOCTHXKEHHST HaMITy4Ilero KauecTBa MoMCcKa He00X0JMMO, YTOOBI BEKTOPHI B
C)KaTOM TPOCTPAHCTBE HAXOIMIUCH B TAKHX )K€ OTHOIUCHHUSX, KaK U B HCXOJHOM. MOXKHO
MOMBITATECSL  CPOPMYJIUPOBATH 3TO TpeboBaHWe B BHAe (yHKIMH moTtepb. B pabore [16]
npeiaraercs (GyHKIUS NOTEpb, KOTOpask 3acTaBiseT aBTOKOIMPOBIIHK HANPSMYIO BOCCO3/1aBATh
OTHOIICHHS PACCTOSIHUM, CPABHUBAsI MATPULbI PACCTOSHUN B HCXOJJHOM U CXKAaTOM MPOCTPAHCTBAX.

Laistance (95 X, Z) = z |dX(xl"xj) —de(Zi,Zj)lz
@@.)EGx
M5l npoBenH TECTHpOBaHME 3TOoW (yHKIMHM TOTeps Ha AByx naTtacetax SIFTIM u GIST.
DOMITUPUYECKH MOTYIHB TSI HUX ONTHMAIBHYIO Pa3MEPHOCTh, MBI OOYYHIIN aBTOKOJUPOBIIUKH CO
cpemHekBaaparnaHoit ommoOkoi (MSE) u BeImienpesncraBiceHHOW (QyHKIMEH moTepb. B kauectBe
MeTo10B norucka Mbl ucnoib3zoBain HNSW u IVFPQ. Pesynbrarel npeacrasiensl Ha puc. 3. U3
HEro BUJIHO, YTO HOBasi (QyHKIMS MOTEph 00ECIeYNBACT CYIIECTBEHHBIN IPUPOCT MO KAUYECTBY IS
obonx naraceroB. Pe3ynbpTaThl MOKa3bIBAIOT, YTO BHIOOP (DYHKIUH IOTEPh MOXET CYIIECTBEHHO
BJIMATH Ha KOHEUHBIH pe3yabTaT. DTO TECTUPOBAHUE OBUIO NMPOBEICHO ITOCIE MOJYIESHUs TIIaBHBIX
Ppe3yJIbTaToB, IOITOMY JalibHelllee n3yueHne u3aiiHa pyHKINU NOTepbh MBI OCTABUM Ha Oyy1iee.

9. OcHO8HbIe pe3ynibmamabl

Kak BupHO W3 pe3ynbTaToB, MeTOIbl NMoucka Ha ocHoBe rpadoB NSG u HNSW moxasbiBaror
NPAaKTHYECKN WJIANIbHBIE PEe3YNbTaThl 110 BCEM BapHaHTaM IOJHOTHI JUIl BceX HaOOPOB JaHHBIX
(Tabn. 4, 6, 8). Hemoctarkamu 3THX METOJOB SBJIAETCS TO, YTO OHU HCIOJB3YIOT BEKTOPHI 0e3
M3MEHEHHUH U 100aBIAIOT N30BITOYHBIE 3aTPAThI ITAMATH, YTO MOYKHO BHIETH 10 METPHKAM CS U SS.
Onn Takke TpeOyrOT MEHbBIIE BCETO BPEMEHH NPH HEIOCPEICTBEHHOM HCIIONB30BAaHUHM U MMEIOT
CPEIHIOI0 CKOPOCTh UHAEKCUPOBAHMUSL.

Hu omna w3 xomOmHammif, B KOTOPBIX TNPHUCYTCTBYIOT AaBTOKOJHMPOBIIUKH, HE IOKAa3BIBAET
pe3yIBTaTOB, KOTOPHIE MOJHOCTHIO MTPEBOCXOIAT YHCTYIO cucTteMy Faiss. MOHO cenaTh BBIBOJ,
YTO C)KaTHE aBTOKOJUPOBIIMKA CHJIBHO HCKa)XaeT BEKTOPHOE MPOCTPAHCTBO. DTO BBIPAKAETCS B
HapYIICHUH JIOKAJTbHBIX OTHOIIEHUI: BEKTOPHI, ABIISIOIINECS COCEASIMU B ICXOTHOM ITPOCTPAHCTBE,
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MOT'YT OKa3aTbCid JaJeKO IPYr OT Ipyra B CXKATOM IIPOCTPAHCTBE. IIpu CpaBHEHWUH TOJBKO
ABTOKOJMPOBILIHMKOB 3aMETHO, YTO OJUH aBTOKOAUPOBIINK PaboTaeT JIyyIle APYTHX B 3aBUCHMOCTH
ot Habopa naHHBIX. COOTBETCTBEHHO, MOXXHO BBIIENUTH, 4To HyperAE pabortaer mywme B
OospiMHCTBE citydaeB. B ortnmune ot Hero, NRAE He mokaszan nmpuemiieMbIX pe3yibTaTOB HU B

OJHOM BapHWaHTE.
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Puc. 3. Cpasnenue kxauecmea memooos ANN ¢ zasucumocmu om pasuvlx ¢pynxyuii nomeps (PII).
Pesynomamol 6e3 cocamust ykazanol kax baseline
Fig. 3. Results of the influence testing of various losses on ANN performance. Baseline is compressless result

st Habopos nanubix Wiki n Open Images koMOMHAIMY MOKa3bIBAIOT WIEHTUYHBIE PE3YJILTATHI 110
MeTpuke 1 — R@k, mo3ToMy BO3MOXKHO COKpaTUTh cpaBHeHHE 10 10 — R@k. M0XHO OTMETHTS,
yto koMOuHanus Vanilla AE ¢ uanekcom Flat cpasamma ¢ HNSW, HO mpm 3TOM obecneunBaet
JIBYKpaTHOE yMeHbIIeHHe pazMmepa. OJHAKO CKOPOCTh pabOThl KOMOMHAIMK C MCHOJIb30BaHUEM
Vanilla AE ropa3zno MeseHHee.

10. 3aknroyeHue

B nanHO# cTaTbe MBI MCCIEJOBAaNM NPUMEHUMOCTh HEMPOHHBIX aBTOKOAMPOBIIMKOB B KauecTBE
KOMIIOHEHTa CXKaTUsl BEKTOPOB B KOHBEHepe Moucka cocenei. PaccMoTpenn aBTOKOIUPOBIIUK
Vanilla u ero BapuaHThl, KOTOpBIE JIyYIlle COXPAHAIOT TE€OMETPHIO NPOCTPAHCTBA MPH CXKATHH, C
Pa3IUMYHBIMU METOAAMU UHACKCUPOBAHUSL.

Mpl 00Hapy WM, YTO aBTOKOJUPOBIINKNA HE CMOTJIM C)KaTh UCXOJHOE BEKTOPHOE MPOCTPAHCTBO
TaKkUM 00pa3oM, 4YTOOBI MOJy4EHHOE MPOCTPAHCTBO TOYHO COXPAHSUIO JIOKAJIbHBIE OTHOIICHHMS
MEXKy BEKTOpPaMH, XOTsI HEKOTOPbIE M3 HHUX JEJIAIOT 3TO JIydlle Ipyrux. B xone paboTsl Takxke
OTMETUIIM CBSI3b MEX]Yy HM)KHEU IPAaHULIEN CXKaTHsl aBTOKOJUPOBLIIUKOB U OLEHKON BHYTPEHHEN
pa3mepHocTH. Takke TMOKa3zalnd, YTO BO3pacTaHHWE (YHKIHH MOTEPh aBTOKOJMPOBIINKA MOXKET
CIIYHUTbh XOPOLIMM CUTHAJIOM O JOCTUXKEHUM BHYTPEHHEN pa3MEPHOCTH, B TO BPEMsI KaK HU OJIUH
W3 TPOTECTHPOBAHHBIX AITOPHUTMOB €€ OICHKH HE MOXeT o0padoTaTh TaKyl0 BBICOKYIO
Pa3MEpPHOCTb.

OKCIIepUMEHTHI MTOKa3alH, YTO HCIIOIB30BAHNE KOJMPOBIIMKOB B HEKOTOPHIX CIIyYasx MO3BOJISIET
COXPaHHUTh BEKTOP MEHBIIEH PasMEpPHOCTH C YBEPEHHOCTBIO, YTO BHIOpaHHAs METPHKA KadecTBa
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COXpaHSET TOT XK€ YPOBEHb. TakuM 00pa3oMm, 3TO MOXKET AaTh MPEUMYIIECTBO, HAIIPHMED, B 33134
XPaHEHHMs CIKaThIX BEKTOPOB.
B manprelelr pabote MBI OyIeM MPOAOIDKATH MCKATh aBTOKOAWPOBIINK, KOTOPEIH MHHUMAIEHO
HCKa)KaeT MPOCTPAHCTBO MPH CKATHH JaHHBIX HACTOIBKO, HACKOIBKO 3TO BO3MOKHO. Kak BuiHO 13
9KCIIEPUMEHTOB, MPEXIE BCEr0 HEOOXOANMMO YICIUTh BHHMaHWE (YHKIMH MOTEpU. Y HAC €CTh
THIIOTE3a, COTIIACHO KOTOPOW TOYKH W3 IUIOTHBIX OONacTeil mHTepdepHpyroT Mexmy coOoi, dro
NPUBOAMT K omuOkaM. Eciam 3TO Tak, TO CTOMT paccMOTpeTh J00aBJICHUE peryispusaropa K
¢GyHKIMKM TIOTEph. MBI Takke MOMbITaeMCS pa3paboTaTh CrocoObl aBTOMAaTHYECKOTO BBIOOpA
Pa3sMEpPHOCTH aBTOKOJHPOBIINKA.

Tabn. 3. Ocnogrvle pezynomamut dnst SIFT1IM
Table 3. Main results for SIFT1M

id | 1-R@100 |1-R@10|1-R@1 [10-R@100 | 10-R@10 |100-R@100| index_size | cr ss | 0-vs S ti
0 0.56 0.33 0.16 0.38 0.15 0.18 2.56E+08 2 | 05|0.0282|58.2 | 80.57
1 0.56 0.33 0.16 0.38 0.15 0.17 5.28E+08 | 0.97 |-0.03| 0.0058 | 0.67 | 98.56
2 1 0.93 0.57 0.98 0.62 0.65 2.56E+08 2 | 05 |0.0259 |57.75| 289.5
3 1 0.94 0.58 0.98 0.63 0.67 2.56E+08 2 | 0.5 (0.0257 |57.88|299.66
4 1 0.93 0.56 0.97 0.61 0.65 2.56E+08 2 | 0.5 |0.0283|57.87|108.23
5 0.98 0.82 0.41 0.92 0.49 0.56 24082612 | 21.26 |0.95|0.0192 |12.76 |131.78
6 1 0.92 0.56 0.97 0.61 0.65 72133300 | 7.1 |0.86|0.0257 |17.92| 190.7
7 1 0.93 0.56 0.97 0.61 0.65 2.56E+08 2 | 0.5 (0.0283|57.87|108.23
8 1 0.93 0.56 0.97 0.61 0.65 2.56E+08 2 | 0.5 ]0.0283|57.87|108.23
9 0.99 0.87 0.44 0.96 0.54 0.62 24164532 | 21.19 | 0.95|0.0097 | 4.65 | 28.87
10 1 1 0.81 1 0.87 0.89 72264372 | 7.09 |0.86|0.0099 | 4.75 | 99.95
11 1 1 0.81 1 0.85 0.85 72663732 | 7.05 [0.86|0.0069 | 1.79 |108.84
12 1 1 0.9 1 0.86 0.66 7.84E+08 | 0.65 |-0.53| 0.007 | 0.74 | 31.54
13 1 1 0.99 1 0.99 0.94 5.96E+08 | 0.86 |-0.16| 0.007 | 1.04 |114.66
Taon. 4. Bapuayuu napamempos onsa SIFTIM. Cxkpeimuiii croti pasen 64
Table 4. Parameter variations for SIFT1M. Hidden dim is 64

id index norm embs encoder

0 Flat false dcec

1 HNSW32 false dcec

2 Flat false hyperae

3 Flat true hyperae

4 Flat false vanae

5 IVF64,PQ16 false vanae

6 IVF256,PQ64 false vanae

7 Flat false vanae

8 Flat false vanae

9 IVF64,PQ16 false -

10 IVF256,PQ64 false -

11 1IVF1024,PQ64 false -

12 HNSW32 false -

13 NSG32 false -
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Tabn. 5. Ocnognvie pesyromamot oast GIST
Table 5. Main results for GIST

id [1-R@100(1-R@10|1-R@1|10-R@100{10-R@10{100-R@100|index_size| cr | ss | 0-vS | s ti
0 0.5 0.23 0.09 0.31 0.09 0.12 1.3E+08 |29.43|0.97|0.0167|1.58| 860.27
1 0 0 0 0 0 0 1.23E+09 | 3.12 | 0.68 [0.0061|0.58| 2,111.7
2 0 0 0 0 0 0 1.23E+09 | 3.12 | 0.68 |0.0063(0.59|2,100.57
3 0 0 0 0 0 0 1.23E+09 | 3.12 | 0.68 [0.0061|0.58/|2,047.03
4 0 0 0 0 0 0 1.23E+09 | 3.12 | 0.68 |0.0072{0.57|1,969.21
5 0.07 0.04 0.03 0.03 0.01 0.02 2.19E+09 | 1.75 [ 0.43| 0.006 |0.59|2,189.44
6 0.06 0.04 | 0.02 0.03 0.01 0.02 1.3E+08 |29.43|0.97|0.0179|1.68(2,086.03
7 0.06 0.04 0.03 0.03 0.01 0.02 2.5E+08 (15.33]0.93|0.029 |3.08|2,112.66
8 05 0.23 | 0.09 0.31 0.09 0.12 1.3E+08 |29.43|0.97|0.0167(1.58| 860.27
9 05 0.23 | 0.09 0.31 0.09 0.12 1.3E+08 |29.43|0.97|0.0167|1.58| 860.27
10 05 0.23 | 0.09 0.31 0.09 0.12 1.3E+08 |29.43|0.97|0.0167(1.58| 860.27
11| 098 0.85 | 042 0.94 0.52 0.59 1.3E+08 |29.55|0.97(0.0155(1.47| 190
12 1 0.98 | 0.63 1 0.69 0.69 2.53E+08|15.18(0.93 [0.0114|1.15| 454.85
13 1 0.99 | 0.67 1 0.6 0.43 4.11E+09 | 0.93 |-0.07|0.0067(0.68| 390.93
14 1 0.98 | 0.63 1 0.69 0.69 2.53E+08|15.18(0.93 [0.0114|1.15| 454.85
Tabn. 6. Bapuayuu napamempos onss GIST
Table 6. Parameter variations for GIST
id index norm embs enc hidden dim | norm inp vect | norm out vect | set | hidden
0 | IVF1024,PQ120x8 false dcec 480 false false true
1 HNSW32 false hyperae 240 false false false
2 HNSW32 false hyperae 240 false false true
3 HNSW32 true hyperae 240 true true false
4 HNSW32 true hyperae 240 true true true
5 HNSW32 false vanae 480 false false true
6 | IVF1024,PQ120x8 false vanae 480 false false true
7 | IVF1024,PQ240x8 false vanae 480 false false true
8 | IVF1024,PQ120x8 false dcec 480 false false true
9 | IVF1024,PQ120x8 false dcec 480 false false true
10 | IVF1024,PQ120x8 false dcec 480 false false true
11 | IVF256,PQ120x8 false - - - - -
12 | IVF1024,PQ240x8 false - - - - -
13 HNSW32 false - - - - -
14 | IVF1024,PQ240x8 false - - - - -
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Tabn. 7. Ocnosnvie pezynomamet 015 Open Image Dataset
Table 7. Main results for Open Image Dataset

id [1-R@100(1-R@10|1-R@1|10-R@100{10-R@10({100-R@100| index_size| cr | ss | o-vs S ti
0 0.99 0.99 0.98 0.83 0.54 0.45 1.09E+10 | 1.57 | 0.36 | 0.0147 | 4.79 | 4,096.41
1 0.99 0.99 | 0.98 0.83 0.54 0.45 1.09E+10 | 1.57 | 0.36| 0.0157 | 4.83 | 4,111.58
2 1 1 1 0.8 0.49 0.47 6.1E+08 |28.18|0.96|0.0163 |75.98| 3,462.03
3 1 1 1 0.8 0.49 0.47 6.1E+08 |28.18/0.96|0.0163 | 75.8 | 3,484.63
4 1 1 1 0.81 0.51 0.48 6.12E+08 |28.07|0.96 | 0.0163 |76.52| 4,180.76
5 1 1 1 0.81 0.5 0.48 6.12E+08 |28.07|0.96 | 0.0165 |76.81| 4,178.86
6 0.99 0.99 | 0.98 0.83 0.54 0.45 1.09E+10 | 1.57 | 0.36| 0.0147 | 4.79 | 4,096.41
7 0.99 0.99 0.98 0.83 0.54 0.45 1.09E+10 | 1.57 | 0.36| 0.0157 | 4.83 | 4,111.58
8 1 0.99 | 0.92 0.99 0.79 0.58 1.96E+10 | 0.88 |-0.14| 0.0171| 8.2 | 1,731.1
9 1 1 1 0.95 0.58 0.57 6.17E+08 |27.87|0.96 | 0.009 |20.54| 1,487.1
10 1 0.99 | 0.92 0.99 0.79 0.58 1.96E+10 | 0.88 |-0.14| 0.0171| 8.2 | 1,731.1
Tabn. 8. Bapuayuu napamempos ons Open Image Dataset
Table 8. Parameter variations for Open Image Dataset
id index enc hidden dim | set | hidden
0 HNSW32 hyperae 256 false
1 HNSW32 hyperae 256 true
2 1VF4096,PQ64 hyperae 128 false
3 1VF4096,PQ64 hyperae 128 true
4 1VF4096,PQ64 hyperae 256 false
5 1VF4096,PQ64 hyperae 256 true
6 HNSW32 hyperae 256 false
7 HNSW32 hyperae 256 true
8 HNSW32 - - -
9 1IVF4096,PQ64 - - -
10 HNSW32 - - -
Tabun. 9. Ocnosnvie pezynromamot 05 Wiki
Table 9. Main results for Wiki
id R@%:_LOO 1-R@10|1-R@1|10-R@100|10-R@10|100-R@100| index_size | cr ss | o-vs S ti
0 0.99 0.98 0.97 0.44 0.34 0.24 6.34E+09 [56.73(0.98 [0.0412|268.86| 22,424.1
1| 099 0.98 | 0.97 0.33 0.3 0.19 6.34E+09 |56.73|0.98 |0.0427|263.97| 21,576.6
2| 099 0.98 | 097 0.44 0.34 0.24 6.34E+09 |56.73|0.98 [0.0412|268.86| 22,424.1
3| 099 0.98 | 0.97 0.87 0.58 0.52 6.39E+09 |56.28|0.98 | 0.024 |103.61|62,943.41
Tab6xn. 10. Bapuayuu napamempos ons Wiki. Cxpeimeiii cnoii pasen 256
Table 10. Parameter variations for Wiki. Hidden dim is 256
id index enc set | hidden
0 1IVF16384,PQ64 dcec true
IVF16384,PQ64 dcec false
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2 IVF16384,PQ64 dcec true
3 1IVF16384,PQ64 - -
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AnHOoTammsA. ONuCHIBaeTCS HUCCIEOBAaHUE BO3MOXKHOCTH pEaU3allid BUPTYaJbHBIX ceTed ¢ y4EToM
pa3NMYHBIX IapaMEeTpPOB ¥ HX KOPPEKTHPOBKH B  IMPOTPaMMHO-KOH(DUTYPHUPYEMBIX CTPYKTYypax,
MOJIENMPYEMbIX B3BEIICHHBIM I'padoM IUIOCKOCTH JaHHBIX. B paboTe mccneqyoTest mapaMeTphl IBYX THIIOB:
«pecypey M «CTOMMOCTBY. JlJIs mapaMeTpa THIAa «Pecype» ¢ peOpOM acCOIMUPYETCS €ro «EMKOCTBY, U YHCIIO
MyTel, TPOXOSIIHX uepe3 pedpo, He JOIDKHO NPEBBIATh EMKOCTh pedpa. [l mapaMeTpa THIIAa «CTOMMOCTBY»
¢ pedpoM acCOLMHPYETCS €ro «IEeHa», «IeHa» IyTH €CTh CyMMa «IEH» ero pébep, M CTAaBHUTCS 3ajada
MHHHUMH3aLIUA CYMMapHOH «II€HBI» BeexX MyTei. [ peann3anuy Ha B3BEIICHHOM rpade IIOCKOCTH AaHHBIX
HPEUIOKEHBl alTOPUTM KOPPEKTHPOBKH BHPTYalbHOHW CETH C Y4ETOM MapaMeTpOB THIIA «PECypc» U JBa
ITOPUTMA TIOCTPOEHUS BUPTYaJIbHOM ceTu ¢ yu€ToM IapaMeTpoB THIAa «CTOMMOCThY». B mocnenHem ciyuae
OJIUH aITOPUTM CTPOMT AJSI KaXJIOr0 XOCTa OAMH IyTh U3 HErO B OAMH XOCT U3 3aJlaHHOI0 MOJMHOKECTBA
LEJIEBBIX XOCTOB; APYroi aJlfOPUTM CTPOUT VI KaXKJOI'0 XOCTa MHOXECTBO ITyTEH: 0 OJJHOMY IIyTH B OJUH
XOCT U3 KaXJJ0I0 MHOKECTBA U3 ceMeiicTBa MHOKECTB 11€JIEBbIX XOCTOB.
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Abstract. The purpose of the work is to study the possibility of implementing virtual networks taking into
account various parameters and their adjustments in software-configurable structures modeled by a weighted
data plane graph. The work examines parameters of “resource” and “cost” types. For a resource type parameter,
an edge is augmented with its “capacity,” and the number of paths passing through the edge must not exceed
the edge’s capacity. For a parameter of the “cost” type, the path weight is the sum of the weights of the edges
and the task of minimizing the weight of the path is set. For implementing a virtual network on a weighted
graph, an algorithm for adjusting a virtual network taking into account parameters of the “resource” type and
two algorithms for constructing a virtual network taking into account parameters of the “cost” type are
proposed. In the latter case, one algorithm builds one path from each host to one host of the given subset of
target hosts; another algorithm builds a set of paths for each host: one path to one host from each set of a family
of sets of target hosts.

Keywords: distributed and parallel computations; software-defined networks (SDN); packet routing; weighted
graph.

For citation: Burdonov I.B., Yevtushenko N.V., Kossatchev A.S. Studying load issues in the software-defined
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1. BeedeHue

B mnporpammHo-koHurypupyemsix cersix (SDN) ¢ pa3nenéHHBIMM IUIOCKOCTSAMHM HaHHBIX H
yIpaBlieHus (CM., HarpuMep, [ 1-5]) makeTs MeKIy XOCTaMU MEPECHUIAIOTCSI HA TUIOCKOCTHU JAHHBIX
yepe3 IPOMEXKYTOUHbIE KOMMYTAaTOpBl, HAacTpoiika KOTOpBIX ocymecTtiasercs SDN-
KoHTpoJulepaMu. HacTpoiika KOMMyTaTOpOB ONpeAessieT MHOXKECTBO IMyTeil, 0 KOTOPEIM MEXIY
XOCTaMHM MePEChUIalOTCs MaKeThl ¢ 33aHHBIMU HaeHTH(HKaTopamu. Habop peann3zyembix myTen
MOJIETIMPYET BUPTYaAJIbHYIO CETh Ha TUIOCKOCTH JaHHBIX, KOTOpas B paboTax [4-6] paccMaTpuBaeTcs
Kak HeB3BEIICHHbIH Tpad cBszeld. [Ipn mccienoBaHnM BOIPOCOB HaJIEKHOCTH, OE30MACHOCTH M
ONTHMU3AIMY HATPY3KN Ha XOCTHl © KOMMYTAaTOPBl HEOOXOJMMO PACCMaTPUBATH JIOTIOTHUTEIbHBIC
rapaMeTpbl CeTH, KOTOpbIe MTHOPHPYIOTCS B HpenblAyliux paborax aBTopoB [4-7]. [ns yuéra
MapaMeTpOB TUIIA PECYPC» M «CTOMMOCTh» MOXHO HMCIIOJIb30BaTh B3BELICHHBIH rpad cBsizeit s
IUIOCKOCTH JJaHHBIX CETH, TEM CaMbIM HAJIaraloTCsl OFPAaHMYEHHS HA MapIIPYTU3ALHIO TAKETOB.
Jlis mapaMeTpa THIIAa «pecypc» ¢ peOpoM acCOLMHPYETCsl ero «EMKOCTb», M UYHCIO IyTeH,
peanm3yomuX BUPTYaIbHYIO CETh M MPOXOSMIINX Yepe3 peOdpo, He TOJDKHO MPEBHIIATh EMKOCTH
pebpa. B pasgene 3 mpemyaraercst alrOpHUTM KOPPEKTHPOBKH BHPTYIBHOW CETH C YYETOM
mapaMeTpoB THIIA «PECypc» TPH pealn3alliid Ha B3BEIICHHOM TIpade IUIOCKOCTH JaHHBIX.
IIpennaraemplif adrOpuTM JAOCTATOYHO MPOCTO PACHIMPSETCS Ha Cilydall peav3alliid HECKOJIbKHUX
BUPTYyaJIbHBIX CETEH.

g mapamerpa THIIa «CTOMMOCTEY» PeOpO MMEET «IIeHY», U «I€Ha» IyTH €CTh CyMMa «IEH» €ro
p€bep. CraBuTcs 3amaua MUHIMH3ALUH CYMMapHOH «IIEHBD) MyTeH, pealn3yomuX BUPTYaTbHYIO
cetb. B pasmene 4 mpemmararorcs ABa aNropuTMa IMOCTPOEHHS BHUPTYATBHOH CETH C YYETOM
mapaMEeTpPoOB TUIIA KCTOUMOCTD» ITPU pC€ain3allii Ha B3BCIIICHHOM rpa(be INIOCKOCTH JAHHBIX. O}Z[I/IH
ITOPUTM CTPOUT 3aMKHYTOE I10 JiyraM MHOKECTBO ITyTei 0e3 3alMKIMBaHU M AyOIHpOBaHUS U
TaKo€, 4TO U3 KaKJI0r0 XOCTa BEAET POBHO OJMH MyTh B OJMH U3 XOCTOB 3aJJaAHHOI0 MOMHOXECTBA
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[ENEeBBIX XOCTOB. JIpyroil anroputM CTPOWT 3aMKHYTOE IO JyraM MHOXECTBO ITyTel Oe3
3aIMKINBAHUSA M TyONMpOBaHHS M TaKOe, YTO M3 KaKAOTO XOCTa BEAET POBHO ONWH ITyTh B XOCT
Ka)KJI0r0 MHOKECTBA U3 3aJIaHHOT0 CEMENCTBAa MHOKECTB 1EIEBBIX XOCTOB.

2. OnpedeneHusi u o6o3HavYeHus1

I'padom Pmmuecknx cBszel (mamee mpocto rpadom cBszeil) OymeM Ha3BIBaTh CBA3HBINA
HeopueHTHpoBauHbiii rpap G ={V,E} 6e3 kparupix pébep u merens, e V — MHOXKECTBO
KOMMYTaToOpoB U X0cToB, E <V XV — MHOXecTBO pébep, MOAETHPYIOMHX (PH3MUECKUE CBAZH
MeXIy KOMMyTaTOpaMy U MeXIy KOMMyTaTopaMH U xocTaMu. IlockonbKy pedpo, coeanHsomee
BepILHHBI & 1 D, HeOpHEeHTHPOBaHHOE U HET KPaTHBIX pEOEp, ero MOXKHO 0003HaUaTh Kak ab, Tak u
ba. Tlockonbky HeT metenb, pédbep Buma aa B E Her. TlockonbKy HeT KpaTHBIX pédep, MyTh Kak
MOCJIE/IOBATENILHOCTh CMEXHBIX PEOEpP OMHO3HAYHO 3aJaéTCsl MOCIIEH0BATEILHOCTHIO BEPILUH
ai...an, Uepe3 KOTOpble OH mpoxoauT. Ecmu myTs mpoxoaut mo pedpy ab u3 a B b, to Gymem
TOBOPHUTB, YTO OH MPOXOAUT ayry ab. Eciu X u Y X0ocThI, TO MyTh U3 X B Y, B KOTOPOM BCE OCTATbHBIC
BEPIIMHBI KOMMYTATOpBI, OyJeM Ha3bIBaTh 10AHbIM U 0003HAa4YaTh Kak XY-MyTb. [1yTh, B KOTOpOM
BEPIIMHBI (JyTHM) HE TOBTOPSIOTCH, HA3BIBAETCHA 6epUUHHO-npocmbiM  (pébepro-npocmuim?).
Bepumnbl rpada Oymem 0003HaUaTh CTPOYHBIMU OykBamu @, b, C, ..., X, Y, Z, IyTH — KUPHBIMHU
CTpOYHBIMU OykBamu P, (, I,..., a MHOXecCTBa IyTeld — mponmcHeIME OykBamu: P, Q, R, ... Ha
PHCYHKaX KOMMYTAaTOpaM COOTBETCTBYIOT OeJble KPYXKH, a XOCTaM — YEPHBIC KPY)XKH; €CIU
0e3pas3yMyHo, ABJISIETCS BeplInHa Ipada KOMMYTaTOPOM MIIM XOCTOM, PUCYIOTCS CEPhIe KPYIKKH.
MpI OyzneM IpearnoaaraTh, 4To Kbl XOCT X COSIMHEH B TOYHOCTH C OJHMM KOMMYTaTtopoMm [4],
U, KaK TNOKa3aHo B [4-5], B 3TOM ciy4ae IOOCTAaTOYHO paccMarpuBarh Ipadbl, B KOTOPBIX
TepMHUHAIBHbIE BEPIIUHEI CYTh XOCTBl. MHOXECTBA XOCTOB U KOMMYTaTOpPOB 0003HAYACTCS Yepes
Hu S, coorBerctBenno; H U S =V, HN S =, u moa BUPTYanbHOMN CEThIO MOHUMAETCSI KOHEUHOE
MHOXECTBO P IONHBIX MyTeld MEXIy MapaMu pa3iIHYHBIX XOCTOB, KOTOPOE KOHTPOJUIEP IOJDKCH
peann3oBaTh Ha MJIOCKOCTH JIaHHBIX, 33/1aBasi Hy)KHbIE IpaBHiia B KOMMYTaTopax.

B ofmem ciyugae mpaBmiio koMmyTaTopa b mmeer Bun cabc, roe a u € coceau b, a ¢ BekTOp
3HaYeHHH MapaMeTPOB 3aroJioBKa MAKeTa, KOTOPhIC HMCIOJB3YIOTCS B MpaBHiIaxX. Takoe mpaBmio
03HAYaeT, YTO KOMMYTATOp D, OJIyYHB MakeT ¢ BEKTOPOM G OT cocelia a, MePEeChUIAET ero Coceay
C. B Hacrosmeid paboTe npeAnoaraeTcsi, 4T0 KOMMYTATOp He MeHseT 6. TeM caMbIM, Ui BEKTOpa
G TOPOXKIAIOTCS MOJNHBIE MYTH BUAA 8i...8n, TAC Ui | = 2..n - 1 B KOMMYTaTope &; eCTh MPABHIIO
G4 - 18i@i + 1, XOCT a1 COSANHEH C KOMMYTATOPOM 82 M XOCT 8n COSMHEH ¢ KOMMYTATOPOM an-1. Ecin
B KOMMYTaTOpe ecTh JBa mpaBuia cabc u cabc’, rie € # €, TOBOPSIT, YUTO MAKET KIOHUPYEMcsl, TO
€CTh MepechutaeTcst 000UM CocesiM C 1 C .

BekTopa 6 ¥ ¢° CUMTAIOTCS SKBUBAICHTHBIMH, €CITH OHH ONPEACIISAIOT OJIHH U T€ K€ IIyTH, TO eCTh
JUTSL KayKmoro mpasuia cabC ects mpaemino ¢ abe u, Hao6opoT, Wi Kaxaoro mpasmia ¢ abC ecTh
npapwio cabC. B Mojenn i MHOXECTBA BCEX BEKTOPOB 3aaércsi ero pas0ueHne Ha
HeTepeceKaloIuecs: MOJIMHOKECTBA, KaKABIH M3 KOTOPBIX SBIISIETCS MOAMHOMXECTBOM Kiacca
OKBHBAJICHTHBIX BEKTOPOB. Ka)IoMy TakoMy ITOJIMHOKECTBY CTABUTCSI BO B3aHMHO-0/JHO3HAYHOE
COOTBETCTBHE NACHTH(HUKATOP NaKkeTa. TakiuM 00pazoM, KKIOMY HJICHTH(PHUKATOPY COOTBETCTBYET
MHOXECTBO MyTeH, OMpPEACNIAeMbIX MPABUIAMH KOMMYTaTOPOB, XOTsl Pa3sHbIM HICHTH(HKATOpaM
MOXET COOTBETCTBOBATH OJJHO U TO K€ MHOXKECTBO IyTEH, €CIIH 3TH WACHTU(HHUKATOPHI OTIPEEIISIOT
MOZMHOXECTBA BEKTOPOB U3 OJIHOTO M TOT'O JK€ KJlacca SKBUBAJICHTHBIX BEKTOpOB. Eciin BekTopy ©
COOTBETCTBYeT HaeHTudukarop d, To BMecTo mpaBuiia cabc paccmarpusaercs npasmio dabc. B [6]

! B nureparype 4acto naéTcs APYroe onpeaesieHue: "myTs pE6epHO-TIPOCTOI, €CIIM OH HE MPOXOMHUT JBAXKIbI
o ogHOMy pebpy" (a He ayre), TO €CThb IyTh, MPOXOJSUINI ABAKABI MO pedpy, HO B MPOTHUBOIOJIOKHBIX
HanpaBJICHUSIX, He cuuTaeTcs péoepHo-TpocThiM. OIHAKO IS HAILIETO OMPEICNICHHUS «3aMKHYTOCTH IO Tyram»
(cM. HIKE) ynoOHee HCIONhb30BaTh HAIIE OTIpeielieHre pEOEPHO-TIPOCTOTO My TH.
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MOKa3aHo, KaKMM 00pa30M Pe3yJIbTaThl [0 IOCTPOSHUIO BUPTYAIIbHOM CETH MOYKHO PacIIPOCTPAHUTh
Ha pean3aIiio KOHCYHOT0 MHOXKECTBA BUPTYaJIbHBIX CETCH.

3amaHHOe MHOXECTBO P IONHBIX ITyTeH OJHO3HAYHO OIpeneNseT HEOOXOIUMBIH Habop MpaBUI
KOMMYTAaTOPOB, TOPOKAAIOIIKH Bce MyTH U3 P, OHAKO MPU 3TOM MOTYT IOPOXKAATHCS M HOBBIC
myTH, He puHauexamntie P [4,5], KoTopble He 003aTeNbHO SIBISIOTCS PEOSPHO-TIPOCTHIMH, TO €CTh
HEKOTOPbIE MAKEeThl MOT'YT HAXOJUTHCSI B CETH CKOJIb YrOAHO 10Jro. B paboTax mokasaHo, 4To is
TOYHOUW peaTu3alfy Ha TUIOCKOCTH TaHHBIX MHOXKECTBO IMMyTEH TOJHKHO OBITh 3aMKHYTBIM I10 JyTaM.
MHoxecTBO pEOEPHO-MPOCTHIX MOJHBIX MyTeH, TO €CTh IyTeH MEXIy XOCTaMH Ha IUIOCKOCTH
JIAHHBIX 4Yepe3 KOMMYTATOPBI, Ha3bIBACTCS 3AMKHYMbIM NO Oy2aM, €CIH AJs MIOOBIX MBYX MyTei
MHOKECTBa C Pa3IMYHBIMU HAYAJIbHBIMH ¥ KOHCYHBIMH XOCTAMH BBITIOHSACTCS CIICAYIOIICE: CCIIH
MOCJIC CIUSIHUS HAa HEKOTOPOU Jyre 3TH MYTH Pa3eatoTcs (MOcie 3TOM Ke Wi IPYToil Tyru), To
BCE UYeTHIpE MyTH JOJDKHBI MPHHAIIEKATh UCXOAHOMY MHOXecTBY [4,5]. Ecnu muoxkectBo P
MOJTHBIX PEOCPHO-TPOCTHIX MyTEH 3aMKHYTO IO Jyr'aM, TO Ha IIOCKOCTH TAHHBIX TOTOJHUTEIBHBIX
myTeH, a ClieIoBaTeNbHO (U1 KOHEYHOTro P) W 3aI[MKIMBaHU, He MOSABISAETCS; B [3] mpeatokeH
aNTOPUTM TPOBEPKH, SBISIETCSI JIM 33JaHHOE MHOKECTBO MyTel 3aMKHYTBIM I10 J[yTraMm.

Jlnst yaéra pasnuyHbIX IapaMeTpoB IIPU Peal3allii BUPTYAIbHBIX CETEH U UX KOPPEKTUPOBKU B
MPOrPAMMHO-KOH(PUTYPUPYEMBIX CTPYKTYpax IUIOCKOCTh MaHHBIX MOJCIUPYETCS B3BCIICHHBIM
rpadom. Takum 00pa3oM, MBI MoOJIaraeM, uTo 3agaH rpad CBsi3eil, B KOTOPOM KaXIoMy pedpy
MPUIMCAHO HATYpaibHOE 4uciio («Becy» pedpa), TO ecTh rpad sBiseTcs B3BEUICHHBIM. B pabote
HCCIIeYIOTCS MapaMeTpPhl IBYX THIIOB: «PECYPC» M «CTOMMOCThY». J[Jis mapamerpa THIIA «pecypey
MOJI BECOM pebpa MOHUMAETCsI ero «EMKOCTbY, M YHCIO MyTel, MPOXOSIUX 4Yepe3 pebpo, He
JIOJDKHO TpeBbIIaTh EMKOCTh pebpa. [lms mapaMeTrpa THIA «CTOMMOCTB» IO BeCcOM pebpa
MOHMMAETCS «IIEHa)» MPOXOKACHHS ITyTH Yepe3 pedpo, «leHay» IyTH — ITO CyMMa «IeH» ero pébep,
U CTaBUTCS 3a1a4a MUHUMM3aLU1 CYMMapHOHU «LIEHbI» IIyTEH, peaIu3yIOIUX BUPTYaJIbHYIO CETh.

3. Anzopumm KoppeKkmupoeKu eupmyasibHOlU cemu ¢ y4émom napamempos
muna «pecypc» npu peasiusayuu Ha eé3eeweHHOM 2paghe nyocKkocmu
OaHHbIX

B aToM paznene Mbl mojaraeM, YTO BO B3BEUICHHOM rpade cBs3ed KaxaoMy peOpy IpHnucaH
HEKOTOPBI BEC, COOTBETCTBYIOIIMI MapamMeTpy THIA «pPEecypec», 3HAYEHHE KOTOPOTO PaBHO
HaTypajJbHOMY 4HCity. [IpeBblIeHne JOIyCTUMOTO YUcia MyTeH, MPOXOIAIIUX 10 pedpy, MOXKET
MIPUBECTH K MOTEpE MAKETOB I 3aep’KKe NPH X OTHpaBKe. 3aMKHYTOE 110 JIyraM MHO>XECTBO
myTei P, TO ecTh IMyTel, He MOPOXKAAIOMINX UKIIBI B Tpade, Ha3bIBACTCS peCypCHO-00NY CIUMBIM,
©CJIM YUCIIO IMyTed U3 P, IpOXOIAIINX [0 KaXXI0My pedpy, He MPEeBhIIIacT Bec pedpa.

MpI mpejutaraeM OCYIIECTBISTH MOCTPOEHHE PECYpCHO-AOIYCTUMOTO MHOXKECTBA ITyTE€H B IBa
sTana. Ha mepBoM 3Tame CTpOHMTCS 3aMKHYTOE IO JyraM MHOXECTBO pEOEpPHO-TIPOCTHIX ITyTEH,
coeuHSIOMMX Tpedyemble mapbl XocToB [5]. Ecnmm mocTpoeHHOE MHOXECTBO HE SIBIISIETCS
PECYPCHO-AOMYCTUMBIM, TO TPEIaraeTcsi MpoCToi crmocod ajs M3MeHeHus Ayr mytd (puc. 1),
UCrob3ysl péopa B3BEIIEHHOTO rpada cBsi3eil, KOTopble OTCYTCTBYIOT B yTsix P (MHOXecTBO N B
anroputMme 1). 3ameHa pebpa MPOUCXOAUT, €CITM YUCIIO MyTEH, MPOXOIAIINX Yepe3 pedpo, OobIie
Beca, COIIOCTaBJICHHOTO pedpy.

S5 % S3 S St Se % S
L )

|l
el

Puc. 1. 3amena oyau $182 6 nymsx mnodcecmsa P
Fig. 1. Replacing the arc sis2 in the paths of P
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Aaroputm 1. Momudukanus myTH MOCPEACTBOM H3MEHEHHS pedpa WIH MOCIIeI0BaTeIbHOCTH
p€06ep, IpH ITOM COXPAHSS TOJIOBHON U XBOCTOBOH y3JIBI HICXOTHOTO ITYTH.
Bxo00: nenycmoe mmodicecmeo P pébepHo-npocmuix nOIHbIX nymell, 3aMKHYMOe N0 OyeaM, HenyCcmoe

MHO2cecmeo N pébep mesicdy Kommymamopamu epaga cesseil, Komopvle He UCHOIb3VIOMCS 8 NYMSX U3
MHodHcecmsa P.

Buoix00: coobwenue «muodcecmso P nymeil e moicem Obimb MOOUDUYUPOBAHO» UTU MOOUDUYUPOBAHHOE
3aMKHYmoe no dyeam mHoxcecmeo Q, 20e 20108HAsL U X8OCMOBAS 6EPULUHBL KANCA020 USMEHEHHO20 NYMU
€o8nadaiom ¢ maxko8blMu U3 UCXOOHO20 MHOICECMEA.

while cymectByer pebpo (S1, S2) Takoe, YTO CyMMapHOe 4HCIIo K ayT S152 M S281,

BXOJIAIIUX B MMyTH U3 MHOXKecTBa P, 6oJbine EMKocTH pebpa (S1, S2)

do

| if BN cymectByer mogmuoxecTBo pébep {(s1, 5t'), (51, 52, ..., (51, S2)}

| B KOTOPOM EMKOCTB KX I0T0 peOpa He MeHblie K,

| then

| | B xaxmom MyTH U3 MHOXKECTBA P 3aMeHUTH yTy S1S2 Ha MyTh S151'S2’ ... SI'S2,

| | a IIYTY S2S1 — Ha MYTh S2SI' ... S2'S1'S1;

| | Vaamars pé6pa (s1, 51), (51, 52, ..., (S, $2) u3 N;

| else
L L MoOughurayus Heo3MOICHA,

MoOXHO TMOKa3aTh, YTO €CIM auroputM | Bo3Bpamiaer Habop myrteir Q, To Q ecTh pecypcHo-
JIONYCTUMOE 3aMKHYTOE MO JyraM MHOXECTBO pPEOEPHO-TPOCTHIX IMOJHBIX MYTH, NMPUYEM IS
Ka)XJJOro MOJU(HUIUPOBAHHOTO ITyTH FOJOBHASI U XBOCTOBAsI BEPILIMHBI COBIAAIOT C TAKOBBIMH U3
UCXOAHOTO MHOXKecTBa P. JleHCTBHTENBHO, PacCCMOTPHM [Ba ITyTH M3 MHOXecTBa P, koTopsle
HEePeceKaroTCs Mo Iyre S1S2, U CyMMapHOe YHcIo K ayT S1S2 M S2S1, BXOAAMINX B IIYTH U3 MHOKECTBA
P, 6omnpme émMkoctu cooTBeTcTBYIOMEro pedpa. Ecim B N cymectByer mommHoxecTBO pédep {(S1,
s1), (51 82", ..., (S, S2)}, Takoe, YTO EMKOCTh KaXI0r0 pedpa He MeHbIIIe K, TO B KaXKIOM MyTH K3
MHOXecTBa P myra SiS» 3aMeHseTcss Ha MyTh S181'S2' ... SI'Sz, a ayra SpS1 — Ha MyTh S2S!' ... S2'S1'St.
[MTockonbKy Kaxplit MOANGHUIMPYEMBIH MYTh SIBISIETCS] pEOSPHO-IIPOCTBIM, U HU B KAKOM JIPYTOM
MecTe MOAUGHUIMPYEMOro myTH Iyr S$i1S1', S1'S2', ..., SI'S2 u S2SI', ..., S1'S1S1 HET, TO MOJYYHM
MHOXECTBO PEOEPHO-TIPOCTHIX MyTei Q, B KOTOPOM Uil KaXIOro MOAWGHIMPOBAHHOIO MyTH
TOJIOBHAsI M XBOCTOBAsI BEPILIMHBI COBIAAIOT C TAKOBBIMH U3 UCXOJHOTO MHOXecTBa P. Bonee Toro,
€CIIM JI0 MOAMU(HUKALMK ISl JIOOBIX JIBYX IyTeH, JJIsi KOTOPBIX MUMEJIOCh CIMSHHUE 0 HEKOTOPOM
JIyre, a IOTOM PacXoXKJECHHUE, Bce YEThIpe IyTH MpuHauiexand P, To u nocne MoaupHuKanum 3To
CBOHCTBO OXpaHs’ETCsl, TO €CTh MOAM(MHUINPOBAHHOE MHOXECTBO MyTEH SIBIISETCS 3aMKHYTHIM MO
nyram. CnoxnocTh anropurma O(m?), rae M uncno pédep rpada.

B anroputMe 1 MBI paccMaTpHBaeM JIOCTATOYHO MPOCTYIO IBPUCTUKY Ul MOAUGDUKALINY MyTeH, U
pe3ysbTaT CYyIIECTBEHHO 3aBUCHT OT mopsiika mepebopa pébep myreit B P. HeoOxomumsr
JIOTIOTHUTENbHBIE HCCIICAOBaHUS, YTOOBI JETalbHO MCCIIEAOBATH BOMPOC O TOPSIKE TAKOTO
nepebopa. 3aMeTUM TaK)Ke, YTO MapaMeTp THIA «PECYpPCy MOXKHO BBECTH IJIS IyT, 3aMEHHUB peOpo
B rpade cBs3el AByMs COOTBETCTBYIOIIMMHM IyraMH, Kakaas M3 KOTOPBIX MMEET CBOHM pecypc, a
TaKke BBECTH TAaKOW MapaMeTp Uil KOMMYTaTopoB. B o0omx ciydasx MOXKHO HCIIOIB30BaTh
anroput™ 1 ¢ HeOONBITMMH MOTU(PUKAITHIMU.

4. [locmpoeHue eupmyasnbHOl cemu Ha e3eewWeHHOM 2paghe husuveckux
ces3zell ¢ y4émoM napamempos muna «CmoumMocmb»

VYuér mapaMeTpoB TUIIA KCTOUMOCTB» — OTO 3aJa4a CHMKCHHUA HArpy3KHW Ha CE€Th, KOrJla Harpyska

Ha CeTh OHUMAETCS KaK CyMMapHOe YHCIIO0 MPOXOXKISHUH MakeToB 1o péopam rpada: mapa (maker,

pebpo) YUHTHIBAETCS, KOTJa TaKeT MPOXOAUT 1Mo pedpy. Umcino makeToB, OJHOBPEMEHHO

mUpKyupytomux B cetd SDN, 3aBHCHT OT MOBEJCHUsI XOCTOB, (POPMHUPYIOIIMX 3TH MAKEThI, U
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MIOTOMY SIBJSIETCSl BEIMYMHON nepeMeHHOW. bomee rpybas omeHka XapaKTepu3yeT BHPTYAIbHYIO
CeTh HE3aBHCHMO OT JIBIKCHHUS MAKETOB IO HEH, OHA YYMTHIBACT CyMMapHOE YHCIIO HE MMAaKETOB, a
yTeH, M0 KOTOPBIM IMakeTsl ABIKYTCs. [lapa (ryTh, pedpo) yIHTHIBACTCS, €CIH ITYTh IPOXOIUT IO
pebpy. MuoxxectBo myteil, peamnzyembix SDN, omnpexpensercs HacTpOHKOH KOMMYTaTOpPOB,
KOTOpas MeHseTcs MO0 KOMaHIaM ¢ BepxHero ypoBHsA (SDN-KOHTposuiepbl), 4TO MPOUCXOTUT
3HAYUTENBHO pPeXke, U MOTOMY 3TO MHOXKECTBO IyTel B paMKaX pacCMaTpUBaeMON 3aJadd MOXKET
CUNTATBCS CTaTHUECKUM. [IpoxoskieHne myTH Mo pa3HbIM péOpaM BHOCHT B CYMMapHYIO Harpysky
craraeMble pa3Hoi BEIMYHMHBI, YTO MOJICIIUPYETCS IIOHATHEM Beca peOpa, TOHUMAEMbIM KaK «ICHa
€r0 TIPOXOXKICHHS.

B nameii pabote [7] paccMaTpuBaiOCh BBHINOJHEHHE Ha IUIOCKOCTH AaHHBIX SDN mporpamwer
3aJaHMsd, KOTOpas IIOHMMajgach B  JyXe MapagurMbel  OOBEKTHO-OPHEHTUPOBAHHOIO
NPOrpaMMHpPOBAHUS KaK COCTOAIIAsh U3 OOBEKTOB M COOOIIEHHH, KOTOPBIMH OOBEKTHI MOTYT
oOMeHmnBaThCS. OOBEKTHI pean3yeTcsl B XOCTaX, IPUIEM B OTHOM XOCTE MOJKET OBITh PeaIn30BaHO
HECKOJIPKO pa3HBIX OOBEKTOB, a ONWH M TOT K€ OOBEKT MOXKET OBITH PEeaHM30BaH B HECKONBKHUX
xocTtax. CooOmeHnss MeXIy OOBEeKTaMH, pealn30BaHHBIMH B Pa3HBIX XOCTax, NMOMEIIAIOTCS B
MAKeTHI, IBUTAIOIINECS TI0 CETH M3 HAaYaJIFHOTO XOCTa B KOHEUHBIA XOCT. B pabote pemanuice nBe
3amaun: |) MUHUMH3aOWs 4YHCIa HACHTH(UKATOPOB IAKETOB, COOTBETCTBYIOIIUX OOBEKTaM,
pean30BaHHBIM B XOCTaX, 2) HACTPOWKAa KOMMYTATOpPOB (peanu3aluu MyTed, KOTOPbIe TOKHBI
MPOXOANTH MAKETHI) Il BLIOPAaHHOTO COOTBETCTBUS HICHTH(PHUKATOPOB MAKETOB U OOBEKTOB. DTH
3aJ]a4M pelIauch B IBYX ciydasx: A) 0e3 KIIOHUPOBAaHUs MAKETOB: MaKeT, NpeHa3HAYCHHBIN IS
HEKOTOpOro OOBEKTa, JOJDKEH IONacTh POBHO B OJHMH XOCT, U B 3TOM XOCT€ JIOJDKEH OBITh
peanu30BaH HYXHBIH 00BEKT, B) ¢ KJIOHHpPOBaHKEM MAKETOB: MAKET MOKET MOMaIaTh B HECKOJIBKO
XOCTOB, HO B OJTHOM U TOJIEKO OJJHOM H3 HUX JOJDKEH OBITh pealln30BaH HYXKHBIH OOBEKT.

Pewenue 3anaun 1 3aBUCHT OT pacnpeiesieHHs: OObEKTOB 110 XOCTaM, PEaTN3yIOLIMM 3TH 00BEKTHI,
U He 3aBUCHUT OT rpada (usnueckux cBszeil. Peienne 3amauun 2 UCMOIB3YET Pe3yIbTaThl PEIICHUs
3amaud 1 W 3aBHCUT OT rpada usmueckux cBszeir. B ciydae A perieHueM 3amgadyu 1 sSBIsSETCS
Hermyctoe MHoxectBo xoctoB U(d), ompenensiemoe s kaxaoro wuaeHrudukaropa nakera d.
TpeboBanoch MPOBECTH MyTH M3 KAKIOTO XOCTa B OJMH U TONbKO oauH xoct u3 U(d). B ciayuae B
pemreHreM 3amadd | SBIAETCS HEMyCTOE CEMEHCTBO HEMYCTHIX HEMEePECEKAIOIIUXCS MHOMKECTB
xocroB U(d), onpenensieMoe [yisi Kaxa0ro uaeHtudukaropa makera d. XocTsl 0JJHOr0 MHOXKECTBA
n3 cemeiictBa U(d) peau3yioT 0JIHO 1 TO K€ MHOYKECTBO 0OBEKTOB, & KaXK/IbIil 00BEKT peaan30BaH
B KaXJIOM XOCT€ OJ[HOTO U TOJIBKO OJHOT0 MHOKecTBa u3 cemeiicta U(d). TpeboBanoch mpoBecTu
MyTH TaK, 4TOOBI T Kakaoro xocta h u kakmoro muoxectsa U(d); u3 cemeiictea U(d) MHOKECTBO
myTel, HAYMHAIOIUXCS B XocTe h, comepikano OJWH M TOJNBKO OJWH IMyTh, 3aKAHYHBAOIIUICS B
HekoTopoM xocte u3 Muoxkecta U(d);.

B pabote [7] Hac He MHTEpECOBaIM BOIPOCH onTuMu3aiuu Harpy3ku Ha SDN, To ecTh MbI He
yuuThiBanu Beca pEbep (rpadp cuurtancss HEB3BEIICHHBIM) MPU PACCMOTPEHHUH BO3MOXKHOCTH
peanu3zaiyu TpeOyeMoi HaCTPOHKH KOMMYTaTopoB. OqHAKO TakoH yu€T ObUT CIIEIHATBHO YKa3aH
KaK BO3MOJKHOE HallpaBJICHHE JAJbHEHUIINX MCCIIEOBAHUM, TO €CTh pPACCMOTPEHHE B3BELICHHOTO
rpada QU3MYECKUX CBA3CH.

B nanHoi#i paboTe MBI KOPPEKTHPYEM peIIeHHUE 3aau 2 I CIydas B3BEIICHHOTO rpada ¢ BecaMu
THUTIA «CTOMMOCTBY». B mpemtoxeHHBIX B [7] pemeHusx 3amadd 2 Uil HEB3BEUICHHOTO rpada
CTPOWJIMCHh KpaTdallive MyTH, YAOBIETBOPSIONIUE YCIOBUAM 3amadu (cimydaid A wim B). s
B3BCIICHHOTO Tpada aHamormdHas 3amada 2 (GopMyIaHpyercs Kak 3ajada MHHUMHU3AIIH
CyMMapHOTO Beca ITyTei, TO €CTh 3aJjaya O KpaT4alIIMX B3BEIICHHBIX MYTAX, TO €CTh O IyTSX C
MHUHUMAaJTbHOW CYMMOM BECOB BXOJSIIUX B OTH MyTH pEbep.
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4.1. PeweHne 3adayvM MNOCTPOEHUS MyTe C MUHUMANbLHOM CyMMapHOW
CTOMMOCTbLIO AnA crny4dasa noJIOXUTerNbHbIX UeJfiIoOYUCITIeHHbIX BeCcOoB
pébep

B cayuae, koraa Beca péOep BBIPAXKAIOTCS HATYPATBHBIME YHUCIaMH (U HEB3BELICHHOTO Tpada

Beca Bcex pébep paBHBI 1), 3a1a4a MOCTPOCHHS MyTeH ¢ MUHUMAJIBbHON CyMMapHO# CTOMMOCTHIO

CBOJIMTCS] K aHAJIOTUYHOI 3a/1aue JUisi HEB3BEIICHHOrO Tpada ¢ COOTBETCTBYIOIIMM YBEIUYCHUEM

CIIOXKHOCTH anroputma. J[is 3toro pe6po ¢ Becom P mpeoOpasyeTcss B BEPIIMHHO-NIPOCTON MyTh

JUTMHOM ) BBEJICHHEM [ - | IPOMEXYTOUHBIX BepIINH cTereH: 2 (puc. 2). OnwumeM 310 GopMaibHO.

[Tox B3BeureHHbIM rpadom Oymem mormmath rpad G = (V, E, f), rme V MHOXeCTBO BepIuuH,

E < V x V mMHO)ecTBO p&bep, f: E — N dynkuus Beca pedbpa, N MHOKECTBO HATypajbHBIX YHCEN.

3amava NOCTPOCHHST KPAaTUaIIMX B3BEIICHHBIX MyTei B rpade G cBoAUTCS K 3a7a4e MOCTPOCHUS

HEB3BEIIEHHBIX KpaTyaiux myTel B HeB3BemenHoM rpade G* = (V*, E”), koTopslii nosydaercs u3

G ynmanenweMm Bcex pébep u gobamieHweM Juisi Kaxjaoro pebpa ab € E ¢ Becom p =f(ab)

nononHuTeNsHBIX Bepinua V(ab) = { ¢i:i=1..p- 1 } u, o603Hauas Co = &, Cp = b, TOTIOTHATENBHBIX

pébep E(ab) ={cici+1:i=0.p}, tme cig V,i=1.p-1. Torma V'=Vuu{V(@b):abeE} n

E'={E(ab):ab e E}.

p
a b ao=a a G Gi+1 G-1 Gp=b

Puc. 2. IIpeobpasosanue pedpa ab ¢ eecom p 6 nymo uz a 6 b dnunoii p
Fig. 2. Replacing edge ab of weight p with path from a to b of length p

[TOCKONBKY CIIOXKHOCTD aNTOPUTMa pEHIeHHs 33Jadd 2A TOCTPOCHMS KpaTyalIuX ITyTed st
HeB3BeleHHoro rpada pasaa O(m), rae M yucio pédep, CI0KHOCTh COOTBETCTBYIOIIETO aIrOpUTMa
Juis B3BemeHHoro rpada pasaa O(M), rae M cymma BecoB pé€dep rpacda. CoKHOCTH anropurMa
peuienust 3anaun 2B s mes3BemeHnoro rpada pasaa O(km), rme K mommocts cemeiictBa U
neneBbix XocToB (U pesynbrat permrenus 3agaqu 1B), a m gucno pédep rpada. [loaToMy CI0KHOCT
COOTBETCTBYIOINIETO alrOpUTMa s B3BenieHHoro rpada pasua O(kM).

OtcyTcTBHE 3allMKIMBAHUS, NYOJIMPOBaHHS U 3aMKHYTOCTB IO JyraM CTPOSILIErocs MHOXKECTBa
nyTeil HENMOCPEICTBEHHO CIEAYyeT U3 TOTO, YTO alrOPHTM JUI KaXKIOH BEPIIMHBI ONpPENeNseT B
cirydae 0e3 KJIOHMPOBaHMS €AMHCTBEHHBIN KpaTyallinii MyTh B 3aJjaHHOE MHOXKecTBO U, a B cityuae
C KJIOHHPOBAaHHWEM — POBHO 110 OJHOMY ITyTH B Ka)XKI0€ MHOXECTBO U3 cemeiicTaa U.

4.2. OnTUMM3aumA peleHUs 3afayvM NOCTPOEHUsi NyTem C MUHUMaribHOWM
CyMMapHoM CTOUMOCTbIO ans cnyyas NONIOXUTEeNbHbIX
LierIouMCIeHHbIX BECOB pédbep

Ecnu cymma BecoB p€6ep rpada M >> nm, rae N 4ucio BepiiuH rpada, To BO3MOXKHA ONTUMHU3ALUS
aIrOpPUTMA CO CI0KHOCTBI0 O(NM) ns ciayyas A WM, yduThiBas, yTo M = O(N?), co CI0KHOCTHIO
0O(n®), u co cnoxuocteio O(knm) myst coyuas B, vy, yuutsigas, uro m = O(n?), co CIOKHOCTHIO
O(knd).

Jns HeB3BemeHHOTo rpada anroputM 2A ocHOBaH Ha 00X0/e HEOPHUEHTHPOBAHHOTO rpada B
MIUPUHY W MOXET paccMaTpuBaThCsl Kak Moaudukanus anroputMa JledkcTpa, HO BMECTO
BBIYMCIICHHS JUTMHBI KpaTYalIIero MyTH BEIIIOIHAETCS HACTPOIKa KOMMYTATOPOB BJIOJIb Iy TH. Mnes
ITOpUTMa 3aKiodaercss B cienyromeM. Haumnas ¢ MHOXectBa xoctoB U, mo rpady
PacCIpOCTpaHSIETCsl «BOJHA» MOCTPOCHUS MyTEeH C MOMOIIBI0 MOMETOK BepmuH. PpoHT F aTOi
BOJIHBI COCTOMT M3 IOMEUEHHBIX BEPIINH 8 C OJIHUM M TEM )K€ PACCTOSIHUEM 10 OJIMbKaiiiero xocTa
u3 MHOoxecTBa U, Torja Kak oOCTalbHbIE [TOMEYEHHbIE BEPIIMHBI HAXOJSATCS HA MEHBILIEM
paccrostaum oT U. [ kax1oi BepmuHb! & U3 (PpOHTa BOIHBI MPOCMATPUBAIOTCS €€ COCEIH U IS
Kakmoro cocesia b, KOTOpBIif emé He TOMEYEH, BRICTABIISECTCS TOMETKA U 3aITOMHHAETCS eT0 COCE]
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p(b) = a, yepe3 KoTOpOro BemET KpaTdaMIMi IMyTh M3 BEPIIMHBEI D 10 ONMKaHIIEro XocTa H3
mHokectBa U. Eciom BepmmHa a KoMMyTaTop, B HEM ycraHaBiuBaeTcs mnpasuio dbap(a),
O3HaYaroIee: MpHU MOJTYyYCHHH KOMMYTAaTOpOM @ makera ¢ uaeHTtudukatopoM d ot Bepumus! b
ClleyeT HampaBUTh 3TOT TakeT Bepiuune P(a). Eciu BepurnnHa b koMmmyTaTop, oHa momeraercst B
HOBBI# POHT BONHBI Frext. Korma mpocMoTpens! Bee BepiunHbl GppoHTa F, HaunHaeTCs HOBBI AT,
Ha KOTOPOM (DPOHTOM BOJIHBI CTAaHOBHUTCS Fnext. AJTOPHTM 3aBepliaeT cBO padoTy, Koria
MIPOCMOTPEHHBI BCE BEPIINHEI M (ppoHT F cTam mycThiM.

Ha xaxmoM 1miare ajaroputMa MMEETCsl MHOXKECTBO IOMEUEHHBIX BEPIIUH M €ro IOJMHOXKECTBO,
(pOHT BOJIHBI, COZIepIKalllee BEPIINHEI, Y KOTOPHIX MOTYT OBITh HE IPOCMOTPEHHBIE HHIIU/ICHTHBIE
uM pédpa (3TH pEOpa MOTYT BECTHM B HENOMEUCHHBIC BepUIMHBI). Ha KaXkaoM Imare anroputma
MPOCMAaTPHUBAIOTCSI BEPUIMHBI (D)POHTA BOJHBI U HE MPOCMOTPECHHBIC WHIHUICHTHBIC UM pEOpa. B
HOBBIH (DPOHT BOJIHBI IIOMEIIAIOTCS HEMOMEUCHHBIE BEPLIMHBI HA KOHIAX Takux péoep. B ciyuae
B3BeLIEHHOro rpada Mbl Moguduiupyem rpad G B rpad G*, npespamas kaxaoe pedpo ab Beca P B
BEPUIMHHO-TIPOCTOH yTh E(ab) 3 @ B b mnuuoii p - 1, mo6GaBsist OMOMHATENBHBIE BEPIIHHEI Cj,
i=1.p- 1. "3-3a 3TOro HECKOJBKO IIArOB MOAPSA BO (POHT BOJHBI MOTYT IONAgaTh TOJBKO
JOTIOJTHATENNbHBIC BepIIMHBL. ONTHMH3AIHs 3aKJII0YaeTCsS B TOM, YTOOBI OOBEANHHUTH HECKOJIBKO
IIArOB B OJMH IIar TaK, 4TOObl HA KaXIOM OOBbEAMHEHHOM Iare BO ()POHT BOJHBI HOMAAaNA XOTS
Obl 0JTHA ICXO/IHAs (HE JOMOIHHUTENbHAS) BEPLIMHA.

IIycts B rpade G* BepmMHa V MPHHAMIEKAT (PPOHTY BOIHEL V € F, M pe6po VU HE MPOCMOTPEHO.
Pebpo vu nexur Ha mytu (di = v)(d2 = u), dads, ..., di(di+1 = W), B KOTOpOM KOHEUYHasi BepuIrHa W
UCXonHas (He IONONHHUTENbHAs), a BCe MPOMEXYTOYHbIe BepIuuHb! di, i = 1..K, TonmomHUTENbHbIE.
Juuna storo mytu paBHa L, o6o3Haunm e€ L(vu). Munumym | = { L(vu) | v € F & pebpo vu He
NPOCMOTPEHO } ONpEACIISET YUCIO LIArOB IrOPUTMa, KOTOPBIE OOBEANHAIOTCA B OAUH Iuar. Ha
3TOM 00BEANHEHHOM MIare JUIs KaKA0ro He MPOCMOTPEHHOro pedpa VU rmomeyaercsi BeplinHa Ha
paccrosiauu | OT BepIINHBI V BIOJb MyTH, HAYHHAIONIETOCsS pedpoM VU, To ecTh BepiuuHa 0+ 1. Ha
Ka)XJOM O0OBeIMHEHHOM IIare IOMeYaeTcss XOTs Obl OJHAa HEIOMEUeHHas paHee HCXOjaHas (He
JOTIOJTHATENbHAs) BEpIIHHA.

3amMeTHM, UTO [UIS OTIPEICIICHNS MUHUMAITBHOU [UTHHBI L(VU) He 06s3aTeNsHO MPOCMAaTPHBATh BECh
MyTh OT BEPIIHHBI V IO KCXOHOM (HE JOMOIHUTEIHLHON) BEPIIHHBI W, HAYHHAIOIIHICS peGpom VU.
Korma pe6po ab ¢ Becom p mpespamiaercs B myTh (Co =a)C1, C1C2, ..., Cp-1(Cp=b) mmunoi p, B KAKIOM
BepiuHe Ci, i = 0..p, MOXHO XpaHUTH ¢€ paccTosHUE 10 KOoHMa b atoro myTtH, KoTopoe paBHo P - i.
Torma, ecnmu V =_Cj,a U =Ci+1, To L(vu) =p - i.

OrneHka CII0XKHOCTH 3TOH onTuMmmu3anuu. Ha kaxaoM miare mpocMmatpuBaeTcs He 6osiee M pédep.
Taroke Ha KaXIOM IIare rnoMevaercs XOoTs Obl OjHa MCXOAHas (He JOIOJIHUTENbHAsH) BEpLIMHA.
Crie/10BaTeNbHO, CIIOKHOCTh anroputMa He npepbimaer O(nm) = O(n®). B cinyuae B anroputm
JIeTIaeT TO XKe caMoe, HO ISl Kaxxoro u3 K MHoxkecTB cemeiictBa U. TeM caMbIM, OIIEHKA CIIOKHOCTH
pasna O(knm) = O(knd).

4.3. PeweHne 3apayMm NOCTPOEHMA NyTeM C MWHAMAribHOW CyMMapHOW
CTOMMOCTbLIO AONnA cny4yasd nNpou3BOJiIbHbIX HeoTpuuatTelnbHbIX BeCOB
pébep

DTO peleHHe OCHOBAaHO HE Ha Momudukanuu rpada, kak B moapasgenax 4.1-4.2, a Ha

MOJU(UKAIMY CAMHX aJITOPUTMOB IIOCTPOCHUS ITyTEH.

ITockonbky péOpa UMEIOT pa3HbIe Beca, KpaTIalIInii myTh (yTh ¢ MUHAMAJIBHBIM YHCIOM pEOep)

MOJKET HE COBIAAATH C KPAaTIAHIIINM B3BEIIEHHBIM ITyTEM (IIyTh C MUHUMAJIBHOH CyMMO¥ BECOB €T0

pébep). IToaToMy npenaraercs cienyromas MOAU(QHUKALS AITOPUTMA.

Kaxprii pa3, korja u3 BepIIMHbI & mpocMaTpuBaercs pedpo ab, He obpaiaemM BHUMaHUS Ha TO,

[OMEYeHa BEpIIMHA D nmim HeT, TO ecTh MOMETKH BEPIIMH HE HCIOJB3YHTCs. BMmecto 3toro B

KaKI0i BepiinHe V XpaHHUTCs e€ B3BeIIeHHOe paccrosinue L(V), kak MUHHMallbHAas CyMMa BECOB

pébep myTH 10 MHOXkKeCTBa XOCTOB U, BBIYMCIIEHHOE HA JJaHHBI MOMEHT BpeMeHH. Ecinu BepinHa
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emé He TPOCMATPUBAIACh, 3TO PACCTOSIHHE CUHMTAaeTCs OeckoHeuHbM. Korma w3 BepmmHbl a
npocMmarpuBaercst pebpo ab, mposepsiercs yenosue L(b) > L(a) + f(ab). Eciu ycnoBue BBIIONIHEHO,
L(b) mensercst: L(b) = L(a) + f(ab), u Bepmmna b, ecniu ona xommyrarop, omemaercss B HOBbIH
¢pout BomHbl. 3amerum, uto ycmoBusi L(b) >L(a) +f(ab) u L(a) > L(b) +f(ab) we wmoryr
OJIHOBPEMEHHO BBIMOJHSITHLCS, €CIU Bec pedpa HeoTpuiaTenbHbiil. TeM caMbiM, BEPIIHHA MOKET
HECKOJIBKO pa3 OKa3bIBAThCs BO (PPOHTE BOIHBI CO CTPOTrO YOBIBAIOLICH MOCICAOBATEIBHOCTHIO €&
PACCTOSHUH 0 TEJEBBIX XOCTOR.

OLEHNM CIIOKHOCTh anropurMa st ciydast A. IlycTh MakcUMaibHas HEB3BEIICHHAs! JUIMHA [Ty TH
ot xocTa 10 xocta 3 U paBHa lmax. OYEBUAHO, YTO aNrOPUTM 3aKOHIHUT paboTy uepes Imax mIaros.
Ha kaxxmom 1mare mpocmatpuBaercsi He 6oee M pédep. TTocKombKY Imax < N, TAE N YHCIIO BEPIIHH,
oneHka cioxknoctd pasaa O(nm) = O(n®). [ina cinydas B 1o xe camoe nenaercs ais kaxaoro us K
MHOECTB XOCTOB U3 cemeiictBa U: kaxplit pa3, koraa B anroput™e 2A pebpo mpocMaTprBaeTes
onuH pas, B aimropurme 2B oo mpocmatpuBaercst K pas. ITosToMy OIleHKa CIIOKHOCTH paBHA
O(knm) = O(kn®). Husxe npuseieHb (JOPMATLHBIE ONIUCAHUS AITOPUTMOB.

Aaropurm_2A (V, NB, f, d, U, R) /* Hactpoiika koMMyTaTOpOB /JIsl KpaT4aIiero B3BEUICHHOTO
JocTyma (3aMKHYTOTO IO JAyraMm, 0e3 3aldKIMBaHWsi ¥ AyONUPOBAaHHS) TMAKETOB C
uneHTH(UKaTopoM d OT KaKIOTO X0CTa 0 X0cTa n3 MHOXKecTBa U */

Bxoo:

V — MHO>XECTBO BepIIHH rpada GpU3nIecKux cBs3el;

NB — ¢yHkIms, 3amarommas Uit Kaxaoi BepiurHbl 8 MHOkecTBo NB(a) e€ coceneit;

f — Gpyuxuws, 3amaromas st kaxaoro pedpa ab ero sec f(ab);

d — uaeHTH(HUKATOP AKETOB;

U — HemmycToe MHOKECTBO IENIEBBIX XOCTOB, COOTBETCTBYoIee d;

R — Tekymias HacTpoiika KOMMYTaTOPOB, 33/arOMasl IS KaXI0ro KOMMYTaTopa S TeKyIlee MHOXKECTBO

npasun Buga d'asb, roe d ' #d;

Bubixo0: HOBas HaCTpOiiKa KOMMYTaTOPOB R.

p(a) — cocexn BepIMHBI & Ha MyTH K OikaiimeMy (¢ y4€ToM BecoB) xocty n3 U.

L(a) — B3BenieHHOE paccTOsIHUE OT BepIIHHbI & 10 Xocta u3 U; L(a) = oo 03Hauaer, 4To BepiinHa e He

POCMATPUBAIIACh; BEC pebpa MeHbIIIe oo;

F — ¢opoHT (MHOXKECTBO BEpIINH) BOIHEI OT XOCTOB U3 U 110 APYTUX XOCTOB.

Fnext — MHOecTBO F Ha ciemyromem mare.

F=0; Frext = J;

foralla e Vdo L(a) = o;
foralla e Udo

| L@)=0;F=Fu{a};
while F = & do

foralla e Fdo

if L(b) > L(a) + f(ab) then

L(b) = L(a) + f(ab); p(b) = &

if [INB(a) | > 1 then

L R@=R@u{dbap(@)};
if [INB(b) | > 1 then

Ll Frext=FrexU{b}

|

|
|
|
|
L L
R

[* BCe BepIIKHBI e1é He MPOCMATPUBAIHCH */
[* xoctsl 13 U momernarorest B GpoOHT BOJHBI */

/* noka ¢ponT BosHBI He TycT */

/* npocmoTp BepiuH & U3 GpOHTA BOIHBI */
[* mpocmarpuBaroTes cocenu b Bepuinabt a */
/* paccrosiaue cocena b craner menbie */

/* a kommyTatop */

[* npaBuiio kommyTaropa a */

/* b xommyTarop */

[* momeraem b B ciemyroniuit ppout */
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Aaropurm_2B (V, NB, f, d, U, R) /* Hactpoiika KOMMYTaTOpOB JUIsi KPaTYalIIIero B3BEIICHHOTO
noctyna (3aMKHYTOTO TI0 JTyraM, 0e3 3aIlMKIMBaHMs U AyOJMPOBAHMS) OT KaKIOTO XOCTa TAKETOB
¢ uneHTrdUKaTopoM d 710 OJHOTO XOCTa U3 KAKIOTO MHOKECTBA XOCTOB B CEMEMCTBE MHOKECTB
xoctoB U */

Bxoo:

V — MHOXECTBO BEepIIHH Ipada GU3NIECKHUX CBsI3eH;

NB — dyukIms, 3anarommas Ui Kakaoi BepiirHbl @ MHOkecTBO NB(a) eé cocenei;

f — dbynkuus, 3amarommas a1 kaxaoro pedpa ab ero sec f(ab);

d — uaeHTH(UKATOP MAKETOB;

U — HemycToe ceMeHCTBO HeMyCTHIX MHOYKECTB XOCTOB, COOTBETCTBYomIee d;

k=[UJ,

R — Tekymas HacTpoiika KOMMYTAaTOPOB, 3aJafoLIas ATl KOKIOr0 KOMMYTaTopa S TEKYIee MHOXKECTBO

npaswi Buga d'asb, rme d ' #d;

Buwixo0: HOBas HacTpoOiika KOMMYTaTOpoB R.

p(@) = {p(@)2), ..., p(a)(k) } — BexTOp cocemeil BepIIUHBI @ HA MYTSIX K OMMKaimmM (C y4ETOM BECOB)
XOCTaM M3 MHOKECTB, BXoAsamux B U,

L(a) ={L(a)(2), ..., L(a)(k) } — BekTOp B3BEIlICHHBIX PACCTOSHMIA OT BEPLIMHBI & 10 OJIHKaMIIero (¢ yaérom
BECOB) X0OCTa U3 MHOKeCTB, BXxoasmux B U; L(a)(i) = o o3nayaer, 4To BepIIMHA €IIE HE POCMATPHBAIIACE;
Bec pedpa MEHBIIIE o0,
F — ¢bpoHT BOMHEI (MHOKECTBO BEPIIHH) OT XOCTOB M3 U 110 APYTHX XOCTOB,
Frext — MHOXeCTBO F Ha ciemyromem mare.

F =O; Frext = &;

foralla e Vdo

| forallie{1,..k}do

L L L@))=; [* BCce BepIIHHBI enié He NPOCMATPHUBAIHCH */
forallie {1,..,k}do [* unpexcsr i */
| foralla e U(i)do [* Bepumnst 8 U(i)*/
a)i)=0;F=Fu{a}; xocthl 13 U(i) momernarorest B GpoHT BOJIHBI
L L L@@=0F=Fu{a} I u(i) p *
while F = & do /* noka poHT BOJIHEI HE TTyCT */
| forallaeFdo /* npocMoTp BepiuH & U3 GPOHTA BOJIHBI */
| | forallb e N()do /* npocmoTp coceneii b Bepumnb a */
| | | forallie{1,..,k}do I* ungexcst i */
I | | | ifL()@) > L(@)(i) + f(ab) then [* paccrosiaue cocena b craner mensine */
p
LT T T L)) = L@)() + f(ab); p(b)(i) = a;
| | | | | if|NB@)|>1then [* a xommyTaTop */
I I I | | L R@=R@u{(dbapv)()}  /*mpasuno kommyraropa a*/
| I | | | if|NB(b)|>1then /* b kommyTatop */
L'L L L L L Fex=Frexu{bl} [* momenraem b B ciepyrommit ppont */
yto p
return R;

5. 3aknroyeHue

B mpenpiaynmx pabotax [4-7] aBTOPOB HE MHTEPECOBAIH BONPOCHI ONTHMHU3ALMU HAIPY3KH Ha
SDN, ¥ CcOoOTBETCTBEHHO HE YUYMTHIBaJICA Bec pebpa B rpade cBsazed, To ecTh Irpad cumrancs
HEB3BELICHHBIM MPU PACCMOTPEHHHM BO3MOXHOCTH —peasiM3alid  TpeOyeMoil HacTpOWKh
KOMMYTaTopoB. B HacTosmen pabore paccMaTpuBaeTcsi B3BEIICHHBIH rpad cBA3eH A ITOCKOCTH
JIAaHHBIX CETH, B KOTOPOM Beca péoep COOTBETCTBYIOT MapaMeTpaM THIIA «PECYPC» U «CTOMMOCThY,
YTO HaJlaracT OrpaHNYEHHS Ha MapIIpyTHU3AIHIO TTAKETOB.

Boobmie roBopsi, Habop HEDYHKIIMOHATBHBIX MapaMeTPOB, HCIOJB3YEMbIX ISl MCCIEIOBAHUS
BOIMPOCOB HAJIEKHOCTH, Oe3onacHocTH U ontumu3aiuun SDN, Moxer ObITh pacuiMpeH, a Kpome
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TOrO0, MOIYT WCIIOJB30BATBCSA COYCTAHMS [MAPAMETPOB Pa3HBIX THUIOB. MBI MpEANoiaracMm
MIPOIOJIKUTE HAIIM MCCIICAOBAHUS Pa3IMUYHBIX HEe(YHKIIMOHAIBHBIX MAPAMETPOB U UX COYCTAHHH,
a TaK)Ke WX BIUSHHS HA KauecTBO peann3zyeMmbix SDN.
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Abstract. Federated learning is a technology for privacy-preserving learning in distributed storage systems.
This training allows you to create a general forecasting model, storing all the data in your storage systems.
Several devices take part in training the general model, and each device has its own unique data on which the
neural network is trained. The interaction of devices occurs only to adjust the weights of the general model.
After which, the updated model is transmitted to all devices. Training on multiple devices creates many attack
opportunities against this type of network. After training on a local device, model data is sent via some type of
communication to a central server or global model. Therefore, vulnerabilities in a federated network are
possible not only at the training stage on a separate device, but also at the data exchange stage. All this together
increases the number of possible vulnerabilities of federated neural networks. As is known, not only neural
networks, but also other models can be used to build federated classifiers. Therefore, the types of attacks directly
on the network also depend on the type of model used. Federated neural networks are a rather complex design,
different from neural networks and other classifiers, which can be vulnerable to various types of attacks because
training occurs on different devices, and both neural networks and simpler algorithms can be used. In addition,
it is necessary to ensure data transfer between devices. All attacks come down to several main types that exploit
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classifier vulnerabilities. It is possible to implement protection against attacks by improving the architecture of
the classifier itself and paying attention to data encryption.

Keywords: machine learning; federal neural networks; neural network attacks; neural network protections;
poisoning attacks; evasion attacks; logical inference attacks; data recovery attacks.
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1. BeedeHue

deneparuBHBIE HEHpoOceTH OOY4ArOTCSl PacHpeseNeHHO M II03BOJISAIOT MHOXECTBY YYaCTHUKOB
BMecTe 00y4aTh €UHYIO MOJIETb, HE PACKPBIBAsi CBOMX YHUKAJILHBIX HA0OPOB JaHHBIX.
CyniecTBYeT HECKOJIBKO TIOIX0/I0B JUIsl CO3JaHus GenepaTuBHbIX ceteil. ONMH U3 MOJX0J0B — 3TO
oOy4yeHue I0J| yHpaBlICHHEM LEHTPAJbHOIO cepBepa. Takas apXuTeKTypa HEHpOHHOH ceTn
MOJIpa3yMeBaeT, YTO JaHHbIE 00y4YEeHUsI XPaHITCS Ha KaXJOM YCTPOWCTBE TOJIBKO JOKAJIBHO. DTH
JIAaHHBIE HE TEpelaloTcsi HU JPYTHMM YCTPOMCTBaM, HHM IIGHTpaJbHOMY cepBepy. LleHTpanbHblit
cepBep MPUHUMAET Ha BXOJI TOJILKO OOHOBIICHHBIE TapaMeTPhl MOJIENH MAIIMHHOTO 00y4YEHUs, TeM
caMbIM, HE B3aMMOJICHCTBYS C JaHHBIMHU, HA KOTOPBIX 00y4aInCh JJOKAIbHbIE MoaemnH [1].

Jpyroit Bun ¢enepaTtuBHOro oOydeHHs — ACLEHTpanIn3oBaHHoe oOyueHue. Tak ke oOydaercs
rio0anbHasi MOJIeNb, HO B3aUMOJICHCTBIE MEXY Y3JIaMH CETH IIPOUCXOUT HETIOCPEACTBEHHO JPYT
¢ apyroM, 0e3 ydacTusi IIEHTPaJILHOTO cepBepa. JlaHHbIe 00y4eHUs KaXI0r0 YCTPOHCTBA TaK ke
OCTAIOTCS JIOKAIBHBIMH, TIEPEJAaloTCsl TOIBKO MapaMeTpbl MOJEIH MallMHHOTO 00y4eHus [1].
OmuH U3 npuMepoB (emepaTuBHBIX Helipocereilt — Google kmaBuaTypa Ha ycrpoiictBax Android.
Ilo ymomuanmro Ha ycrpoifctBax Android ycTaHOBIEHa KiIaBHaTypa CO CTaHAAPTHBIMH
MOJICKa3KaMH TPH BBOJIE CIIOB WM TPH COCTABJICHHHM INpeioxeHuid. Co BpeMeHeM, Uil KaXKA0Tro
nosp3oBartens GopmMupyercss coOCTBEHHBIH HaOOp MpeicKa3aHus CIOB. DTOT HabOp CTaHOBUTCA
YHHKAJIBHBIM ¥ 3aBHCHUT TOJBKO OT TOTO, HACKOJIBKO 9aCTO KOHKPETHBIN MOJIb30BaTEIb NCIIOJIB30BaI
CJIOBa B ONpeE/eIeHHOM KOHTeKcTe. KiaBmaTypa oOydaeTcsi JOKalbHO Ha KakKJOM YCTPOICTBE,
cepBep NoydaeT HHQOPMAIIUIO TOJIBKO O JAHHBIX MOJIEIH 00y4YeHHSs, 6€3 KaKuX-TH00 00yJaronnx
JIaHHBIX [2].

deneparnBHBIe HeWpoceTH O00Yy4alOTCS Ha MHOXKECTBE YCTPOMCTB, HAa KaKAOM M3 KOTOPBIX
MPOUCXOIUT coOCTBEHHOE 00yueHue. [Tocne 00yueHus Ha JTIOKaJIbHOM YCTPOMCTBE, TaHHBIE MOJICIIH
MIEPECHIIAIOTCS 0 KaKUM-THO0 BHJAM CBSA3M Ha LEHTPAJIBHBINA CepBep MU INI0OATbHYI0 MOAETD.
[TosToMy ysi3BUMOCTH (he/iepaTHBHON CETH BO3MOXKHBI HE TOJILKO Ha 3Tare 00y4YeHus Ha OTeIbHOM
YCTPOWCTBE, HO M Ha 3Tare oOMeHa JJaHHBIMU. Bce 3T0 B COBOKYITHOCTH YBEJIMUMBAET KOJIHMYECTBO
BO3MOJXKHBIX ysI3BUMOCTEH (peziepaTHBHBIX HeipoceTei.

Kaxk n3BecTHO, 1151 IOCTpoeHus! (ellepaTUBHBIX KIIACCU(PHUKATOPOB MOTYT OBITh HCIOJIb30BaHbI HE
TOJILKO HEHPOCETH, HO U JPYyrue MOJIeNH U MeTo ibl. [103TOMY BHUIIBI aTak HEMOCPEICTBEHHO Ha CETh
TaKXKe 3aBHCAT OT THIIA HCIOJIB3YEeMBIX METOJOB M Moaened. B nanHoit pabore OymyT
paccmarpuBatbes peaepaTHBHBIE KiIacCH(UKATOPHI, IIOCTPOCHHBIE Ha OCHOBE HEHpoceTel.

2. Budbl amak u cnocobbi 3awyumsi

Ataku Ha (enepaTHBHBIE KIACCH(HUKATOPBI MOTYT HMETh pa3INyHBIE MENd — aTakd
HETIOCPEJCTBEHHO Ha JIOKAJIbHOE YCTPONCTBO C LIEJIBIO €r0 3aXBaTa, MOIyYCHUE JAaHHBIX O CaMOH
MOJIETIM MJIM JK€ IIEJIbI0 MOXKET BBICTYNATh caM KJIACCH(UKATOp. YSA3BUMBI MOTYT OBITH KaHAJIbI
repesiauy JaHHBIX M OOJIBIINHCTBO JIOKAJIBHBIX YCTPOWCTB BMECTE C IIEHTPAILHBIM CEPBEPOM, ECIIH
OH TIPHCYTCTBYET y Kiaccudukaropa. Ilox xraccupukatopoM NMOHHUMaeTcsi 0OydeHHast MOJIEb,
ynpasisieMasl IEHTPaJbHBIM WM paclpeleleHHbIM CepBEpOM, KoTopas OOHOBIISETCS 3a Cyer
JIOKAJIbHBIX YCTPOMCTB C IEIEHTPATN30BaHHBIMU TaHHBIMH 00ydeHus [1].
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Ha pmc. 1 cxemarngHo otoOpakeHBI YsI3BUMBIE MOMEHTH B pabore (emepaTHBHOTO
kiaccudukaropa. MOXKHO YBHUIETh, YTO aTakd OBIBAIOT HAllEJICHbI HA JIOKAIbHBIC YCTPOWCTBA,
HarpuMmep, IeJbI0 MOXKET BBICTYNATh — OTPABICHUE JAaHHBIX OJHOTO MM HECKOJBKHX YCTPOWCTB.
Janee ataku MepexoisaT HA TOMBITKH OTPABICHHS MOJCIH WM MOJENCH — KaK JIOKATbHBIX
YCTPOWCTB, TaK M IIEHTPaIbHOTO Kiaccupukaropa. [Ipu B3auMo 1eficTBUM JIOKAILHBIX YCTPOWUCTB U
HEHTPAIBLHOTO KITaCCU(PHUKATOPA, BO3MOXKHO, KaK MPOCITYITUBAHKE JIFOOBIX MEPEIaBACMbIX JaHHBIX,
TaK U MOMBITKHU CJIETAaTh BHIBOIBI O CAMUX JAHHBIX U (BO3MOKHBI) HAPYIICHUS KOH(DUISHI[MATbHBIX
JaHHBIX [3].

*
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Puc. 1. Cxema ghedepamuerozo knaccugpurxamopa, 0603HaueHue ys36UMOCmell U 603MONHCHBIX AMAK
Fig. 1. Scheme of federated neural networks, designation of vulnerabilities and possible attacks

2.1 ATaku oTtpaBrneHuem

Ilon oTpaBneHMEM AAHHBIX MOHMMAETCS 3JI0HAMEPEHHOE M3MEHEHHE WM J00aBliCHHE JaHHBIX B
00y4aroIIyro BEIOOPKY, YTO B KOHEYHOM HUTOTE€, MPUBOAMT K 3aXBaTy JIOKAJILHOTO YCTPOICTBA MIIH
cepBepa. ATakd MOTYT OBITH CIy4ailHBIMH WJIM II€JICHANPaBICHHBIMH, KaK HPUMEp, MOXHO
npuBecTH 65Kk10p araku [3]. Baknop araku — 310 Gopma cocTA3aTeNbHBIX aTak Ha HEHPOHHbIE CETH,
BO BpeMs KOTOPBIX 37I0yMBIIIIEHHUK HCIOIb3YyET 3apakeHHbIE JaHHBIE. 3apaXKEHHbIE JaHHbIE — 3TO
JIaHHBIE, KOTOPBIE CIIOCOOHBI TMOBIHATH HA LIEIOCTHOCTh M KAY€CTBO MOJENH HIIH Kilaccu(puKaTopa
[1]. 3apakeHHBIE TaHHBIE MCIIOJIBL3YIOTCS 3JIOYMBIIIJIEHHUKOM Uil 00ydeHus mojenu. CHavana
MIOJIKJIaIBIBAIOTCS 3apakeHHBIE JaHHBIE B MpoIiecc 00yUeHHsI MOJIENH, a 3aTeM, 3JI0OYMBIIIJICHHUK B
1000 MOMEHT MOXET aKTHBHUPOBATh aTaKy, C IOMOILNBIO OINPEAEICHHOTO IIa0JIOHA-TPHUITEPA.
AKTHBUPOBATh aTaky — 3HAYUT IIepeIaTh Ha BXOJ KIIACCH(PHUKATOPY OIpeeeHHbIEC JaHHBIE, TO €CTh
Tpurrep. Tpurrep cBs3aH ¢ 3apaHee 3apaKCHHBIMH TaHHBIMH. 3apakKeHHbBIC JaHHBIE 3aCTAaBISIOT
KJaccu(pukaTop 00ydaThCsl HENPABWIBHO, MPH 3TOM B Pe3yJbTaTe, 3JIOYMBIIUICHHHUK ITOJy4aeT
OXHAaeMBbIi pe3yabTar [4].
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OtpaBineHue r7100aJbHON MOJIENN OCYILIECTBIISICTCS 3JI0YMBIIUICHHUKOM, KOTOPBIH KOHTPOJIUPYET
He0OJIbIIOE KOJIMYECTBO BPEIOHOCHBIX ar€HTOB (JIOKAJIbHBIX YCTPOUCTB). OTpaBieHHE POUCXOTUT
MyTeM mepenaud rio0albHOM MOJENU IMapaMeTpoB JIOKAIBbHBIX CEeTeH, KOTOpble OOy4YeHBl Ha
OTpaBICHHBIX JaHHBIX. llenp Takoil arakm -3acTaBUTh TIJIOOATBHYIO MOJENb OLIMOOYHO
KiaccudumpoBaTh HaOOP BBHIOPAHHBIX BXOJHBIX AAHHBIX C BBICOKOW CTENEHBIO JTOCTOBEPHOCTH.
ATaKu OTpaBICHHEM MOYKHO MOJEIUTh HA YUCThIC U Tpsi3HbIC [5].

ATaky 9HCTOrO OTPABJICHHS MPEIONATraloT, YTO 3IOYMBIIIICHHUK HE MOXKET H3MEHHTh BECOBBIC
K03(h(UIMEHTHI MOAENN C MOMOIIBI0 OOY4YaroIMX JaHHBIX. B Mozmenm cymecTByeT mpomecc, C
MIOMOIIBI0 KOTOPOTO, JaHHBIE MOXKHO BaJIMAMPOBATH, KaK MNPHHAUICKAMNE K KaKOMY-JIHOO
OTIPENIETICHHOMY KJacCy. ATakd C IMOMOIIBIO T'PS3HOTO OTPABICHHS MOJPa3yMEBAalOT BBEACHHE B
00ydJaroIylo BBIOOPKY HECKOJBKMX KONMUH TPHUMEPOB, KOTOPBIE 3JIOYMBIIIICHHUK XOYET
HETMPaBIJIBHO KIAcCH(UINPOBATH C YKA3aHUEM XKelaeMoro kiacca [6].

Bo3MOXXHO OTpaBieHHE KaK CaMUX JaHHBIX, HAallpuMep, JOOaBIEHHE IyMa, TaK W OTPABICHHE
nenoit mogenu. B pabore [5] oTMedanock, 9To aTaku IpsS3HOTO OTPABICHUS JaHHBIX HE OCOOCHHO
3¢ GeKTHBHEI AT OTPABIICHUS BCETO (heIepaTUBHOTO Kiaccu(hUKaTopa, B OTIMYNE OT OTPABICHUS
JokanepHOro  Kiaccuukaropa.  OtpaBieHHbI — kiaccudpukarop — OyAeT — NPOAOIDKATH
(YHKIIMOHNPOBATH W IOCHUIATHh HEBAIHIHBIC BECA B LICHTPATBHYIO MOJEIb.

B ¢deneparuBHOM KiaccupuKaTope 3axBaT HECKOJIBKHUX YCTPOMCTB Ui OTPABICHUS MOIEIH
[EHTPAILHOTO CEPBEPA TAK YK€ SBJSETCS OJHON U3 BO3MOXKHBIX aTak [7].

Bo3MOXXHBI Jpyrue BUABI aTak ¢ MOMOIIBIO OTPABICHUS AaHHBIX. PaccMOTpUM aTaky OTpaBIICHHS
MOJi BUJOM BO3MOXKHBIX OIIMOOK Kiaccugukaropa. llenb 310yMblIIIEHHHKa — peann30BaTh
HENpaBWIbHYIO KiIacCU(UKAIMIO. DTOT BUJ aTakd BO3MOXKEH TOJIKO JUIi MHOTOKJIACCOBOM
kiaccuduKkanuy. Ataka MOXeT OBITh KaK IIeJIeHANpaBIeHHOM, TaK U ciy4aiHoil. OCOOEHHOCTh ATHX
aTaK 3aKJIF0YaeTCs B TOM, YTO OHH UMUTUPYIOT OLIMOKH IPH HOPMAJIbHOM (DYHKIIHOHUPOBAHUH CETH
[3].

EHle OIVWH BHUJ aTaKu C MOMOLIBIO OTPAaBJICHUSA OJAaHHBIX — 3TO aTakKa Ha OCHOBC OTpaBJICHUA
rpajueHTa. JTa aTaka MOXeT ObITh BecbMa HedpekTrBHA. OHAKO, €CIIU HCIIOIb30BaTh OOPATHBIH
IPaJueHT, TO MpOoIenypy OOyuUeHHs MOKHO IMPOCJIEAWTh B OOpaTHOM HANpaBlIEHHH, a 3aTeM
BBIYHCIIUTH 3HAYCHUS TPAMEHTA B 00paTHOM HOPsAKE. JTO TaeT BO3MOXXHOCTh OCYIIIECTBUTH aTaKy
JuIsl OOJIBIIMHCTBA I'PAJIMEHTHBIX METOJOB, TAKUX KaK — IPAJAUCHTHBIN CITyCK ¢ (PMKCHPOBAHHBIM
rarom [6].

2.2 Cnoco6bl 3aWuThl OT OTPaBNAKOLWMNX aTak

[epBrIit cioco6 OOpBOBI C aTakamu OTpaBICHHS IS (EAEPATUBHOTO KIACCU(PHUKATOPA — ITO
HE3aBHCHMasi TPOBEPKa IIEHTPAILHBIM CEPBEPOM TOYHOCTH TJIOOATHHOW MOJENIH C TTOMOIIBIO
TECTOBOM BBIOOPKH. LleHTpanbHBINA cepBep TaKKe MOXKET BBIIOJIHATH CTATHCTHYECKHE TPOBEPKH,
CpaBHMBasi OTIMYMS OOHOBJIEHHUH JIOKAJIBHBIX YCTPOHCTB MEXIy cOOOH, TeM CaMbIM OH CIIOCOOCH
0OHAPYKUTH BPEIOHOCHOE YCTPOHCTBO [5].

Bropoii crioco6 onmcan B padote [8], rae ObLIO MOKa3aHO, YTO JUIS aTaK OTPABJICHHS MOTYT OBITh
3¢ PEKTUBHBI METOABI 3aLIUTHI C MOMOLIbI0 M dhepeHnnaIbHON KOHPHUICHIMAIbHOCTH. 3aInTa
3aKJII0YaeTcsi B J00ABIEHUM CIy4ailHOTO MHIyMa K TpagMeHTaM MOJENH KaXJIOro JIOKAJIbHOTO
YCTpOMCTBa, IPHYEM YCTPOWCTBA CAMH MOTYT KOHTPOJIMPOBATH 3TH MOMEXH. JTO TO3BOJSET B
(henepaTHBHOM KilacCUPUKATOPE TOOUTHCS MONHON YHUKATBHOCTH J00ABICHHS IIyMa Ha KaXXIOM
yerpoiictae [9].

Tpernit cnocod — 3T0 pobaBieHMEe BaNIWMAAMKM Ha LEHTPaJbHOM cepBepe. B atom ciyuae,
OTpaBlieHHE IEHTPAIBHOTO CepBepa BO3MOXKHO TOJBKO C 3axBaToM Oomnee 50% paboTaromux
yerpoiicts [10].
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2.3 Ataka yKnoHeHus

ATaka yKIIOHCHHS — 3TO THII aTaKH, IIPH KOTOPOM 3JIOYMBIIIJICHHUK MTBITACTCS OOMaHyTh IEICBYIO
MO/IeTIb Ki1accu(uKaTopa MmyTeM CO3JaHusi KOHKPETHBIX 00pa3IoB, HA3BIBAEMBIX COCTSA3ATEIbHBIMH
npuMepaMu. OOBIYHO HEOOJBIION ITyM, 100aBICHHBIH K BXOJHBIM JTaHHBIM Yy JIOKATHHON MOIEIH,
HE MOXET OBbITh OOHApyKeH JIOJbMU. DTO MPHUBOIUT K TOMY, YTO TaKas MOJETb MOJydYaeT
HEeTpaBWJIbHBIE pe3ynbTaThl Kiaccupukammu [11]. OOBYHO 3TO TPOWCXOAWT Ha dTare
MPOTHO3UPOBaHKS, KOIJa MOJETb 3aKOHYMIa oOydeHue. Pesyiprar Takoro poja araku —
HeTpaBUIIbHAS KIacCH(pUKALuUs y TI00ambHOro Kiaccudukaropa. OHa U3 rIaBHBIX 0COOCHHOCTEH
JTOW aTakd — MIMPOKUN pa3dpoC BO3MOXKHBIX OMACHOCTEW. B kauecTBe mpuMepa, MOXKHO
paccMOTPETh HEMPAaBHIBHOC PACIIO3HABAHUC JOPOXKHBIX 3HAKOB OCCIMIOTHBIMU aBTOMOOWIISIMH,
HEKOPPEKTHOE PACIO3HABAHKE JIMI[, HEBepHAsl paboTa CUCTEMBI PACIO3HABAHUS PEUU U IMpodYce.
ATaka yKIOHEHHS — 3TO aTaka Ha [1eJIOCTHOCTh 32 CUeT MOAMEHBI Moaenu [ 12].

2.4 Cnoco6bl 3aWMTbl OT aTaK YKITOHEHUS

IepBhIit cOCOO 3amUTHI — SMIIUPUYCCKAs 3allMTa, P KOTOPOH, HAIPUMEp, IPEANOJaracTcs
npezaBapuTesabHas 00paboTKa MCXOAHBIX JAHHBIX M NPEeoOpa3oBaHUE MPH3HAKOB. DTOT CHOCOO
3G GEKTHUBEH TOJNBKO €CIIH 3JI0YMBIIUICHHUKY HE OyIET M3BECTHO 00 3TOM MEXaHH3ME 3alllHTHL.
Jpyroii crmocod SMIUpUIecKOil 3alIUTH — COKPHITHE MOTHONH WHPOPMALIUHU O JIOKAIFHOW MOJICIH.
Hcnonp3yercs clusHUE JOKATBHBIX MOJICNCH, TIpU Iepefade MaHHBIX TI00aTbHON MOIENH, Ipu
HAJIO)KCHUH TPAJNCHTHON MacKu u apyrue metos [13].

Bropoii croco6 3amuThl — mo0aBieHHE CIYYaifHOTO CTIIaXXHBAHWS WCXOIHOTO HM300paskeHUs C
nmoMomplo [ayccoBckoro 1mryma Ha Jtarme kimaccudukanuu. [IpuHYKAEHHE JOKAIBHOTO
KIaccu(puKaTopa MpaBIWIbHO KIACCH(PHUINPOBATh BXOJHBIE TAHHEBIC C YIETOM JOOABICHHOTO IITyMa
— TOXCE YIYYIIMT 3allWIICHHOCTh Monenu. lIpW TpUMEHEHHWH 3TOro cmocoda 3aluThl —
HaOII01aeTCsl YCTONYMBOCTD K aTakaM yKiIoHeHwus [14].

2.5 ATakn norm4eckoro BbiBoA4a C HapyLleHMeM NpMBaTHOCTHU

MO3KHO BBIJIEIUTH HECKOJIKO THUIIOB JIOTHYECKUX aTaK ¢ HApYIIEHUEM MPUBATHOCTH.

[lepBrIii, HameneH Ha TOJYYEHHE MAHHBIX O TOM, SIBISICTCS JIM KOHKPETHBIH OOBEKT YACTHIO
oOyugaromieii BEIOOPKH. 3IOYMBIIUIEHHHK 00ydYaeT HECKOJBKO TEHEBBIX MOJENCH I MMHTAIHH
MOBEJICHUS JIOKAILHOTO KiIaccU(pUKaTopa M o0ydaeT COOCTBEHHYIO MOJENh Ha OCHOBE JaHHBIX,
TIOJYYCHHBIX M3 BEIXOIHBIX JaHHBIX TEHEBBIX Mojenei [15]. OH MOXKeT HCIOIh30BaTh KaK YePHBIH
SIIIUK (37TOYMBIIUICHHUK OTPAaHUYMBAETCS MPOW3BOJIHHBIM HA0OPOM BXOJHBIX JAaHHBIX, TBITAsICh
CAenaTh Ha OCHOBE TOT0 KaKHe-THOO BBIBOABI), TaK M OENbIM AMMK (3TOYMBIIUIEHHHUK MOJTy4YaeT
JIOCTYIl K caMOW MOJENH, BKIIIoUasi ee mapaMeTphbl, KOTOpPble HEOOXOIUMBI ISl KiIacCH(PHUKAIIH,
MO3TOMY, JJisl JIIOOBIX BXOJHBIX JI@aHHBIX OH MOXET MOJYYHTh MOMHMO HEMOCPEICTBEHHOTO
pe3ynbTarta, BCe IMPOMEXKYTOUHble BbluucieHHs Mmozeinn) [3]. Tarxke 3JI0YMBIIUIEHHUK MOXET
JieNaTh OICHKY MPUHAUICHKHOCTH OOBEKTa K OMPEASIEHHOMY KIAcCy, €CIH KIacCH(PHUKATOP
ocymiecTBIsieT Kiaccupukanuo oonekros [12].

Bropoii TN aTaku peanu3yeTcsi, eCiiM 3OYMBIIIJICHHUK HalleJIeH Ha U3BJICUCHHUE CaMOW MOJIEIH.
OH mbITaeTcs MOMyYUTh HH)OPMAIIHIO O MOJIENU ¢ TIOMOIIBIO MUKINIECKUX 3apocoB. C MOMOIIBIO
aTaKy ¢ U3BJICUCHUEM ITapaMETPOB MOJIEIH 3JI0YMBIIIJIEHHUK BOCCTaHABIMBAET apaMeTpbl MOJIENIN
3a cUeT JOCTyma K kinaccudukaropy. OCHOBHAs 3a/1a4a aTaKYIOIIETO — MOCTPOUTH COCTA3ATEIBHYIO
MOJIEJTb, TO €CTh MOJICIIb, KOTOpAsi COCTOUT U3 IBYX CETEH: mepBas TeHepupyeT o0pasipl (3Ty Poib
BBHINOJTHSCT  3JIOYMBIIIJICHHUK), BTOpas TMBITaeTCs WX KIacCH(UIUPOBATh  (aTaKyeMBIi
Kiaccudukarop) [16].

Tperuid Tunm atak — MNPOCHYIUIMBAIOLIME aTaKW Ha BBIBOJA CBOWCTB. OJHa U3 ysA3BUMOCTEH
(heneparuBHOTO KiIaccu(ukaTopa — mepeiaya JaHHBIX MOJICIIA MEXITy YCTpOHCTBaMI. BO3MOXKHBI
aTakd C WHBEpPCHEN MOJeNH, KOTOpBIE MCIOJIb3YIOT, B OCHOBHOM, HEKOTOpbIE NpPUKIIAIHbIE
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CHCTEMBI, €CJIM OHU HCIIOJIB3YIOTCS (heJIepaTHBHBIM KIIaCCH()UKATOPOM JUIsl ITOJYy4YEHHs I 0OMeHa
JaHHBIMH 0 Mozenu. C OMOILBIO 3TOH MH(OPMALIMH 3IT0YMBIIUICHHUKH MOTYT IIPOaHATU3UPOBAThH
MO/JIeJIb, YTOOBI MOJIYYUTh COOTBETCTBYIOLIYI0 MH()OPMAIMIO 00 MCXOAHBIX JaHHBIX, HAalpHUMep,
MOJYYHUTh CBOMCTBA MozAenH [17]. 3I0yMBIIUIEHHUKH TAaK)Ke MOTYT IPOCITYIINBATh KaHAJ CBS3H,
9TOOBI TONYYUTH OOy WHGOPMANMI0 O CcaMOM (QelepaTHBHOM KiacCH()UKAaTOpe WIH O
nokanbHON Mozenu [12].

[TpociymuBaromye aTaki MOXKHO Pa3leinTh [0 BMEIIATENbCTBY B paboTy kiaccuUKaTtopa Ha
[IACCHBHBIE W aKTHBHbIE. BO BpeMs NacCHBHBIX aTaK 3JOYMBIIUICHHHK TOJBKO HAONIOOaeT 3a
OOHOBIICHHEM CYIIECCTBYIOUIECH MOJENN U apalIeIbHO 00ydIaeT cOOCTBeHHBIH KiaccudukaTop. Ha
OCHOBE IOJYYCHHOH MOZIENN OH MOJXKET CIeJaTh BEIBOIBI O CYIecTBYIomeH mMoxenu. Bo Bpems
AKTHBHOTO CIIOCO0a aTaK! 3JI0YMBIIUICHHHK ITBITaTCS 0OMaHyTh MOJIEIb, YTOOBI Jy4Ile OTYyYHTh
IeJIeBBIE JaHHBIE aTakyeMoro oobekTa [18].

2.6 CnocoObl 3awWmThbl OT NOrMYecKnx aTak

B kauecTBe 3aIIUTHI pacCMaTPUBAIOTCS METOBI 3AIIUTH HEOCPECTBEHHO IIepelaBaeMbIX JaHHbIX.
[IpenmnonaraeTcsi, 4TO 3JIOYMBIIUICHHHK MOXXET KaKHM-TO 00pa3oM IMONYy4YHTh JOCTYI K KaHATy
cBsi3u. ObOecneynTh 0E30MACHOCTH IEpefauyd JaHHBIX MOXKHO 3a CYeT, HalmpuMep, BbhIOOpa
0e30MacHbIX IMPOTOKOJOB C ImHdpoBaHHeM. MBI paccMOTPUM TOJBKO CIIOCOOBI  3aIUTHI
HETIOCPENCTBEHHO Kiaccu(UKaTopa, 6e3 3auuThl KaHaja Imepeiadd HHHOPMaIUH.

[lepBast Bo3MOXHasl 3alUTa — 3TO 3aIUTa CTPYKTYPHI MOJENH, TO €CTh BO3MOXXHO CHHKEHUE
YYBCTBUTEIHHOCTH MOJICIM K OOydYaronMM BBIOOpKaM U K mepeoOydeHuto Momaenu. Creayronuii
BapUaHT — ATO 3alIUTa OT 00dycKalK AaHHBIX Kiaccu(puKaropa, crnocod 100UThCs: 0€30MaCHOCTH
Yepe3 HCACHOCTH, HAIIpUMEP, BBCIACHUEM B 336J’Iy)KZLeHI/Ie C IIOMOIIBKO HU3MCHCHHUA BbIXOJHBIX
JaHHBIX Mozenu [3].

Eme onun cioco0 100MTHCS KOH(PUACHIIMATEHOCTH IaHHBIX — 00 ycKalust TI00bIX JaHHBIX ITyTEM
J00aBJIeHUs CITy4ailHOTO IIyMa IpH 00yYeHHH KaK K CaMUM JIaHHBIM, Tak M K LeJeBOi (yHKIHH,
rpagucHTaM, nmapamMeTpamMm U BbIXOJHBIM JaHHBIM. 9TOT METOJ CHMXACT MPOU3BOAUTCIILHOCTH, HO
NOBBIIIAET Oe30macHOCTh Kiaccudukaropa. [Ipenpiayiuii crnoco0 3aluThl SBISETCS YaCTHBIM
cityyaeM jaxuHoro [19].

2.7 ATakmn BocCTaHOBNEHUA AaHHbIX

ATakM BOCCTaHOBICHHS HAaHHBIX MOTYT MO3BOJIUTH MOJYYHUTh HCXOAHYIO HH(pOpMAIHIO 00
oOyuaromeli BeIOOpKe myTeM cOopa o000l mocTymHOW WHpOpMAanmWKd O Kiaccupukarope,
HarpuMmep, IpeICKa3bIBaMbIX 3HAUCHHUH, TapaMeTPOB ¥ IpaueHToB Moaenu. O1H U3 BO3MOXKHBIX
CIICHapHeB aTaku — 3TO HCIIOJIb30BAaHHE I€HEPATHBHO-COCTA3ATENbHBIX CETEeH, 3a CUeT KOTOPBIX
MOXeET OBITh MOJTYYEeH JOCTYII K JAHHBIM JIPYTUX Y9acTHUKOB. [Ipn Takoi arake 3710yMBIIUICHHUKY
He 00s13aTeIbHO UMETh MTOJHOE MPECTaBIeHue 0 (eaepaTuBHOM Kiaccudurarope [20].

Jlpyroii TMI aTtaku NMpeanosiaraeT BO3MOXKHOCTh BOCCTAHOBJIEHHS MCXOJHBIX JaHHBIX HAa OCHOBE
nHpopmanuu o rpaguente Mojenu [21]. I'panuenT Beraucisercs uepes o0paTHOE pacpocTpaHEHUE
OMMOKM OT TIOCIEHEr0 CJIos K IIepBOMY. [pajiMeHT KOHKPETHOTO CJOSl MOJIydaeTcss C
UCTIONIb30BAaHUEM (DYHKIMN aKTHBAIMK TOTO CJIOS M MOJIyYSeHHON ONIMOKH OT €ro BEPXHETo CIIOsl.
Ecnu cienuts 3a TpaJlieHTaMHU, MOYKHO BBIBECTH 3HAUSHHS! MPU3HAKOB, KOTOpPBIE MOJIYYarOTCs
HEMOCPECTBEHHO U3 MCXOJHBIX 00y4aroumx AaHHbIX [18]. Bo Bpems ucHonb30BaHuUs IpagleHTa
MOXET IMPOUCXOANUTH CHHTE3 Map (PMKTUBHBIX BXOJHBIX JAHHBIX U METOK ITyTE€M COIOCTABIICHHUS HX
(DMKTHBHBIX TPAJMEHTOB, OJIM3KUX K PEabHBIM Yepe3 3a/1ady ONTHMHU3AINH:

arg mxin [| Vo Lo(x,y) — Vg Lo(x*¥)|I?

rae (X, Y) — GUKTHBHBIC JaHHBIC M METKH, (X*, y) — peaibHble JaHHBIE W METKH MEPEIaHHOTO
rpaauenta, VoLo(X*, y) — mepemaBaemsiii rpaguent, Volo(X, Y) — TpaineHT QUKTUBHBIX JTaHHBIX H
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MeToK, Lo(X, ¥) 1 Lo(X", y) — HexoTOpBIe GyHKIMHU noTeph. TakuM 00pa3oM, MOKHO BOCCTAHOBHTH
UCXOJIHBIE JAaHHBIE 3 CUET Hepedopa GUKTHBHBIX JAHHBIX M METOK [ 3].

Emte omuH THIT aTakd BOCCTAHOBJICHHS NAHHBIX HAIlCJCH HA MHBEPTHPOBAHWE TPAJHEHTOB. JTa
araka T[OJpa3yMeBaeT HAJWYWE IIOJIHOTO JOCTYNa 3JIOYMBINUICHHUKA K JaHHBIM MOJICIH.
WHBepTUpOBaHUE TPAJAUCHTOB MOPOKAACT TPOTHBOIONOXKHEIC 3HAYCHHUS, 32 CYET Yero MOJEIb
nepecraet KOppeKTHO pabotath [22].

2.8 Bngbl 3awWmThbl OT aTaK, HaueneHHbIX HA BOCCTAaHOBNEHUE AaHHbIX

OmvH W3 CrIoco0OB 3aIUTHl TAaHHBIX OT AaTaK, HALCJCHHBIX Ha BOCCTAHOBJICHHE IaHHBIX —
UCIIOJIB30BAaHHE BO3MOYKHOCTH CXKaTHsL WIIM Pa3pexeHHs TPaJAUCHTOB IpU HX nepenade. Taxoif
CIOCO0 3aIIUTHI MO3BOJISIET 3AIIUTUTh MH(OPMANUIO MPH Nepenaye rpagueHTOB MOJETeH MEXIy
ycrpoiicTBamu. Jlpyroit crmoco0® 3ammrtel — OTOpachlBaHHE CIy4allHBIX 3HAYEHUI T'PaJUeHTOB.
[TockomnbKy 3JI0YMBIIUIEHHUK HE 3HAET, KaKoil mapameTp OoTOpOIleH W OTOpOILIeH i BOoOIIe, TO
3ajja4ya BOCCTaHOBJICHHSI JAaHHBIX Ui HETO CHJIBHO OCJIOXKHSETCS, MOCKOJIBKY €My IpHAETCS
UCIIOJIb30BaTh HEMOJIHBIE JaHHbIe. HeocTaTok Takoi 3alKThl 3aKIF0YAETCs B TOM, YTO HEOOJIbIIOEe
M3MEHEHHE IPaiieHTa YXyAIIaeT MPOU3BOIUTEIbHOCTD KIaCCU(PHUKATOPOB, KaK 10 BPEMEHH, TaK U
BO3MOKHO 110 mamsitu [18].

Eme onmuu crnoco6 3ammrel — 3T0 IudpoBaHue rpaaneHToB. CrocoObl MU(GPOBaHHS MOMXKHO
pa3nenmuth Ha romMomopdHoe mmdpoBaHMe M Oe30MacHble MHOTOCTOPOHHHE BBIYHCIICHUS.
T'omomopdHOe 1mHdpoBaHHE MO3BOIAET KOXUPOBAThH U 00pabaThBaTh 3alIH(POBAaHHBIC JAHHBIC
TaK, YTO MPHU ATOM PacUIM(pPOBAHHBII pe3yNbTaT OyaeT SKBUBAJICHTEH PE3YJIbTATY, MOIYYCHHOMY
Ha WCXOJHBIX JAHHBIX. JIaHHBIH AJTOPUTM HE HM3MEHSAET HCXOIHYIO HH(OpPMAIHIO, MO3TOMY
rapaHTUPYeTCsl OTCYTCTBHE MOTepH TOYHOCTH [23]. BesomacHble MHOTOCTOPOHHHE BBIYHCIICHUS
HO3BOJIIIOT OTHCIBHBIM YCTPOMCTBAM BBINOJHATH COBMECTHBIC BBIYHCICHHS HAa OCHOBE CBOMX
UCXOIHBIX JaHHBIX, HE pacKpblBas COOCTBEHHOW WH(OpPMAIMU APYTUM YdYacTHHKaM. Takum
o0pa3oM, OHM 00ECHEeYMBaIOT BHICOKYIO CTeleHb KOH(uaeHIMansHocTH. Ho momywaercs, 4Tto
Ka)kJJ0€ YCTPOHCTBO JIOJDKHO COTJIACOBBIBATH CBOM JICHCTBUE C COCEAHUMH, YTO MOXKET HEIaTHBHO
CKa3bIBaThCs HA IPOU3BOAUTEIFHOCTH BCEro KiaccudukaTopa [24].

Eme oauH crioco6 3ammTel ObLT ONHCAH BBIIIE — J0OABJIEHHE CIIy4aifHOTO IIyMa K JIF0OBIM TaHHBIM
[25].

3. 3aknroyeHue

denepaTUBHBIE HEUPOCETH — 3TO JIOBOJILHO CIIOXKHASI KOHCTPYKITHS, OTINYAIOIIASACS OT HEHPOHHBIX
cereil M OPYrux KiacCu(UKATOPOB, KOTOPBIE MOTYT OBITh YSI3BHMBI JUIsl Pa3IMYHOTO POJa aTak,
MOTOMY YTO OOy4YeHHE NMPOUCXOAWUT Ha PA3IUYHBIX yCTPOHCTBaxX. MOTYT HCHOJIB30BATHCS Kak
HelpoceTH, Tak U Oosiee TPOCThie AITOpUTMBL. [loMHMO 3TOTO, HEOOXOIUMO OOecTeYnBaTh
neperady AaHHBIX MEXAY YCTPOUCTBAMU.

Bce arakm cBOAATCS K HECKOJIBKMM OCHOBHBIM THIIAM, KOTOpBIE HCHOIB3YIOT YS3BHMOCTH
ki1accudukaTopa. MOXHO peaiM30BaTh 3alIUTY OT aTaKk C IOMOIIBI YCOBEPIIEHCTBOBAHMS
ApPXHUTEKTYPHI CAMOTO KJIaCCH(PHUKATOPA MU YACIUTh BHUMAHNE ITU(PPOBAHUIO JaHHBIX.
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Aunnoraums. Ceronns (assuHr, $pa33uHr-TECTUPOBAHUE SBIISICTCS OCHOBHOW TEXHHKOM TECTHPOBAHHMS IIPO-
rpaMMHOT0 obecreueHus, CucTeM U (YHKIHMI, B TOM YMCJIE U KaK 4acTh JUHAMHYECKOro aHanu3a. PassuHr
TIO3BOJISIET BBLABIATH Ae(hEeKTH HHPOPMATMOHHOM 0€30IacCHOCTH MM 0TKa3bl. OTHAKO Takas MPaKTHKa MOYKET
TpeboBaTh MPHUBJICUYEHHIT OOJIBIIIX PECYPCOB M BEIYMCINTEIBHBIX MOITHOCTEH ISl IPOBEACHHUS paboT B KPYII-
HBIX OpraHH3alMsX, I7Ie KOJHMYECTBO CUCTEM MOXKeT OBITh OonbpmmM. KoMaHIaM pa3paboTKy U CIIeIHATICTaM
WH()OPMAIIMOHHOM 0€30MaCHOCTH TPEOYETCsl OTHOBPEMEHHO COOJIOIATh CPOKH, TPEOOBAHUSI PA3IMYHBIX PETY-
JSITOPOB U pEeKOMEHJALNK CTaHAapTOB. [l pemeHus 3a1ad 1o (Ha33uHr-TECTHPOBAHMIO IIPH OJHOBPEMEHHOM
COOJIIOJICHUU CPOKOB, IpeyIaraeTcsi MeTo/ (a33MHI-TeCTUPOBAHUS, KOTOPBIi CleyeT NPUMEHSATh Cpa3y KO
Bceil MH(POPMALIMOHHO-BEIYUCIUTEILHON CETH KPYITHBIX OPTaHU3alli, KOTOPBIC HCIIOIBb3YIOT MUKPOCEPBHUCHI.
TTox noauMopQHBIMHE CHCTEMaMH B HACTOAIEH CTaThe OHUMAKOTCS TAaKME CHCTEMBI, KOTOPBIE COEpKaT pea-
JIM3ALHIO Pa3IMYHbIX QYHKIMH, TPUHAMAIOIINX Ha BXOJI Pa3IMYHbIC THIIBI IAHHBIX, HE B paMKaX OJIHOTO IIPO-
rpaMMHOTO oOecredeHHs, a B paMKaxX HOJACHCTEM ¢ HabOpoM HECKOJBKUX MHKPOCEPBOCOB. B aToMm cirydae
MOTYT MCHOJIB30BaThCsl PA3INYHBIE CETEBBIE MIPOTOKOIBI, (JOpMATHI M TUIEI JaHHBIX. [Ipn Takom MHOTrOOOpAa-
3MM 0COOEGHHOCTEH, BO3HHUKAET po0JieMa BEIIBICHUH e(hEKTOB B COCTaBE CHCTEM, IIOCKOJIBKY IIPH pa3padoTKe
He BCerza IpeaycMaTpHUBaroTCs HHTepQEeHChl OTIaaKu HWIH 00paTHOH cBs3u. s e€ penieHus B HacTOsIIEH
cTaThe MpeyIaracTcsi HCIoIb30BaTh METO ] cOOpa M aHaIM3a CTATUCTHKU BPEMEHHBIX HHTEPBAIOB 00pabOTKH
MYTHPOBAaHHBIX JTaHHBIX MUpocepBrcaMu. s (a33MHr-TECTOB MpE/IaraeTcsi HCIojIb30BaTh MyTHPOBAHHbIE
3aMpOoCHI, IJle HAYaJIbHOE COCTOSHUE JAHHBIX IS MyTallMM — MOJIe3Hasi Harpy3ka W3BECTHBIX WIIH THIIOBBIX
nedexkToB nHPOpMAIMOHHOM Oe3omacHOCTH. C MOMOIIBIO aHAIHM3a BPEMEHHBIX WHTEPBAJIOB MEXIy KIHEHT-
CEpPBEPHBIM 3aIIPOCOM U OTBETOM YJAJIOCh BHISIBUTH 3aKOHOMEPHOCTH, KOTOPBIE TIOKa3aly Halu4ue MOTeHIH-
JIBHO ONacHbIX JieeKToB. B pamkax cratey paccmarpuBaeTcs (pa33uHr NPUKIAHEIX (GYHKINH IO IPOTOKOIY
HTTP. IIpennaraemplii 0aX0/1 HE OKa3bIBACT OTPUIATEIBHBIX BIUAHUNA Ha 3)HEKTUBHOCTH M CPOKH pa3pa-
60Tkn. OnHCaHHBIN B CTaThe METOJ M PELIeHHE PEKOMEHIYEeTCsl IPUMEHSTh B KPYITHBIX OpraHHU3alusIX, KakK
TIOTIONTHUTENTFHOE FITH OCHOBHOE PEIICHHE IO 00ecneYeHn o HH(POPMAIIMOHHON Ge30MaCHOCTH AJISl TOTO, YTOOBI
MPeOTBpaIaTh KPUTHYHBIE OTKa3bl HHQPACTPYKTYPHI M (PMHAHCOBBIC TIOTEPH.

KaroueBbie ciioBa: ¢Ga33unr; nedekTbl HHPOPMAIIMOHHOM 6€30MaCHOCTH; MUKPOCEPBUCHAS apXUTEKTYypa.
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Fuzzing of Polymorphic Systems
within Microsevice Structures
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Institute for System Programming of the Russian Academy of Sceinces,
25, Alexander Solzhenitsyn st, Moscow,109004, Russia.

Abstract. Today fuzzing (fuzzing-testing) is the main technique for testing software, systems and code
functions. Fuzzing allows identify vulnerabilities or software failures. However, this practice may require the
large resources involvement and network performance in large organizations where the number of systems may
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be large. Developers and information security specialists are simultaneously required to comply with time-to-
market deadlines, requirements of various regulators and recommendations of standards. In current paper is
proposed new fuzzing method, which is designed to solve the problem above. In current aproach is proposed
use fuzzing testing for whole computing network at ones in large organizations if them operate with
microservices. Polymorphic systems in this paper are understood like systems that consist of various API
(Application Programming Interface) functions that operate with various types of data, not within single
software, but inside subsystems with a set of several microservices. In this case, a lot of various network
protocols, data types and formats can be used. With such a variety of features, there is a problem of detecting
errors or vulnerabilities inside systems, beacause debugging or trace interfaces are not always developed in the
microservice softwares. So, in this paper it is proposed to use also the method of collecting and analyzing
statistics of time intervals of processing mutated data by microservices. For fuzzing tests, it is proposed to use
mutated lists of exploit payloads. Time analyzing between client-server requests and the responses helps to
identify patterns that showed the presence of potentially dangerous vulnerabilities. This paper discribes fuzzing
of API functions only in the HTTP protocol (Hypertext Transfer Protocol). Current approach does not have a
negative impact on the effectiveness of development or deadlines. Methods and solution described in the paper
are recommended to be used in large organizations as an additional or basic information security solution in
order to prevent critical infrastructure failures and financial losses.

Keywords: fuzzing; information security; micro-service architecture.

For citation: Yurev A.S. Fuzzing of polymorphic systems within microservice structures. Trudy ISP
RAN/Proc. ISP RAS, vol. 36, issue 1, 2024. pp. 45-60 (in Russian). DOI: 10.15514/ISPRAS-2024-36(1)-41.

1. BeedeHue

CeronHst B KpYIHBIX OpPraHU3alMsAX YacTO UCIOJIB3YIOT MUKPOCEPBHUCHBIE TIPHHIMITBI TOCTPOCHUS
MH()OPMALMOHHO-BBIYUCIUTENLHON apXuTekTypsl [1]. MUKpocepBUCH — 3TO HaOOp HEOONBIINX
MOJIyJIei, C TOMOIIBIO KOTOPBIX BBITIOIHACTCSI HENPEPHIBHAS ITOCTaBKA U Pa3BePThIBAHUE OONBIINX
U CIOXHBIX MPHIOKEHHH (mporpamMmHoro obecrnedenus). Yamie Bcero, ato Beb-cepsuc (Web-
service), OTBeYAlOIIMHA 3a OIMH ODJEMEHT JIOTHKA B ONPEICICHHOW IpeAMETHOH 00JacTu.
[IpunosxeHns Ha TAKUX NPUHIUIAX TIPEJCTABIAIOT N3 ce01 KOMOMHAIINIO MUKPOCEPBUCOB, KAXKIBIH
U3 KOTOPBIX IIPEAOCTABISICT OINPEACICHHbIE (YHKIIMOHAIBHBIE BO3MOXKHOCTH II0JIB30BaTEIsAM [2].
[Mon mnonuMOpHBIMH CHCTEMaMH B HACTOSIIEH CTaThbe ITIOHMMAIOTCS TakKHe CHCTEMBl H
MHKPOCEPBHUCHI, KOTOpPbIE COCTOSAT M3 MHOXecTB pa3nuuHbix APl (Application Programming
Interface) ¢yHKIMIA, TPUHUMAIONIMX HA BXOJ Pa3JIMYHBIC THUIBI JaHHBIX, HE B paMKax OJHOIO
nporpamMHoro obecriedenus (I10), a B pamkax aBroMaTu3upoBaHHBIX cucteM (AC) c Habopom
Heckobkux [10. B 3TOM ciydyae MOTYT HCTIOIb30BaThCS PA3IMUHbIE CETEBBIE IIPOTOKOJIBI, POJIEBHIE
MoJienH, (GopMaThl M THIBI JaHHBIX, YTO MOPOXJIAeT NpoOJIeMbl HCCIEAOBAaHUI M aynura
undopmanmonHoit 6e3onacHoctr (MB) B KpyNHBIX OpraHu3anusiX, IMOCKOJBKY KOJHMYECTBO
00BEKTOB M X 0COOCHHOCTEH MOKEeT OBITh OonbIIMM. B mepByro odepenp, MpoOIeMsl CBS3aHBI €
TEM, YTO NPH INPOBEACHHM PabOT MO aHAIN3Y 3allWIIeHHOCTH crnenuanuctamn Wb Tpedyercs
cobuoath cpok (time-to-market). Hanpumep, B prHAHCOBBIX OpraHu3aiusx coOI0ACHHE CPOKOB
ABJISIETCS OCTPOM MPOOIIEMOH, MOCKOJIBbKY PHIHOK (PMHAHCOBBIX YCIIYT OY€Hb JTUHAMHYHBIH U PE3KO
mensiercsi. Kpome toro, B cootBerctBun ¢ npunimnamu SSDL (Secure Software Development
Lifecycle) [3] u TpeGoBaHMsAMH pPeryisaTopoB, Kaxaas HoOBas Bepcusi paspabotku 1O o6s3aHa
MPOXOIUTH NpoBepku b Ha peryisipHOil OCHOBE B paMKax ayJuTa 3allUIIeHHOCTH pa3nudHbix AC
W JUIA peIIeHus 3ajad 10 aHaIM3y OTKa3oycToHumBocTH. [y 3Toro mpoBoautcs (a33uHr-
tectupoBanue (aurn. Fuzzing) [4]. B pamkax wHacrosieil cratbi (a33uHr-TEKCTHPOBAHHE
paccMmarpuBaeTcsl, Kak OJUH W3 BapUaHTOB NPAKTHKU AMHAMUYECKOro ckaHupoBanus — DAST
(Dynamic Application Security Testing) [5]. B ocHOBe TexHUKH (ha33UHTa JISKHUT METO/I OIAYH Ha
Bxon GyHkiui [1O HEKOpPpPEeKTHBIX, CIy4aWHBIX WM HECTaHIAPTHBIX MJAaHHBIX C IIEJbI0
obHapyxeHuss  omubok  [6-7]. Ilpaktika  (a33MHI-TECTUPOBAHUS  pErIaMEHTHPOBAaHA
peKOMEeHIaUAMH pa3inuHbIX ctanaapToB [8-10]. MHCTpyMeHTHI (a33uHr-TeCTUPOBAHHS BXOIAT B
CTEK TEXHOJIOTMH IMKJIa Oe30macHOi pa3paboTKu, perIaMeHTHPOBAaHHOTO HOPMAaTUBHBIMA
JOKyMEHTaMH BEJOMCTB-PETyJISITOPOB, IPOBEAEHUE Takux mnpouexyp npexycmorpeno I'OCT P
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56939-2016, xak HeoOxomuMON Mepsl paspabotku OeszomacHoro I1O [6,11]. Tloatomy ceromHs
BONPOC MpOBeAeHUs (ha33MHI-TECTUPOBAHUIA B KPYMHBIX OPraHU3alUsX SBISICTCS KpaiHe
aKTyanbHBIM. J{J1s BBITOJHEHUS PEKOMEHAAIMI U TpeOOBaHUI IIPH OTHOBPEMEHHOM COOIIOACHHEM
cpokoB BBoga I1O B NPOMBINIICHHYIO DKCIUTyaTallMIo, B paMKax JaHHOM CTAaTbH IPEAsaraeTcs
WCIIONB30BaTh HOBBIA MeTOn (pa33uHra JiIs CTPYKTYp MHKPOCEpBHCOB cpa3y ko Bceil AC,
HOCKOJIbKY IMEHHO TaKOH MOAXO0J UCIIONB3YESTCs 3II0YMBIIITICHHUKAMH, B COOTBETCTBHH C MOJICIIBIO
BHelHero Hapyiuresst [12]. B atom ciydae, ¢ TOYKU 3peHHUs TECTUPOBAHUS Ha MIPOHUKHOBCHHE,
AC Oynet aTakoBaHa [0 METOIOJIOTHH «UEPHOTO» MIIH «Ceporo sAmukay [13], Tak Kak HapyIIUTeITIo
WM HE M3BECTHA apXUTEKTypa CUCTEM B OpPraHHM3aLUM, WM OH KaKHUM-TO 00pa3oM IOJy4ms BCE
MHOXecTBO API-pyHKIMI 1 uX mapameTpbl. B HacTosIel cTaThe MPOBOMUTCS aHATH3 PA3IHYHBIX
MHCTPYMEHTOB, NPUMEHHUTENIBFHO, K MHUKPOCEPBHCHBIM CTPYKTypaM W pa3padaTbIBaeTCsl METOJ
obHapyxenus nedextoB b, ocHOBaHHBII Ha aHANN3e BPEMEHU OTBETOB CEPBUCOB Ha 3aIpockl. B
paMkax ctaTbu paccmarpuBaetcs ¢assunr APl-¢yHkuuii B coctae mporokoiaa HTTP (Hypertext
Transfer Protocol), mockombky CerogHss MHKPOCEPBHCHI MPEUMYLICCTBEHHO paboOTalOT TIO0
cnenunpukamsm  Swagger [14] wmm OpenAPl [15]. HdokaspBaercs 3(QQEeKTHBHOCTh METOIa
MyTaIlid TIONe3HBIX Harpy3ok (payloads) [16-17] wmssectHBiXx nedextoB MB Ha mpakTHKe.
HUccnenyrores npoodnemsl ¢azzunra AC B KpYIHBIX OpraHH3anusX.

2. OnucaHue npobnemMsb! ¢ha33uHa-mecmupoeaHusi 8 KPYnHbIX
opaaHu3auyusx

B kpymHbBIX opraHuzanusax, rae MHGOPMAIMOHHBIE CHUCTEMBI MOCTPOSHBI Ha MHKPOCEPBHCHBIX
npuHIHNax, B AC ¢ Te4eHHEM BpEMEHH pa3pabaThIBacTCsi MHOXKECTBO HOBHIX API, cHcTeMHBIX
UHTETpaluii, OOHOBIICHUH, ITOCTOSHHO BEIYTCS pa3pabOTKM HOBBIX (DYHKLHH, MHKPOCEPBHCHI
CO3MaI0T HOJMMOP(U3M W HX KOIMYECTBO MOXKET BO3pacTaTh B pasHbIX AC HempepblBHO H
HezaBucUMO. Yacrto, Kaxnplii cepBUc B coctaBe AC CymIeCTBYeT TOJBKO B PaMKaX CBOETO
sxuzneHnoro mukiaa (SDLC) [18] u He 3aBucut oT paspabortok B apyrux yactsix AC. busnec-
(byHKIMH, KOMaHABI pa3pabOTYUKOB U CTEK TEXHOJIOTHI TAKKE MOTYT OBITh Pa3HBIMHU.

B cooTBercTBMM C 3THM, BHEApEHHE (a33MHI-TECTHPOBAHUA B OTHEIBHOCTH JUIA KaKIOTO
MukpocepBuca mwin [10 co3maeT NpeanocbUIKH 1Jisl CHIKEHUS 3G eKTHBHOCTH pa3paboTKH. DTo
00YCIIOBIICHO TE€M, YTO MOXKET OTPeOOBaThCS:

1) TIpoBoauTh TpeIBAPUTENBHBIA aHATH3 HCCIEAYEMOIl CHCTEMBI, ONpe/esieHne O0ObEKTOB
(a33uHTa, aHaTH3 OOHOBIICHUS;

2) ToHKO HACTpaWBaTh HWHCTPYMEHTHI (Da33MHTa W BHOCHTH B KOHTYp pa3paboTKU
JIOTIOJTHUTEIILHBIEC OMOJIMOTEKH;

3) CoznaBath areHTHI (pa33MHra U JOCTABIATH UX HA CEpBEpa PA3HbIX CHCTEM;
4) HactpauBath aBTOPH3AIMIO B CHCTEMAX;

5) Co3zaaBare [MOMONHHUTENBHBIX TECTOBBIE KOHTYpa U TMPEJAOTBPAIICHHS OTKa30B B
MIPOMBILINIEHHOHU cpejie BO BpeMsi (paz3uHra;

6) COSI[aBaTb MCXaHU3MbI KOHTPOJIAA COCTOSAHNSA CUCTEM BO BpEMs IPOBCACHU S pa60T;

7) HenpepblBHO B3aMMOJICHCTBOBaTh C KOMAaHIaMH pPa3pa0OTYMKOB, C OTPBIBOM OT
BBIIIOJIHEHUS] OCHOBHBIX 3a7ay;

8) PacwupsTh mTat crenuanuctos Ub;

9) U BBINOJHSATE JAPYTUEe AKTUBHOCTH.
[Ipennonaraercs, 4To BEHIICIICPEYUCICHHBIE 0COOCHHOCTH HE TOJIBKO MOTYT YBEIUYUTH CPOKH, HO
U MOTPEOYIOT TOTOIHUTEIBHBIX PECYPCOB, KOTOPHIC B CBOIO OYEPE/lb, YBEIHINBAIOT (PHHAHCOBEIC
pacxonsl.
Kpowme Toro, cymectByer u apyras mpoOiema, KOTopasi CBsi3aHa ¢ HAIAYHEM OOpaTHOU CBS3U B
UCCIIeIyeMbIX cHucTeMax. He Bcerga pa3pa0OTYMKH TPEAyCMAaTPHBAIOT HWHTEP(EHCHI, KOTOPHIC
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MO3BOJISIIOT BBIBIATEH JedekThl Vb mnu ommOku. K HUM MOXXHO OTHECTH CHCTEMHBIC JKYPHAJIBI,
goru omubok (Syslog), obpaborunku ommubok B cocrtaBe koneuHoro I10. Wuorma, B coctaBe
Pa3IMYHBIX CEPBUCOB UCIIOIB3YIOTCS KOMMEPUECKHE pelleHus, BKiouas ammnaparusie (hardware),
HCXOAHBIH KO KOTOPBIX HEJOCTYNEH pa3paboTyMKaM opraHm3anuy. HexkoTopsle NMpHKIagHbIC
pertieHus1, HanpuMmep, Takue kak Web-cepsepsi, 6a3pr ganubix Wi 10, KoTOpBIe paboTAOT O
npotokoiry HT TP, moasep:xensr nedexram 1B, koTopsie He MPUBOIAT K OTKa3aM, OIHAKO ySI3BUMEI.
B sTOM citydae BXxogHbIe AaHHBIE BocnpuHUMaroTcs GpyHknusamu 110, kak 0ObIYHBIE, CTAHAAPTHBIC.
K Ttakum medexram b moxuo otaectn SQL-urnexmmm (Structured Query Language Injections)
[19], RCE (Remote Command Execution/Remote Code Execution) [19], LFI/RFI (Remote/Local
File Inclusion) [19], IDOR (Insecure Direct Object Reference) [19] u apyrue. W3-3a oTcyTcTBUS
oOpaTHOW CBSI3W M BO3HMKaeT IpoOiema BbisBieHus nedekroB Mb. JlopaboTku B peanuzanuu
00paTHOM CBSI3W MOTYT HOBJICUb JOTIOJHUTEIbHBIE PACXOIBI B OPTaHU3ALNX.

Eme onHoif mnpoOnemMoil MOryT OBITH OTpaHHYEHHS ONEPALMOHHBIX CHUCTEM W HX HH3Kas
MPOU3BOJUTENEHOCTh. MHOXKECTBO CEPBHCOB MOTYT paboTaTh Ha BHPTYalIbHBIX KOMIIOHEHTaX,
Hanpumep, Takue kak Docker-xoureiinepsr [20]. Yacto, misi TaKMX KOMIIOHCHTOB MOTYT HE
CO3/1aBaTh BBICOKUX BBIYMCIHUTENBHBIX MomHocTei, a mamsate (RAM, ROM) MoxeT ObITh CHIIBHO
orpaHnyeHa. MacitabHpoBaHHE CHCTEM BIICUET 32 COOOH YBEIMYCHUE PACXOIOB B OPTaHHU3aIHSX.
Hexortopple pyauMeHTapHBIE M YCTAapeBIIME MHKPOCEPBHCHI MOTYT paboOTaTh Ha CTapbIX
OTIEPAIIMOHHBIX CUCTEMAaXx, 3aMEHHUTh WIN OOHOBUTH, BBUY CBOCH SKOHOMUYECKON 1 MPAaKTHIECKON
3HAYUMOCTH, MOXET OBITh HEBO3MOXHO m3-3a ocoOeHHocTelt AC. IlosTomy mnpemmaraercs
paccmarpuBath Bompoc (pa33uHra He ¢ TOYKM 3pEHUs MOJCTPOHKH CHCTEM, a C TOYKH 3PEHHA
HACTPOWKU MHCTPYMEHTOB (ha33MHIa JIJIsl BCEX CUCTEM CPa3y B COBOKYITHOCTH.

Taxoke, emie 01HOH MPOOIEMOI MOKET CTaTh aHAJIN3 IOJHOTHI TIOKPHITHS 00BEKTOB (ha33UHTa TS
Ka4eCTBEHHOH OLIEHKH MPOBEACHHBIX paboT. B paMkax KpymHON OpraHU3amnuy — 3TO MOXKET OBITH
CJIOKHOM 1 00BEMHOH 3aa4uei, IIOCKOJIBKY ATO TPEOYET HOMOIHUTEIBHBIX PECYPCOB [UIS
npoBeaeHus uccieaoBanuii Ub npumenuTensHo K kaxaomy [10 wiu cepBucy, rae notpedyercs
riryOoKuii pa3dbop MCXOIHOTO KOJa U MPHUBJICIEHIE KOMaH | pa3paboTKy.

Jnst perieHus BBIICONMMCAHHBIX MPOOJIEM B paMKax HACTOSINEH CTAThM MpelaracTcsi MpOBOANTH
(ha33uHT-TECTUPOBAHUE:

1) Cpasy ko Bceit mnomumopduoii mMukpocepBucHoii AC, B COOTBETCTBHH C OHW3HEC-
CHeHapUsIMU WM (DYHKIMOHAJIOM, KOTOPBIN JIOCTYIIEH MOJIb30BATENI0 B COOTBETCTBHU C
€ero poipl0 B cucteme. KpurepueM IOJHOTHI MOKPBHITUS CYHUTaTh KOJHYECTBO
3ajielicTBoBaHHbIX API-QyHKIMI 1 X TapamMeTpoB;

2) Hcnonp30BaTh METOJ OILCHKH BPEMEHHBIX HHTEPBAJIOB OTBETOB MHUKPOCEPBHCOB Ha
MyTHPOBaHHbIE 3alpoChl, TJl€ HAa4YaJbHOE COCTOSHUE MaHHBIX MYTAllMM — IIOJIe3Has
Harpyska (payloads) u3BeCTHBIX WiH TUIIOBBIX aedexroB UB;

3) HpOBO,I[I/ITL (I)aSSI/IHF-TGCTI/IPOBaHI/IC o MCTOAOJIOTHH «HYCPHOI'0O sAlIHWKa» HIN «CEeporo
SAHIUKa», IPEUMYIICCTBCHHO, UCIIOJIb3Ys MOACJIb BHCIIIHCTO HAPYIIUTECIIA.

Takoit mogaxoa okazancst 3GEKTUBHBIM, YTO CJIEIYET U3 HUKEOMCAHHBIX PE3yJIbTaTOB.

3. AHanu3s cywjecmeyrouwux peweHul 0ns ¢phazzuHa-mecmupoeaHusi

B pamkax Hacrosmiel ctaThbd OBUT NMPOBEJIECH aHAIN3 CYLIECTBYIOIINX PEIICHWH W METOAOB, Ha
HpeMeT UX MPUMEHUMOCTH K MUKPOCEPBHUCHBIM CTPYKTYpaM.

B cratbe [21] npuBoauTCs OOLIMI aHAaNM3 Pa3iMYHBIX peuieHHd, Takux kak: APIFuzzer [22],
bBOXRT [23], Dredd [24], EvoMasterBB [25], RESTest [26], RESTler [27], RestTestGen [28],
Schemathesis [29] u Tcases [30]. s ouenkn >PPEKTUBHOCTH CYIIECTBYIONIUX METOIOB H
MHCTpyMeHTOB TectupoBanusi API-pyHkumii, aBTopbl crarbu [21] mpoBOAMIM SMIHMPHYECKHE
HaOIFOICHUSI, B X0/I¢ KOTOPBIX IIPUMEHSITH YKa3aHHbIe HHCTPYMEHTHI K pasabiM Web-cepsucam. Ha
OCHOBaHMHU TOJYYEHHBIX pe3y/lbTaroB aBTOpbl [21] OTBE4alOT Ha BOMPOCHI: Kakas IOJHOTA
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HOKPBITUSL Y MHCTPYMEHTOB (ha33MHra M KaKk MHOTO OIIMOOK CIOCOOHBI OOHAapyKUTh
paccmarpuBaeMble perieHus. AHaJIU3 3TOW pabOThI MMOKa3aj, YTO CIreHEPHPOBAHHBIC MApaMETpPhl,
KOTOpBIE MOABAINCh HA BXOJ (DYHKIUH HCCIEAYEMBIX OOBEKTOB UMENIN B OCHOBHOM CIIy4aiHBIH
xapakrep. B pe3ynpraTe 3T0r0, MHOXKECTBO 3aIIpOCOB HE OBIIO MIPABIIIBHO 00pab0TaHO CEPBHUCAMHU.
ABtopsI [21] ucnionszoBanu MeTo BeisiBiIeHU S00 ommbok (o cnenndukanun HT TP 500 ommbka
— 910 500 Internal Server Error, BHyTpeHss ommOKa, dalie BCETO OTKa3), KOTOPHIE MOTYT
CBHJCTENBCTBOBATh O HanM4uu AepekToB. IIpoBeneHHbIE pabOTHI Kacalnuch CEPBUCOB, KOTOPHIE
(YHKIIMOHHPOBAJIH JIOKAJIBHO U O3BOJISUIN KOHTPOJIHUPOBATH CBOE COCTOSHHE U OIICHUTH TOKPBITHE
[21]. DTu MeTOABI 1 HHCTPYMEHTBI MOT'YT, 0€3yCIIOBHO, HCIONB30BATHCSI B KPYITHBIX OpPraHH3aIHsX,
HO B CBOEM COCTaBe He colepikar QYHKIIMHU OILICHKH BPEMEHH OTBeTOB. B pabote aBTopoB [21] He
paccMaTpHUBaINCh BONIPOCH aBTOPU3ALIMH B CUCTEMAX, a 3aBUCUMOCTH MEXy MUKPOCEpBHUCAMU HE
ObuTH yureHbl. CoelMHEeHNs C CepBHCAaMU YCTaHABJIMBAINCH MPSIMO M HE3aBUCHMO JIPYT OT Jpyra.
Kpome Toro, He paccmaTpuBaeTcsi NMOCIEA0BATEIbHOCTh OTIPABKU 3aIPOCOB, B COOTBETCTBHUHU C
OM3HEC-CIIEHAPHUSIMHU | POJIBIO MOTb30BATEINEH.

B pamkax Ttekymied paOoOTHl ObUT NPOBEAEH €lle M aHAIN3 CYIIECTBYIOIIUX OTKPBITHIX U
KOMMEPYECKUX PEIICHUH.

Beutn paccMOTpeHsI cieayiomue oTkpeIThie pemienus: honggfuzz [31], radamsa [32], AFL [33],
LibFuzzer [34], oss-fuzz [35], sulley [36], boofuzz [37], Bfuzz [38], ffuf [39], wfuzz [40], nuclei
[41]. B HacTosimieit cTaTbe HE TPOBOAUTCS UCCIIENOBaHU# 3)(MEKTUBHOCTH STUX HHCTPYMEHTOB B
CPaBHEHHUH JAPYT C APYroM, Hpeanoiaraercs, 4To 3To OyJET OMHMCaHO B AAITbHEHIIMX paboTax,
OJTHAaKO, KaK/IbI N3 MHCTPYMEHTOB OBUT IIPOTECTHPOBAH B PaMKax JaHHON CTAThH Ha Pa3IMUHBIX
MuKpocepBUCHBIX AC. OmiicaHue W CpaBHEHHE MHCTPYMEHTOB MOXKHO HalTH B craTbe [42], rme
onucad ananu3 3¢ dexruHoctu pemenunit ffuf [39] u wfuzz [40], a Takke npUBOANTCS OMHUCAHUE
OOJIBIIMHCTBA U3 BBIICYKa3aHHBIX PEIIeHIH. BpeMeHHas olleHKa OTBETOB JUIS BBIIETIPHUBEICHHBIX
pELICHNH MOXKET OBITh NMPOM3BENCHA C MOMOIIBIO JOTOJHHUTEIBHBIX HACTPOCK WIIM C ITOMOIIBIO
Hamucanust crerpansaoro 110. Tak, Hanpumep, i HHCTpyMeHTa nuclei Bpemst 0TBETOB MOXKHO
HOJIYYHTB C IOMOILBIO CICAYIOIHX TapaMeTpoB 3amycka: -ts, -timestamp.

YKa3aHHBIE OTKPBITHIC PEIICHUS MOYKHO HCIONB30BaTh, KAK HHCTPYMEHTHI OTIIPABKU 3aIPOCOB C
MOJIE3HON Harpy3KoM, HampuMmep, UCIOJIB3Ysl CIMCKH MYTHPOBAHHBIX IOCIIEOBATEIFHOCTEH NI
¢az3unara API-dyHkimit. 310 MOXKeT mnoTpeOoBaTh NpeABAPUTENbHON WX reHepanuu. Jlng
reHepalii MyTHPOBaHHBIX TAHHBIX MPUMEHHUTEIFHO K MHCTpyMeHTy WfUZz, Hampumep, MOXKHO
BOCIIOJIE30BaThCSI HHCTpyMeHTOM radamsa "Jlucrunr 1"

for ((i=1; 1i<100; i++));

do echo '<script>alert(l)</script>' | radamsa 1>> payloads.txt;
done && wfuzz -c -t 50 -w payloads.txt -u
https://service/api/vl/send?q=FUZZ

Jlucmune 1. [lpumep cenepayuu Mymuposanuvix OAHHbIX C HOMOWbIO radamsa ons wfuzz
Listing 1. Mutated data generation using radamsa for wfuzz

Pemenus [31-40] comeprxar MOy M TeHEPAIMA CITYYAiHBIX JAHHBIX «Ha JIETY», KOT/Ja B CIIHCKAax
MYTHPOBaHHBIX JaHHBIX HET HeoOxoaumocTH. OJHaKO, MPOCTas Mmojada Ha BXOA (GYHKIHHA
CIIyJalHBIX JaHHBIX C TIOMOIIBIO T'eHEepaTopoB He dddexTuBHa [7]. bompmoe MHOXECTBO
TeHepaluii He MO03BOJISIET ITPOBOJANTH UCCIIEIOBAHHS 32 pa3yMHOE BpeMsI.

Jnst BbimonHeHust 3a7ad  (a3z3uHra MOKeT ObITh ucmosib3oBaHO 1O it TecTHpOBaHMs Ha
nponukHOBeHHe: Burp Suite [43], OWASP ZAP [44]. Omuako, Takue pemieHus He 00IaaarT
MOJIHOLEHHBIMU  (Da33MHI-MOAYJSIMA M TPeOYIOT HCIIOJIb30BAaTh OTIEIbHbIC OOJIBIIME CIUCKH
CT€HEPHPOBAHHBIX (DA33MHI-HArPY30K MJIM MOAKIIIOYATH JOMOJHUTENbHBIE pacuupeHus. Momynu
JIETEKIMY BPEMEHHBIX HHTEPBAJIOB IPUCYTCTBYIOT B (DYHKIMOHAJE 9TUX MHCTPYMEHTOB, OJJHAKO B
HHX HET aBTOMaTHYECKOT0 BPEMEHHOT'O aHAJIM3a U BBISBISATH OTKJIOHEHUS TPEOyeTCsl IMITUPHUYECKH
(BpyuHy10). Bo3HUKaeT DOMOIHUTENIBHAS 3a1a4a aBTOMATH3aIMHU [IpoLecca.
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CymiecTByloT KoMMepueckue perienus uist DAST-ckanupoBanuii. B pamkax texymiel crateu He
MPOBOIMIIUCH HCCIIEIOBaHMS (P (EKTUBHOCTH PAa3IMYHBIX KOMMEPUYECKUX PEIICHUH 10 OTHOIICHHIO
JPYT K APYTY U B LIEJIOM, @ TOJILKO IPUBOJUTCS HECKOJIBKO IPpUMEPOB Takux pemenuii: PT BlackBox
[45], Netsparker [46], appScreener [47], Acunetix [48]. IIpeamonaraercs, 4T0 W OHH MOTYT
MPOBOIUTE (Pa33MHT MHUKPOCEPBHUCOB. BEHIIenepedrciIeHHbIe pelIeHIsI MOTYT OBITh 3¢ dekTnBHO
BcTpoensl B miporiecc CI/CD [49], kak DevSecOps [50] pemterns. OHM MOTYT HCIIOJIB30BAaTHCS HA
JTane pa3paboTKH, TECTHPOBAHUS MM COIPOBOXKICHHS, B COOTBETCTBHU ¢ MeTomonorueit SSDL
[3]. Hecmotpst Ha TO, 9TO 3TH pENICHHS MOXHO MPHMEHATH Cpasy KO BCEH MHKPOCEPBHUCHOMN
apXUTEKType, ObUIO BBIABJICHO, YTO HPU NPUMEHEHHUHM PA3IMYHBIX CKAHEPOB JUHAMHYECKOTO
aHanM3a He oOecrieunBaeTcsi MoyHOe MOKphiTHE AC MpOBEpKaMH, IOCKOJIBKY CHUTHATypHO, B
COCTaBE TAKUX PEIICHMH, aHaJIU3 IPOU3BOJUTCS B OCHOBHOM TECTOBBIMH 3aIpOCaMH JUIsl HOMCKa
ussectHbIX aepexroB Ub (CVE — Common Vulnerabilities and Exposures) [51]. JIyuiie Bcero ouu
pelmaroT 3ajadyd aHalM3a COOTBETCTBUS TPeOOBAaHMH HACTPOEK CHUCTEM (aHaJlM3 HAaCTPOEK
0e30macHOCTH, BBIIBICHHE HeOe30macHbIX (YHKIMI), 3a1adud 1O OOHAPY)KEHHIO YCTapeBIIUX
Bepcuit [10, BEISIBICHHUIO CT1a00CTEH MCIIOIB3YEMBIX IIPOTOKOJIOB M 00HAPYKEHHUIO W3BECTHHIX (1-
day) netdexros B [51]. HekoTopble KOMMEpYECKHE PEUICHHS MMEIOT (PYHKIIMH OOHAPYKEHHUS
DOS, korna 3anep>xku OTBETOB cepBepa Belnrukd. OHAKO, aBTOMAaTH3UPOBAHHOTO MOJYJIS OLICHKH
BPEMECHHBIX HHTEPBAJIOB HUTJIE HE COACPKUTCS, a HCCIICIOBAHMS TI0 METOIOJIOTHH «CEPOTO SIITHKA»
TpeOYIOT CO3AaHM IPABIII CKAHUPOBAHHUS, KOTJa HEOOX0IMMO CO3/1aBaTh MHOXECTBO LIA0I0HOB 1
OCYLIECTBIISITH UX KOHTPOJb, @ 3TO, B CBOIO OYepelb, TpeOyeT MPUBICUYECHUs IAOIOJHUTEIBHBIX
pecypcoB. Kak npaBuiio, npu IpUMEHEHUH KOMMEPYECKUX PELICHUH, OTCYTCTBYET IIPO3PaYyHOCTh B
paMKax TOro, Kakas WMMEHHO MOJie3Has Harpy3ka Oblla OTIIpaBJ€Ha MHKPOCEPBHCY, TaK Kak
MPOU3BOAUTEIHN MPCANTOYUTAIOT HE pa3rjiallaTb CBOU TEXHOJIOTHUU. CHeHHaHI/ICTy I/IE, KakK I1paBHJio,
OyZIeT NOCTYIEH TOJNBKO OTYET WIJIM 3JIEKTpOHHAs (opMa TOcie MPOBEICHHS CKaHWPOBAHUM,
KOoTOpble OynyT He MH(GOPMATHBHBI NpPU BBIIOJHEHUS YKa3aHHBIX 3aJad B paMKax (a33uHT-
TECTUPOBAHMUSL.

B pesynbrare mpoBeJEHHOTO aHAIM3a JUTEPATYpPhl ¥ apoOaliy pa3InuHbIX PEelIeHU, B paMKax
TEeKylLleH CcTaTbu JAENAeTCsl CIEAYIOIUN BbIBOJA: HA TEKYIIUH MOMEHT HE CYILIECTBYET
YHUBEpCANbHBIX pemIeHud ams  ¢a33uHra cpasy BceX cHUCTeM (MHKPOCEPBHCOB) C
ABTOMATH3MPOBAHHBIM MOJyJIEM OLIEHKH BPEMEHHBIX HHTEPBAJIOM, KOHTPOJIEM TECTOBOH MOJIE3HOM
Harpy3KH, MOJyJIeM MyTalin n3BecTHbIX AedextoB b. Tpebyercs pazpaboTaTh pemenne, KOTopoe
OBl IIO3BOJIMIIO BBITIOJIHATE BCE YKa3aHHbIC 3a1a4U 1JIA ¢)333HHF-TCCTHpOBaHHﬁ.

4. Bblc0koypoeHeeoe onucaHue obbekma uccnedosaHus

Jis mpoBeieHAs UCCIIeNOBaHUK OBLIT MCITONB30BAH TECTOBBIN CTEHN MH()OPMAIMOHHON CeTH, T/Ie
¢yakurornpoBana nomuMopgHas AC, B cocTaBe KOTOpOi paboTano MHOKECTBO MUKPOCEPBUCOB
(6omee 500), oOpabatbiBaroIIie pa3UYHBIC THUIBI JaHHBIX ¢ momomblo APIl-dyakmmit. OHR
pabotanu Kak ¢ OMHApPHBIMH MacCCHBaMH JAaHHBIX, TaK W C THIIM3UPOBAHHBIMHU, Takue kak JSON
(JavaScript Object Notation) umu XML (eXtensible Markup Language). [Tpu 3TOM B TeCTOBOI cpejie
BEJIMCh HEMpephiBHO paspaborku [1O pasnuyabiMu KoMaHIaMH. [IJis MPOBEACHUS HCCICI0BAHUI
ObUT BBIOpAaH CETeBOW MPOTOKON MpHKJIagHOro ypoBHA — HTTP, xak Hambosee HOMyJISpPHBIN.
Hccneayemast cucteMa SIBISICTCS  paclpeaesieHHOH. MHUKPOCEPBUCHI MOTYT OBITh  CBSI3aHBI
HHTErpanisiMi. B KauecTBe mpuMmepa, Ha HIKEIPHUBEICHHOM PHC.l, MOTOKHM JaHHBIX MOKA3aHBI
COCAUHUTENBHBIMY JIMHUSIMU. PaconoxeHue TMHUH, KaK U IIOJCUCTEM MOXKET OBITh JHOOKIM.

5. OnucaHue npouecca ¢a3suHaa

B pamkax craTtey, (ha33uHT TPOBOIMJICS C IOMOIIBIO pa3pabOTaHHOTO PEmICHHs I YKa3aHHBIX
3a/a4, KOTOPOE COCTOUT M3 MOIYJS MyTallWHd, MOACTAaHOBKH M JICTEKTHPOBAHUS, a MPOLECC ObLI
paszesieH Ha HECKOJIBKO 3TaIloB.
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Puc. 1. Bvicoxoyposnesas cxema noaumoppuou AC
Fig. 1. High-level scheme of polymorphic system

5.1 Co6op aaHHbIX 06 AC u co3gaHue WabnoHOB TeCTUPOBaHUS

Cbop uHpOpMALUH TPOBOAUTCS O METOMOJOTHH «YEPHOTO SIIUKA» HIIH «CEpPOro SIIUKay.
PesympraToM 3TOrO 3Tama siBimsiercs Habop IP-ampecos, DNS (Domain Name System) umen u
chopmuposannbiii crimcok URI (Uniform Resource ldentifier) mis kaxmoit xoneuwnoit API
Gbyukuun. J{Jis METOZOIOTHH «CEPOro SIIUKAY, KpOMe TOro, GOPMHUPYETCsI CIIUCOK BCEX 3alPOCOB
B pamkax AC ¢ mapameTpamu u 3arojgoBkamu (cM. JIucTuur 2).

POST /personal/api/vl/personal/setBalance HTTP/1.1

Host: **x*

Cookie:
5id=111C5wM2LY4Sfc5LACOTAAAINLABQtMIE4NZzkwNjUIMDc3NFQ2NTk20QACUZzEARA]gzZ;
Content-Length: 73

User-Agent: Mozilla/5.0 (Windows NT 10.0; Win64; x64) AppleWebKit/537.36
(KHTML, like Gecko) Chrome/100.0.4896.127 Safari/537.36

Content-type: text/plain

Accept: application/json, text/plain, */*

Connection: close

{"metadata":{"channel":"ib"}, "data":{"balancelIsVisible":true},
"balanceSet":7788}

POST /personal/api/vl/personal/getBalance?query=first HTTP/1.1

Host: **x*

Cookie: sid=111C5wM2LY4Sfc5LACOTAAAINLABQtMjE4NZzkwNjUIMDcsddsdk20QACUZEAA]gzZ;
Content-Length: 93

User-Agent: Mozilla/5.0 (Windows NT 10.0; Win64; x64) AppleWebKit/537.36
(KHTML, like Gecko) Chrome/100.0.4896.127 Safari/537.36

Content-type: text/plain

Accept: application/json, text/plain, */*

Connection: close

{"metadata":{"channel":"ib"}, "data":{"balancelIsVisible":true},
"balanceSet":7788}

Jlucmune 2. Tunosvie wabnonst HTTP 3anpocos
Listing 2. Typical templates of HTTP requests

[Tosy4eHHbIEe NCXOJHBIE JAHHBIE COXPAHSIOTCS B COOTBETCTBYOLIHH 11a0JIOH B TEKCTOBOM (popmare
¢ srasoHamMu Bcex HTTP-makeToB mo crenudukanuyd MHKPOCEPBHCOB, TJ€ YKa3bIBaIOTCS BCE
mapaMmeTpsl B cocTaBe makeTa aius (aszsunra. I[lo ymomuanwro, TakoBeiMu siBisiroTcs URI, ¢
pasnenutesneM “/”, 3aronoBku nporokonaa HTTP u nannsle (data, mapamMeTpbl U nX 3HAYCHUS).
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5.2 TlMoprotoBKa TUNOBbLIX TECTOBbLIX MPOBEPOK WH(pOpMaLMOHHOW 6e3-
OMacHOCTU

Ha stom

9Tane CO3J4ar0TCA CIIHMCKU PA3JIMYHBIX IMOJIC3HBIX HArpy30K JJId SKCILUTyaTallu U3BECTHBIX

nedexroB b (CVE), HampuMep, Takue Kak KOMaH[IBI, BEITIONHAEMBIE ITpH paboTe ¢ 6a3aMu JTaHHBIX
SQL, cucremubie komaHmbl LiNUX, pasinaHbie HHBEKIUN (BPEIOHOCHBIC, HCHAICKHbIE TAHHBIC IS
CHCTEMBI, 0a3 TaHHBIX WM KOJA), CCBUIKU Ha PECYpPCHl ONEePAIMOHHOM CHCTEMBI B BU/IE CHCTEMHBIX
(aitmos u gpyrue. Takoit moaxoa, Kak IpaBUIIo, IpuMerseTcs pasnunaabiMu DAST -ckanepamu [43-
48]. B wurore, GopmMupyIOTCS BXOIHBIE MapaMeTpbl B BHAE CIIMCKOB ATAJIOHHBIX JAHHBIX [UIS
TECTHPOBAHMS U CIIHCKA IIOJIC3HBIX HArpy30K A MOJYJS MyTallWH, KOTOPBIH SIBISETCS YacCTHIO
peutenus (cM. Jluctunr 3).

$00../../../../../../etc/passwd
%00../../../../../../etc/shadow
-1.0

I) or ('X'='X

0 or 1=1

' or 0=0 --

' UNION SELECT
t'exec master..xp cmdshell 'nslookup localhost'--

$20%

(sleep%2050)

<?xml version="1.0" encoding="IS0-8859-1"?><!DOCTYPE foo [<!ELEMENT foo
ANY><!ENTITY xxe SYSTEM "file://c:/boot.ini">]><foo>&xxe;</foo>
{77*88}

Jlucmune 3. Ilpumep cnucka 3Hayenuti NOAE3HbIX HAZPY30K O MOOYJISL MymMayuu
Listing 3. Payloads examples for mutation

YKka3aHHBIN CITUCOK MOJIE3HBIX HATPY30K OY/ET UCIIOJIb30BaH B KAYECTBE MapaMeTpa JJisi MOTYJIst
MyTanuu. B ocHOBe paGoThl MO MyTalLlMi UCTIONB3YIOTCS CIIEAYIOLIHE QYHKIIMU U3MEHEHUSI

JaHHBIX:
1)

2)

3)
4)

5)

6)

7)
8)
9)
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WHBEPCUA HaHHBIX: CHy‘IaﬁHLIM o6pa30M BI)I6I/IpaIOTCH 6I/ITI:-I BXOJIHBIX OAHHBIX U HUX
KOJIMYECTBO, 3aT€M HaJl HUMU IPpou3BoaAnTCs 3ameHa ¢ 0 Ha 1 1 Hao0opoT;

COKpalleHUE JIaHHBIX WM MEPENOJIHEHNE: COKpAIaeTcsl KOJNYECTBO MEPEMEHHBIX s
rnapaMeTpoB 3alpoCOB WJIM COKpAIIAlOTCA JJUHBI [epeJaBaeMblX JaHHbIX. Jlis
TICPCIIOJTHECHUA MCIOJB3YETCA IOoJada Ha BXOJ JaHHBIX C }IﬂHHOﬁ, npeBLImanmeﬁ
JIOIYCTUMYIO WJIM C IOMOIIBIO IOLIATOBOM MHKPEMEHIIMH, IJie KaKAO€ IMOCIeAyollee
TeCT-3HaUCHUE YBEIUIMBAETCS 110 JIHHE Ha | 6uT mu 1 OaiiT;

npeodpasyeTcst YUCa0BOH popmar;

BHECEHHE WHTEPBAJIOB: BO BXOJIHbIE IaHHBIE JO0ABIISIOTCS MHOXKECTBA IPOOEIIOB, 3HAKOB
(dbopMaTHpOBaHus, HAapUMeEp, MEPexojbl Ha HOBYIO cTpoky (“/n”, “%0a”), a Taxke
HCTIONB3yeTCsl TeXHUKa KoaupoBanus — Percent-encoding (mo6asnenus 3uakoB % B URI
WIH B IPYTHX MapaMeTpax 3alpocoB, HAIpUMep B TaHHBIX);

npeoOpa3oBaHue (OpPMATOB: U3MEHSETCS KOAMPOBKA WM TPOU3BOIMTCS CEpUATH3ALMS
00bekTOB (mpeoOpa3oBaHue 00beKTa (mapamerpa) B IOTOK OaiToB (OWTOB) s
COXpaHCHMS WM IIepeiadyr B HaMsITh, 0a3y JaHHBIX W (aiin);

MOIH/I(i)I/IKaLH/IH CTPOKOBBIX MJIN YHUCJIOBBIX 3HAYCHHI: CTPOKOBBIC 3HAYCHU 3aMCHAIOTCA HA
TUTIOBBIE 3HadYeHWsI i1 oOHapyxkenus paepexkroB Wb, npu sToMm, u3MeEHseTCS
PaCIOJIOXKEHNUE BXOAHBIX HTaHHBIX CquaﬁHBIM 06pa30M B 3arpoce. YucnoBele 3HAYCHUS
3aMCHAIOTCA Ha OTPUIATCIIBHBIC WM HAa 3HAYCHUA C nnaBaromei/'I TOYKOIA.

pacoiMpC€HUE JaHHBIX: IIPOU3BOJUTCA }Iy6J'II/IpOBaHI/Ie JaHHBIX, MMOBTOPEHUE MapaMETpOB
3amnpoca, CrydaiiHOe YBEeJIMUeHHe YKCiia 3HAYSHUH ISl OTHOTO M TOT'O XKe [apaMeTpa;
paHIOMH3alMs JAaHHBIX: Ha BXOJ IapaMeTpoB 3alpoCOB IOJAIOTCS CilydaiHble
MOCIIEZIOBATEILHOCTH B TpeOyemMoM (hopmarte mim ¢ MogudukanusMu Gopmara;
KOHKaTCHAIWA WA CABUI': IPOU3BOJNUTCA O6'be}1PIHeHI/Ie JaHHBIX WUJIN JIMHEWHBIA CABHUI HA
CITy4ailHyIO BEJIMUUHY.
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Tumsl JaHHBIX JUIA KaXAOro IabJIoOHa MHKPOCEPBHCOB MOTYT OTIM4YaTcsi. BBuamy 3rtoro
peann3oBaHa aBTOMAaTHYECKasl IOJCTPOHKa MyTaTopa K TpedyemMomy (opmary NaHHBIX.

Taxxe, B cOCTaBe peLICHUs, PEaTI30BaH MOAYJIb IOJCTAHOBOK. B OCHOBE MOAYIIS JIEXKUT AJITOPUTM,
KOTOPBIi HA OCHOBAaHMH LIA0JIOHA U MOJIE3HOH HAarpy3KH, TeHEPUPYET MOCIIEA0BaTEIbHOCTh BBI30BA
¢ynknmii - APl B coctae AC W perilaMeHTHpYeT IIOJIO)KEHHE CreHepHUpPOBaHHOM
MOCJICIOBATEIPHOCTH W3 MOJIYNA MyTanui, Oe3 mnoBTOpeHHH. I[IpuMmepsl CreHepHpOBaHHBIX
BBIXO/IHBIX JaHHBIX JUIS TECTUPOBAHMSI MOTYT UMETh BUJI, TOKa3aHHbIH Ha JlucTuHre 4.

{“channel”:”0%20’../../../etc/passwd..”}
{“channel”:”inform, 0+123"}

{“channel” 7wy ey

{“"-dl-.echo’1’;sleep 9999999”7:[]}
{“channel”:”0%20’../../../etc/passwd..”}

GET /api/vl/service n?$%$%%8%%%s51eep$$820099999%30001

Jlucmune 4. IIpumepvl ceeHepupo8aHHbIX 8bIX0OHBIX OAHHBIX OJisL MECUPOSAHUSA
Listing 4. Examples of generated output for testing

J171s1 KOHTPOJISL COCTOSIHUSI TECTUPOBAHMS OTBEYAET MOAYJIb JETEKTUPOBAHMS, KOTOPBIH COXpaHIET
HOJIy4eHHbIE Pe3yIbTaThl (Ja33UHI-TECTOB, aBTOMAaTUUECKU aHATHU3UPYA CIEAYIolIee:

1) aHOMaJbHBIE OTBETHI CEPBEPA;

2) o0pabaTrbiBacMbIe OIINOKH;

3) HWHTepBabl BpDEMEHU MEXK/IY 3al[POCOM M OTBETOM;
4) craTychl OTBETOB;

5) manenme (DOS — Denial of Service) moacucremsi;
6) wmanuuue TMNOBBIX nedektoB UB;

7) curHatypy oTBeTa.
I[Ipu nposenmeHnn ¢a33uHT-TeCTOB Kakoi-mubo API|-QyHKImm, npuMmeHseTcss MeTox BBI30Ba
CBSA3aHHBIX LIENIOYEK JAHHBIX, KOTJa BHIXOJHbIE MYTUPOBAaHHBIE IaHHBIE CHOBA MOAAIOTCS HA BXOJ
MoIyns Myranud. [IpuMeHeHHe Takoro KOHEYHOTO aBTOMara oOecreduBaeT Oojiee IIONHOE
nokpeitue [7]. Eciu B pe3ynbraTe Kakoro-iubo Tecta ObLIO MOJTYyYeHO BPEeMsi OTBETA, KOTOPOE
OTIMYAeTCs OT MPEOBIAYIIMX 3ampocoB ans ucciemyeMoit API-QyHKIMH, TO MPOW3BOIUTCS
OTIIpaBKa CTaHJAPTHOTO 3ampoca, 0e3 TMONE3HBIX Harpy30K, a 3aTeéM MTOBTOPSETCS MyTHPOBAHHBIH
3amnpoc, JUIs KOTOpOro Obula 3aMeueHa aHoMaiMa. EciM OTKJIOHEHHE MOBTOPSIETCs, TO Takas
Harpyska moMevaercs, Kak MmoTeHIuanbHbI qedext Ub.
KonngecTBo MyTaruii BBIXOJHBIX JAaHHBIX 337a€TCSl C IMOMOIIBIO MapameTpa IIyOHHBI MYyTaIluu
(moBTopenuit mytarun) — J. OHa MyTalys paBHa OHOMY TecTy. Yem Oomblie riayOnHa MyTanui
Y, COOTBETCTBEHHOE MM KOJIMYECTBO TECTOB, TEM OOJIbIlIasi BEPOSTHOCTh OOHAPYKeHHS Je(PEeKTOB.
Taxke MOXXHO HACTPOMTh MakcUMyM J, 4YTOOBI JaHHBIE MapaMeTPOB HE HUMEJIH CIIHIIKOM
CIyJaiHbIl xapaktep. Peakims ommOOK KOJa MHUKPOCEPBUCOB JJII OMMCHIBAEMOTO METOJa HE
YUNTBIBAaETCS M3-3a OrpaHHYEHHH 0OpaTHOH cBsA3u. B 1emnom, mpenmaraemsiii mMeTox da33uHra
MO>KHO OIUCAaTh CXEMOM, MOKa3aHHOM Ha puc. 2.
B mporiecce a33mHra MUMEHHO MOTyJIeM AETEKTHPOBAHMUS MPOUCXOINUT N3MEPEHHE BPEMEHH OTBETa
Jutst kaskzoro 3anpoca k AC. CobuparoTest Bce 3HaUeHNS! BpDEMEHHbBIX MHTEPBAJIOB U Kaxaoit API
(yHKIMM BCeX moJicucTeM. B Xoze aHann3a Takoi CTaTHCTHKH OBUIO 3aMEYEHO, YTO MPH OTIIPABKE
K CHCTEME HEKOTOPBIX MyTHPOBAHHBIX 3aIIPOCOB, COAEPKALIUX MOJIE3HYIO HATPY3KY, P 3HAUCHUH
BpPEMEHHU | yBEIMYEHBI 110 CPABHEHHIO C JIPYTMMH 3aIIpOcaMH. ABTOPOM CTaThH Obla BBIABUHYTA
TUIOTE3a O TOM, YTO TaKO€ MOBEJECHUE CBA3aHO C TEM, UYTO MHKPOCEPBHCHI HCIOJB3YIOT
JIOTIOJTHUTENBHBIN pecypc Ai1si 00pabOTKM OTBETOB B BUJIC BHITIOIHEHHS! CHCTEMHBIX KOMaH]I, YTEHHS
(haiiytoB WITH BBIMTOJTHEHHS WHBIX MaTEMaTHICCKHUX OTEPALfii, BBHYy Y€TO M BOSHUKAET BpeMEHHAs
3anmepka. Takyke, aBTOPOM CTaThd ObUIa BBIABHHYTa W JApyras THUIOTE3a O TOM, YTO TaKoe
MIOBE/ICHHE MOJKET OBITH CBsI3aHO ¢ HanmuueM aedextoB b B Mukpocepsucax.
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1%
Moay.e Toncwerena N
JeTeKTHPOBAHHA i*
PesyneTater/ CTaTHCTHEA
L v

Puc. 2. BvicokoyposHesas cxema npoyecca ghazsunea
Fig. 2. High-level scheme of fuzzing process

Jl71st mpoBepKH TUIOTE3 B MOYJIE JETEKTUPOBAHUS ObLT peain30BaH CIEIYIOIINUN alrOPUTM:

1) nunst KaKmo# MOJE3HOM HATPY3KM B COCTaBe epeaaBaeMoro mapamerpa Ha API ¢yHkiwio
JUISL COOTBETCTBYIOLIEH TTyOMHBI J coxpaHseTcst BpeMst 0TBeTa T CHCTeMbI Ha 3a1poc;

2) cobupaeTcs U aHATH3UPYETCsI CTATHCTUKA 3a/IePIKEK 3aIIPOCOB/OTBETOB B BUC:
ATIN=T1+ T2+ T3 +... +Tn;

3) eciu ATJn - ATJn-1 < 0, To Takoif pe3yJbTaT TeCTUpOBaHUs B Bujae curHatypst HTTP
3ampoca M OTBETA COXPAHSIETCs, KaK THITOTETHYECKHU COJIep KaIlnil edexT.

BrimenpruBeeHHas cxeMa Obljla peajn30BaHa aBTOPOM B COCTaBE NMPOrpaMMBl, HAMMCAHHON Ha
s3pike Golang, KoTopast He UCTOJIB3YET B CBOEM cocTaBe OTKphIThie (Open Source) pemeHus win
6ubnuorekn. OTO TMO3BOMWIO M30aBUTHCS OT 3aBUCHUMOCTEH. [l OTHpaBKHM 3ampocoB
MCIIOJIB30BAJICS CTaHAAPTHBIN makeT — net/http. [lnst moctrkenus nenei Gpa33uHr-TeCTUPOBAHKS B
OpraHU3alMIX MOTYT HCIIOJIb30BAThCS ONMCAHHBIE BBIIIE OTKPBIThIE, KOMMEPUECKUE PEILICHHS WIH
MOT'YT CO3/1aBaThCsI COOCTBEHHBIE HHCTPYMEHTHI KOMaH/IaMH Pa3pabOTKH, T1e OyAyT peaTn30BaHbl
(YHKIMM JETeKTUPOBaHMS U aHAIN3a BPEMEHH OTBETOB MHKPOCEPBHCOB. B paMKkax OmNMCaHHBIX
3aj1a4 aBTOPOM PEKOMEHIYeTCs MCIIOJIb30BaTh 32 OCHOBY OTKpBITOe penteHue nuclei [41], Ho npu
3TOM moTpedyercst pa3paboTaTh MOAYJb aHAJIN3a IMOJYYEHHBIX PE3YJIbTATOB C OCOOCHHOCTSIMH,
MPUMEHHUTEIBHO K Pa3INYHBIM OPTaHMU3aINAM U UX MUKPOCEPBUCAM.

6. AHanus MoJiy4eHHbIX pe3ysibmamoe u ebl800bI

PesynbraToM paboTHl pelieHus SIBISIETCST cOOpaHHOE MHOXecTBO 3ampocoB (HTTP-makeroB) u
OTBETOB Ha 3THU 3apOCHI, NosrydeHHble 0T AC. Ba)kHO OTMETHUTB, YTO MOJYJIb AETEKTUPOBAHUS HE
COXpaHSeT OJMHAKOBBIE OTBETHI CHCTEMBI, a TOJBKO T€, KOTOPBIE OTIMYAIOTCS OT 3TAJOHHBIX HIIH
Te, KOTOpBIE He ObIIN 00HapyX eHbI paHee. OTASIEHO COXPAHAIOTCS 3aIPOCHI, I KOTOPBIX BPeMs
OTBETOB OBLIO aHOMAJBHBIM (O0bIIMM). Takol TOAXO0 MTO3BOJISIET COKPATHTh pa3Mep pe3yiIbTaTa-
JIMCTUHTA, KOTOPBII MOXKET OBITH OOJIBIIMM B 3aBHCUMOCTH OT ITyOuHbI J. [Iponcxoaut cpaBHeHNE
Ka)XJIOTO HOBOT'O OTBETA C KAKIBIM COXPAaHEHHBIM, ITOKa He Oy/IeT MOIyYeH YHHUKAIBHBIN pe3yIbTaT.
B kauecTBe mapameTpa coxpaHeHUsI pe3yabTaTa, JJis 00ecTeueHus] CKOPOCTH 00paObOTKH JTaHHBIX,
Obuta BeIOpaHa B TOM 4YHWCIE M JJIMHA OTBeTa. Takue MeToAbl (UIBTPAlMH Pe3yJIbTaToB
o0ecreynBa0T MUHUMH3ALHIO JIOKHOTIOJIOKHUTEIILHBIX TECTOB. B 11€J10M pe3yIibTaThl IpOBEIEHHBIX
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pabor coOpansl B Ta0J1. 1, MOJIy4eHHO pU TeCTUPOBaHMK MHKpocepBrcHOH AC B TECTOBOM cpere

(cm. paznen 4).

Tabn. 1. Pesynomamol npogedeHHbIX (az3une-mecmos

Tablel. The results of the fuzzing tests

KoauyectBo KonuqecTnouAPl Cayouna Bpems ¢a33unr- ;f{(;nl(l:;e:;:& ;f{lﬂlgjle:;:&
MHMKPOCEPBHCOB yHknmii MYyTalHH TeCTUPOBAHMSA OTBETOB BpPeMEHHBIX
3a/IepiKeK
1 5 10 ~ 5 MuHyT 1 1
10 93 30 ~ 60 MHHYT 2 2
100 1068 20 ~ 500 MuHyT 11 13
200 3015 10 ~ 3000 MunyT 37 23

KoneuHo, npuBeneHHble B Taba. 1 naHHble CyObEKTHBHBI M 3HAUCHUSI OYAYT CHJIBHO 3aBUCETHh OT
MH(QOPMALMOHHOM apXHMTEKTYphl pa3IMYHBIX oOpraHuzauuii. IloaToMy mpu NpUMEHEHHH
OIMCBHIBAEMOI0 MOAXOJa, TPeOyeTcss SMIMPUYECKH pacCUUTaTh CpexHee BpeMs 00paboTKH
3alpoCcOB M pa3paboTaTh KPUTEPHH aHajIM3a YHUKAIbHBIX OTBETOB. MHOTrAa, BO3HHMKAIOT Clly4au,
KOT/1a MHKPOCEPBHUC M3-3a OOHOBJICHHH, BIUSIHUS JPYTHUX HPOLECCOB, BBICOKOW HArpy3KH MOJKET
BBIZIABATH JIOXKHOTIOJIOKHUTEIBHbIC PE3YNIbTaThI, B BUE ommOoK (500 cTaTyc) min B BUE BBICOKUX
BPEMEHHBIX 3aJI€PXKEK Ha OTBETHI, ITI0ITOMY BCE IOMOOHBIE PE3YNbTATH (a33HMHT-TECTUPOBAHUS
IPOXOAAT MOBTOpHOE cKaHWpoBaHue. [locie mpoBenenns paboTsl st uccieayemoir AC, Habop
THIIOTETUYECKUX JIE(PEKTOB aHATH3UPYETCS B paMKaxX OJHOTO MHKPOCEPBHCA, TIE NPHUMEHSIETCS
TaKoH ke HaOOp BXOAHBIX ITAPaMETPOB Ha 3Tamne J, MpH KOTOPHIX ObUIa OOHApY)KEHA 3aiepiKKa:
MPOBOJIUTCSl HANPABJICHHBIA ITOBTOPHBIH OJMHOYHBIA TECT Uil TOTO, YTOOBI OIPOBEPIHYTH HIIH
HNOATBEPAUTH HANN4ne Ne(eKToB.

B pesynpraTe mpoBeAeHHWS HCCIENOBaHUSA, OBUIO TOJNYYEHO, YTO BPEMEHHBIE 3aICPKKH —
JeHCTBUTENFHO OOYCIIOBJICHBI TE€M, YTO B pSAAE CHUCTEM COJIepXkKaTcsi MOTEHIMATIbHO OIAacHBIC
nedextsr Mb. TloaToMy BO3HMKArOT OTKa3bl MM BpeMsi OTBETa BO3PAcTaeT MO CPABHEHHIO C
Jpyrumu orBetaMu. HeckonbKo TakMX TECTOBBIX IPUMEPOB, KOTOPBIE IEHCTBUTENBHO SBISIINCH Ha
MOMEHT wuccienoBanus nedpexkrtamu Wb, mpuBenensl B Tabm. 2. KoHe4HO, IO 3THYECKUM
co00pakeHHsIM, B paMKax CTaTbH, HEKOTOPbIE JaHHBIE 00 0OBEKTE MCCIICTOBAHUS OBUTH U3MEHEHBI.

Ta6n. 2. [Ipumepsl 3anpocos ¢ none3Hol HA2PpY3KOU, OMEemo8 U 8pemMs OMeemos
Table 2. Requests examples with payloads, answers and response time

Bpems oTBeTa
Ne IIpumep HTTP 3anpoca (Tect) IIpumep oTBeTa Ha 3anpoc (MmHCeKRy M)
. HTTP/2 2 K
GET /aa/settings/?sender=user&pl=web HTTP/2 / (_)0 o
Host: app.mobile.xxxxxx.com:8899 Server: nginx/1.20.2
+ 8PP-MOBIIE Jo0o0x.Com: Date: Tue, 17 Oct 2023 20:18:30 GMT
Content-Type: text/plain; charset=utf-8 Content-Tvoe: anplication/ison
1 |Content-Length: 50 YPe: app ) 6413 mc
Content-Length: 91
mdata™"input” "command” ™ /n pin )
iztiaéao 1|"}put ; “command”: *; /n ping {"data":"message", "print": "Oummbka!
o ITpoBepbTe BXOAHBIE MaHHbIE."}
POST
5 /api/v2/change/?%20%0a’%2d%2dselect%20*fro [HTTP/1.1 500 Internal Server Error 5422
m%20users HTTP/2 Server: Apache/2.4.25 Me
Host: app.mobile.xxxxxx.com:8899
POST /sl/trace?start=%7dAAAAAAAAY%TH
3 [HTTP/2 Her orBera -
Host: app.mobile.xxxxxx.com:8899

Ha puc. 3, puc. 4 u puc. 5 npuBeseH BBIBOJ PE3yNbTaTOB i 3ampocoB 1, 2 u 3 u3 Tabm. 2,
COOTBETCTBEHHO. Kak BHIIHO M3 PUCYHKOB, OTBETHI Ha 3alPOCHI, KOTOPbIE HE COepKau JIe)eKTOB,
HNMCIOT MCHbBIINE BCIINYUHBI BDEMCHU OTBETA T. Taxxe CJICAYCT 3aMCTUTh, YTO CTATYC MJIN TEKCT
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OTBETa MHUKPOCEPBUCOB, HE BCET/IA SBISCTCS KOPPEKTHBIM M SIBHO HE CBUJICTCIBCTBYCT O HATHMYHH
B AC kakoro-mu6o aedexra Ub.

Puc. 3. Ilpumep Ne 1 o6napyscenus degpekma UB cpedu mHodcecmsa 3anpocos
Fig. 3. Example No. 1 of detecting a defect among many requests

Puc. 4. Ilpumep Ne 2 obnapyscenus oegpexma Ub cpedu mHodcecmaa 3anpocos
Fig. 4. Example No. 2 of detecting a defect among many requests

Puc. 5. Ipumep Ne 3 obnapysrcenus degpexma B cpedu mHodcecmaa 3anpocos
Fig. 5. Example No. 3 of detecting a defect among many requests

B pesynbrate, OBIIO YCTAHOBIIEHO, UTO AT KaXkaoro tuna aedexra b cooTBeTcTBYIOT paszHsie AT.
Hanpuwmep, nis nedexros tuna DOS — AT, kak npaBuio, pruHUMaeT camoe 0oJIblIoe 3HaYCHUE, a
camble HU3KME Tokasarenu AT oOHapyxuBanuch st aedpekros tuma IDOR (Insecure direct object
reference).

IIpn mnpumeHeHMH pa3paboOTaHHOTO pelIeHus (a33UHT-TECTUPOBAHUS JUIL  HCCIIeAyeMOM
mukpocepBrcHOH AC OBLIO IOTYYEHO CIEayIoMIee:

® OTCYTCTBYET OoJblIast Harpy3Ka Ha TECTHPYEeMble MUKPOCEPBUCHI;

® 3(h(hHeKTUBHOCTH Pa3pabOTKU M BPeMsl HE CHUXKAETCs, HECMOTPS Ha TO YTO Ha TECTOBOM
KOHTYp€ MOCTOSIHHO MPOBOJAUIUCH pa0O0ThI Pa3IUYHBIMU KOMaH/IaMHU;

e o0ecrieunBaeTCs BBICOKOE MOKPHITHE MUKPOCEPBUCOB, MMOCKOJIBKY HCIIOIb3YETCS
YHHMBEpCaJbHbIHN 11a0I0H, mpuMeHseMbIi ko Bcelt AC cpasy, T1e uccneayeTcs Kaxaas
API ¢pynkius 1o crenupuKanii caMmoro cepBrca;

® aBTOMAaTH3MPOBAHHO NMPOM3BONTCS aHAIN3 OTBETOB CEPBEPA U X BPEMEHHBIX
HMHTEPBAJIOB [T KaX/I0M CreHEepHPOBAHHOM MOCIEI0BATEIFHOCTH, IIEPEIaHHON Ha BXO
API ¢yHKIIMH, 9TO COKpAIIaeT BpeMs MPH PYIHOM (IMIHPHUIESCKOM) aHAJIH3E;

® IIPOM3BOJUTCS aBTOMaTHUYECKasi HACTPOIKa B COOTBETCTBUH C IPOTOKOJIOM CepBepa U
TUTIOM 00pabaTeiBaeMOi HHPOPMALIH, YTO ITO3BOJISAET IPOU3BOIUTH IIPOBEPKH
HEMpPEPBIBHO, B TOM 4KCIIe B pamkax mporecca CI/CD [49];

e HeT MPUBS3KU K GOpPMAaTy JaHHBIX, a THIT JAHHBIX OINpeesieTcs Ha OCHOBAaHHH aHATN3a
JAHHBIX U3 Ma0J0HOB 3alIPOCOB/OTBETOB HA BCEX 3TANax TECTUPOBAHMSA, YTO MO3BOJISET
HE TPATHUTh BPEMS U PECYPCHI Ha 3aITyCK HHCTPYMEHTOB (ha33WHTa MPUMEHHUTENBHO K
KaKJJOMY MUKPOCEPBUCY B OTAEIbHOCTH.
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7. 3aknro4vyeHue

B pamkax HacTosied cTaThM OBUIO YCTaHOBIEHO, uTO pasnuunsle APl B crpykrypax
MHKpPOCEPBUCOB, MOTYT cCOJepkaTh pasiuuHble Tunbl nedexkroB Mb u ommbok. [lng ux
oOHapy>XeHHs HE0OXOJUMO NMPOBOJNUTH (ha33UHI-TECTHPOBAHUE, B COOTBETCTBHH C TPEOOBAHUIMHU
peryJsTopoB U peKOMEHIAIMIME cTaHaapToB. [Ipu npoBeneHNH (a33MHT-TECTUPOBAHUN OTAEIBHO,
JUISL Ka)KI0OTO MHKPOCEpBHCAa MOTYT BO3HHKATh NMPOOJIEMBI, CBS3aHHBIE C COOJIIOZEHHEM CPOKOB
pa3paboTKu U CHIKEHHEM (P PEKTHBHOCTH B KPYITHBIX OpraHm3aIisax. OnicaHHBIA B HACTOSIIECH
cTaTbe MeTox (Da33MHI-TeCTUPOBAHMS NS BhIABICHUA AedekroB VB, ocHOBaHHBI Ha OLCHKE
BPEMEHHBIX HHTEPBAJIOB OTBETOB PAa3JIMYHBIX MHKPOCEPBUCOB, IOJade MYTHPOBAHHBIX JAHHBIX
TOJIE3HBIX HATpy30K Ha BXox API-QyHKIUH, mpu HMCHONB30BaHUM METOIOJOTHHA «CEepPOTO» HIIH
«4EPHOTO SIHKaY - oKazaycs 3GpeKTUBHBIM. [Ipn TakoM 1oaxo1e HapyIIEHUH CPOKOB pa3pabOTKH
He BbLIBIICHO. Takxke, okazanoch 3()(GEKTUBHBIM M IPUMEHEHHE MpoLeayphl (az3uHra cpaszy Ko
BCEH MMKPOCEpBUCHOH cTpyKType B pamkax AC, rine obecrieunBaeTcsl NMOJHOE MOKPHITHE BCEX
noctynHblx API-¢ynkumii. [1penaraemplii METO U pellieHne CEeroiHs MPUMEHSETCs, KaK OJIMH 3
BapHaHTOB MpOBeIcHUs (Da33UHI-TECTHPOBaHHsA B KpymHO# opranmsauuu [52]. Cam wmeTon
TIO3BOJIMJI BBISIBUTE cieayronue Tuisl nedexros Ub:

¢ RCE (Remote Command Execution/Remote Code Execution);
o LFI/RFI (Remote/Local file inclusion);

e SQL-uHBEKINH;

e DoS (Denial of Service);

o IDOR (Insecure direct object reference);

o XXE (external entity injection);

e  OIIMOKM JIOTHKH U PsII APYTUX.
OmucaHHBII B CTaTbe METOJ PEKOMEHAYeTCS INPHMEHSATh B KPYIHBIX OpraHH3aIMAX, IIe
UCIIONIb3YETCST MUKPOCEPBHCHAs CTPYKTypa, KaK JONOJHHUTEIBHOE WM OCHOBHOE pEIICHHE MO
obecreueHn0 MHPOPMALMOHHONW OE30MaCHOCTH Uil TOrO, YTOOBI NPEIOTBPAIlATh KPUTHYHBIC
0TKa3bl HHOPACTPYKTYPHI U (PHHAHCOBBIE OTEPH.
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AHHoTaums. B cratbe paccMoTpeHa mpobiemMa 0OHapYKEHUS M JIOKaIW3alHi OLIHOOK MOIYJSPHOTO KOAa.
PaccMOTpeHO MpPUMEHEHHE SHTPONUM Ul OOHAPYKEHUS OIIMOOK IOJMHOMHAIBHONW CHCTEMBI KJIAacCOB
BBIYETOB, UCIIPABJICHHE OIMIMOOK B KOTOPOW OCYIIECTBISIETCSI METOJOM HAHOOJNBIIEro HpaBaonomoous. st
CHCTEMBI OCTATOYHBIX KJIACCOB IIPEIOAKEH IOAXO0]] K OOHAPYKEHHIO OIIUOO0K Yepe3 IHTPOIHUIO, HO3BOJIFOIIUN
OOHapyXHUTh OIIMOKKM OONBIIEH KPaTHOCTH, IO CPABHEHMIO C KJIACCHYECKUM IOAXOAOM. J[yIsi McIpaBiIeHus
OLIMOOK PacCMOTPEHBI METO bl HAaNOOJIBIIIEro MPABIOIOA00US U METOL IPOSKINi. BBeeHHbIe orpaHnYeHNUs
Ha n30bITouHOE ocHOBaHHEe COK mo3BONMIO OOHAPYKUTH HE TOJBKO BCE OJMHOYHBIC OIMHOKU IO paboumm
MOJLYJISIM, HO TakKe U psi] OIMOOK IO AIBYM OCHOBaHHUSIM. IIpe/iioxkeHa cucteMa HaJIe)kKHOTO Pacpe/ielieHHOTo
XpaHEHMI, TO3BOJISIONIAs OOHAPYKUTh M HCIIPABUTH OLIMOKH, BO3HUKAIOIIHE TIPU IIPUEME JTaHHBIX U3 00JIaKOB.
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Abstract. The paper considers the problem of error detection and localization of modular code. The polynomial
residue number system represents the input number as a set of polynomials over the finite field GF(2™), which
are residues from dividing the original polynomial by a set of irreducible polynomials. The introduction of
redundant moduli provides the required corrective capability of the noise-tolerant code. The application of
entropy for error detection of a polynomial residue number system, error correction of which is performed by
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the maximum likelihood method, is considered. In the residue number system, a number is represented as
residues from division by a set of mutually prime numbers. An approach to error detection through entropy is
proposed for the residue number system, which allows to detect errors of higher multiplicity compared to the
classical approach. The maximum likelihood and projection methods are considered for error correction. The
introduced constraints on the control modulo allowed us to detect not only all single errors on working moduli,
but also a number of errors on two moduli. A computational experiment was carried out to investigate the
corrective abilities for three sets of moduli {3, 5, 7, 8}, {3, 5, 7,37}, {3, 5, 7, 71}. A reliable distributed storage
system is proposed to detect and correct errors that occur when data is ingested from clouds.
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1. BeedeHue

Jlist MHOTHX yAQJICHHBIX HMH(PPACTPYKTYPHBIX OOBEKTOB, TAKMX KAaK CHUCTEMBI KOHTPOJS Ha
KeJe3HOW Jopore WM HedTenepepadaThBAOIICH MPOMBIIUICHHOCTH, BaXXHO oOOecreveHue
HaJIe)KHOHM paboThl U TapaHTHPOBAHHOMN JOCTOBEPHOCTH MOJYy4aeMbIX pe3ynbTaToB. [Ipu aTom ais
KaHaJIOB CBSI3M BEPOSTHOCTh OJHOKPATHBIX OIIMOOK 3HAYMTEIBHO BBINIE BEPOSTHOCTH OLIMOOK
oonpiiel kpatHoctd [1-2]. Takum oOpa3oM, akTyalbHOH SBISCTCS NpoOIeMa HCIOJIb30BAHUS
KOPPEKTHPYIOLIUX KOJOB, MO3BOJISIONUX OOHAPYKUTh U HMCIPABUTh OJAMHOUYHYIO OmIHOKY. [Ipu
3TOM HUCIOJIb30BaHHE KOPPEKTUPYIOLIUX KOJIOB CBSI3aHO C IPOOJIEMO, YTO 3a4acTylo HHpOpMAaIys
B HHUX CTPOTO JCIHUTCS HAa WH(POPMALMOHHYIO M KOHTPOJIBHYIO, IIPH 3TOM KOHTPOJbHBIC IHU(PHI
YKCJa HE TO3BOJISIFOT MPOW3BOMUTH BBHIYUCICHHS Haj n30bITouHbiME unciamu [3]. K komam, B
KOTOPBIX ~ HH(pOpMALMOHHAS W  KOHTPOJbHAs YacTH YHCIa DPaBHOICHHBI, OTHOCATCS
MOJMHOMHAJIbHAS CUCTEMA KJIACCOB BBIUETOB M CHCTEMa OCTATOYHBIX KiaccoB. Jlisi obecreueHus
BO3MOXKHOCTH ONPE/IENIEHHs] OUIMOOK PACCMOTPUM MOHSATHE SHTPOITHH.

PaccMOTpuM MOAXOM K ONMPEIETICHUIO «KOJMYecTBAa HH()OPMALIIY», PACCMOTPEHHBIN B cTathe [4].
Ecnu B HEKOTOpOM MHOXKECTBE X, cOCTOsIIEM 13 N 3IIEMEHTOB, 3a/IaHa IEPEMEHHAS X, TO SHTPOIHS
NIEPEMEHHON X paBHa

H(x) =log, N.

IMpu sTOM 151 TIEpeayum KomuecTBa HHGopManuu I Heo6xoaumo ynotpedsts [log, N| mBondHbIx
cuMBOJIOB. Hampumep, A KoaupoBaHUS B ABOMYHOM cHcTeMe cumcieHus uyucen oT 0 mo 5
Heobxoaumo [log, 6] = 3 ABOWYHBIX 3HAKA.
Ecnu nepemeHHbIE X4, Xy, ..., X;, IPUHUMAIOT 3HAYEHUS U3 MHOXKECTB, cocTossuux u3 Ny, Ny, ..., N,
JJIEMEHTOB COOTBETCTBEHHO, TO

H(xq, %5, oy %) = H(xq) + H(xp) + -+ + H(xy).
PaccMoTpuM TpHMEHEHHE JAHHOTO TOHATHSA JUIl OOHAPY)KEHHWS W HCIPABICHUS OLIMOOK
[IOJINHOMMAJIBHOM CUCTEMOM KJIACCOB BBIYETOB U CUCTEMOM OCTATOYHBIX KIIACCOB.
[lanee craTbs opraHn3oBaHa cileAylomuM oOpa3zoM. B pasnene 2 paccmoTpeHa monnHOMHAIbHAS
cUCTeMa KJIacCOB BBIYETOB C BO3MOKHOCTBIO OOHAapY)KEHHMs W KOPPEKIMH OIIMOKHM Ha OCHOBE
SHTPONHUHU U METO/Ia HauboJIbILIEro MpaBaononobus. B pazaene 3 paccMOTpeHbl KOPPEKTHPYIOIINE
CBO¥CTBA M30BITOYHON CHCTEMBI OCTATOYHBIX KJIacCOB. B pa3zmene 4 paccMOTpeH BEIYHUCIUTEIHHBIIN
9KCIEPUMEHT, OTMCHIBAIONINI 0COOEHHOCTH OOHAPYKEHHUS U HUCIPABIICHNS OIINOO0K C U30BITOYHBIM
MOAYJIEM CHELUUAJIBHOTO BUAA. B pasgene 5 paccMoTpeHa MOZENb CHCTEMbl HAJEKHOIO
pacmpeneneHHOr0 XpaHeHHsS B CHCTEME OCTAaTOYHBIX KJAaccoB. B 3akmo4eHnu 000O0IIeHBI
MOJyYEHHbIE pE3ynbTaThl M JaHbBl PEKOMEHJAIMKM 10 MCHOIb30BAHUIO KOPPEKTHPYIOLIUX
MOJyJISIPHBIX KOJIOB.
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2. Koppexmupyrouwyue ceolicmea mMoO/IUHOMUANILHOU cucmeMbl Kiaccoe
eblyemos

OpmauM U3 crmocoboB obecrieueHns HaJe)KHOCTH IPY XpaHSHUH WHPOPMALUK B 00JaKaX sBISETCS
WCIIONB30BAaHUE TpU pasfelieHnH MaHHBIX cxeM pasgeneHus cekpera (CPC), B dacTHOCTH
B3BemeHHbIXx CPC [5], B KOTOpBIX AaHHBIC ACNATCSA HA NOJNH Pa3HOTO pa3Mepa, 3aBHUCAIIETO OT
HaJe)KHOCTH XpaHWiuma. lVIcxonHble JAaHHbIE MOTYT OBITh BOCCTAHOBJEHBI B Cllydae
HEKOPPEKTHOCTH OJHOM WJIM HECKOJIBKUX AOJEH.
B xauecTBe cxeMbl pa3/JeleHus CeKpeTa MOKeT OBbITh B3sTa M30BITOYHAS OJIMHOMHAJIBHAS CHCTEMa
kiaccoB BberuetoB (IICKB, PRNS). Bo3bmeMm wucxonmHele naHHble A, KOTOpble MOTYT OBITH
Tpe/ICTABIIEHE! B Bue MHorounena Ap(x) Han nomem GF(2™) B Bune Ap(x) = Y ™71 f; - xt, rae
fi €{0,1} [5].
N36srrounas [ICKB mpeacTasisier co60ii HA00P M3 1 HEMPHUBOIUMBIX MHOTOWIEHOB M4 (X), m, (x),
, My, (x), rme n — obmiee komrgecTBo Momyieit [ICKB, r — KoHYecTBO H3OBITOUHBIX MOYJIEH
IICKB, torma k = n — r — KoJM4ecTBO paboumx MOIyJeH, mpu 3TOM d; — CTeTIeHb MHOTOYJICHA
m;(x). Torma nro6oii MuorowieH Ap(x) mpeacTaBaseTcs B BHIE OCTATKOB OT JEJEHHS HA MOJIYJIH
IICKB, T.e. Appys = (a1(x),a,(x), ..., an(x)). Tlpu 3TOM M(x) =1L, mi(x) — paGounii
JMana3od [0 M (x)) co crenensio D = degM (x) = YK . d;, a M(x) = [TL, m;(x) — monmsrit
JMana3od [O,M(x)) co cremensto D =degM (x) =Y",d;. Ecmu degAp(x) <D, ToO
npencrasnenne Ap(x) eqUHCTBEHHOE.
3a cyeT BBOAMMBIX H30BITOYHBIX MOJYJIEHl MOXKET OBITH INPOBEICHO OMNpEIeNICHHE OIIHUOKU
BBIYMCIICHUS WIM Tepeladyd AaHHbIX. EcCin MonydeHHbId NpU BOCCTAHOBJIGHWH MHOTOYJICH
ynosueTBopsieT BblpakeHHI0 deg Ap(x) < D, TO MHOTOWICH KOPPEKTEH WIN COJECPXKUT Ooiee
CJIOKHYIO KOMOHMHAIIMIO ONIMOOK, 4YeM CIOCcOOCH pacro3HaTh H3O0BITOYHBIM KOJ, €CIH XKe
deg Ap(x) = D, TO MHOTOWIEH COACPXXUT OmMOKYy. Takum o00Opa3zoM, ommbOka MOXKET OBITh
o6Hapy’keHa, eCIIi MHOTOUWIEH HMeET CTeTleHb GOMbIIyI0, MO0 paBHYIo D, HO MeHbIIyIo D.
O/HUM M3 HOAXOAOB K BOCCTAHOBJCHHIO MHOTOWIEHA M3 €ro MpEJCTaBICHHS B BHAE OCTATKOB

SABJIACTCA BApUAHT Kuraiickoit TCOPEMBI 00 ocraTkax JJIA MHOT'OYJICHOB, 4 UMCHHO
n

400 = Y @@ A7 @], |
i=1 M (x)
rae M;(x) = M(x)/m;(x) n |Mi_1(x)|mi(x)

BBITIOJTHAETCS |1\71i'1(x)|m_(x) - M;(x)mod m;(x) = 1.
13

— MYJbTHUIUIMKAaTUBHBIC HWHBCPCHUH, I KOTOPBIX

PaccMoTpuM BoIpoc M30BITOYHOCTH JaHHBIX. MHOrOYIIeH, BXOJAIIUI B paboumii 1Hana3oH, UMeeT
CTereHb, MEHbLIYIO D, TAKHM 00pa30M MOXHO CKa3aTb, YTO Ha MPEACTABICHUE HCXOJHOTO YUCIIa
Tpebyercss D 6ur. C ydeToM M30BITOYHBIX MOAYIEH cTeneHb MHorowieHa B m30birouHoit [ICKB
orpanudena D. Torzaa B cinydae cOaaHCHPOBaHHOW CHCTEMBI BCE OCTATKH MCIIONB3YIOT dy = d, =
- =d, = d 6uT 1 U30BITOYHOCTH PaBHA
R D 1 n-d 1 n—k
D k-d k

MHOrousIeH, CoAepKaIIHi OMHUOKY MOXKET ObITh TpeAcTaBieH B Buae Aprys = Aprns + Eprns:
npu 5ToM ommbka umeet popmy E (x) = B(x)M,;(x), rue B(x) — HenyneBoii MHOrounen, M, (x) =
[Tie; m;(x) u I — muOXecTBO OcTaTKOB 6€3 OubKH [5].

B crarbe [5] Takxke BBeIEHO TIOHSATHE SHTPOITHH TS TIOJIHHOMHUAIBLHOM CHCTEMBI KJIACCOB BBIYETOB.
TTockomsKy creneb Ap(x) mensme D, To Ap(x) MoxkeT npuHEMATh 2° pasnTHYHEIX 3HAYCHHS.
Torna, coriacho [4], surporus Ap(x) Gyzner paHa
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k
H(Ap(x)) = log, 2° =D = Z d;.
i=1
Ecma i € [1,n] m a;(x) = |Ap () |m,(x), T0 HTpOTIHA @;(X) pasHa d;:
H(ai(x)) = di'

Takum 06pasomM, ocTaTku a;(X) cofepkar HekoTopyto HHpopmaumo 06 Ap(x). Ecm H(a;(x)) =
0, TO OCTaTOK He coaepKUT uHpopMaruu o Ap(x), eciu sxe SHTpoNUs paBHa D, TO UMEETCs MOTHASK
urpopmanust o Ap(x). Ecinu xonudecTBO n3BecTHON HH(GOpPMAIUK GOJBIIE HIIH PABHO MCXOIHOM,

TO BBITMOJIHAETCS BBIPAKEHUE
k

Z d; > Z d;.

i€l i=1
Takum 00pa3oM, MBI MOKEM GE30ITMO0YHO BOCCTAHOBUTH Ap (X).
B [5] npuBenena cieayroras TeopeMa 00 0OHAPYKEHUH OIIHOKH.
Teopema 1. Eciu 3amaHa MONMHOMHANIBHAS CHCTEMA KJIACCOB BBIYETOB C N MOAYIsIMH My (X),
my(x), ..., m,(x), rae r — KOJMIECTBO N3OBITOUHBIX MOIYJIEH, M k = N — 1 — KOJMYIECTBO pPaboUnX
Moxyseil, To i MHorowieHa Ap(X), TPEACTABIEHHOrO B BHAE OCTATKOB Apgys =
(El (%), a,(x), ..., a, (x)) ¥ MHOXECTBA | OCTATKOB C OIIMOKO#, OIIOKA MOXKET ObITh OOHAPYKEHA,

€CJIM BBITIOJIHACTCA YCIIOBHUC
r

Z d; < z s

i€l i=1
Takum o0pa3om, At OOHapy:KeHus OmHUOKK ucnonbdyercst Teopema 1. Jlns nokanuzanuu u
UCMPaBJEHUs] OMKOKKA B cTaThe [5] MOTUPUIMPOBAH METOM AEKOJUPOBAHHS C MaKCHMAJIbHBIM
npaponogobuem (MLD) [6]. Hdust ucrmpaBieHusi OMUMOKA MHOMECTBO OCTATKOB 0e3 OmIHOOK
JIOJDKHO YIOBJIETBOPATH YCIIOBHIO Y;e; d; > D. B mporiecce oKanu3aniy U HCIIPABICHAS OMIHO0K
HAaXOMUTCS MHOXKECTBO V BO3MOKHBIX KaHIUIaToB Ap(x), yIOBIETBOPSIONINX YCIOBHIO
deg Ap (x) < D. Kaxplit u3 Bo3MoxHbIX Ap(x) o6o3nauaercs VE(x), T.e:

V= {Va(x0), VB, .., V20,

rae A — KOJIMYECTBO KaH/IHIaTOB, TOMAIAOIINX B pa3pelleHHbIH THana3oH.

ITockonbky B obmem cirydae IICKB oTHOCHTCS K B3BEIIEHHBIM KOJaM KOPPEKIHH OMIMOOK, IS
KOTOphIX d; # dy # +++ # d,;, To paccrosHue XommuHra Hl, koTopoe omnpejensiercs Kak
KOJIMYECTBO 3IEMEHTOB, 110 KOTOPBIM Pa3/IMYaloTCs Ba BeKTOpa Vipys 1 Apgrys, HE 0OECIIednBaeT
KOPPEKTHOM OLIEHKH, TIOCKOJIBKY OCTATKH HECYT Pa3sHOE KOJIMYECTBO MHpopManun 06 Ap(x).

Jlns BelumucieHus Beca XomMuura Hl, ammupata Vpgys = (vl(x),vz (x), ...,vn(x)) B Ciydae
IOJIy4eHHs] 3HAYCHUS C OMIMOKOH Appys = (El (x),a,(x), ..., a, (x)) B crarbe [5] mpemnoxeH
QITOPUTM COTNIACHO KOTOPOMY BBIYMCIEHME H}, NpOXOmUT B TpW »Tama: Ha NepBOM OTame
Beruncisercs Bekrop Xommunra h = (hq, hy, ..., hy,), tae h; = 0 kornma v;(x) = a;(x), unaue h; =

1. Ha BTOpOM Il1are BEIYHCIISIETCSI 0OpaTHas BEJIMYHHA BEKTOpa h, h = (hl, h,, ..., hn), rae h; paBHO

eIMHUIE, €CIIU OCTaTOK a;(X) He CONEpPKHUT OIMMOKW, B MPOTHBHOM Cilydae h; PaBHO HYIIIO.
TpeThUM ITaroM sIBIAETCS BEIYHCIEHHE BETNIHHBI SHTPONHH Hy), Kak Mo3IeMeHTHOE MPOH3BEICHIE

JABYX BCKTOPOB!: E = (El,ﬁz, ...,En) 1 BEKTOpA, COCTOALICTO U3 3HTp0HPII71 OCTaTKOB OT ACJICHUA,
@,(x). e Hy = B - hy, tne hy = (H(@,(0), H(@, (), ...,H(En(x))) = (dy,dy, .., dy).
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IMpumep 1. PaccMoTpruM K KauecTBe MOJMHOMHAIBHOW CHCTEMBI KJIACCOB BBIUYETOB HAOOP MOIYJIeH
+x+1,x3+x+1,x3+x2+1,x+x+1} mnma xoroporo hg = (2,3,3,6), pabounii
nuanazod M (x) = x8 + x® + x% + x* + x® + x? + 1, nonnblit quamason M = x* + x12 + x'* +
x1% + x7 + x® + x? + x + 1. U36bITOuHOCTs NaHHOH cHcTeMbl paBHa R = D/D —1 = 14/8 —
1 = 3/4. B cratse [5] B npumepe 4 yKka3aHO, YTO KAHAMAATH! JOKHBI YIOBIETBOPATH YCIOBHIO
degVi(x) <D =3k, d,.

Beenem B wMuorounen A(x) =x’ +x°+x3+x+1=(x+1,x>+x,x%x5+x3+x%2+1)
ommoKy 110 BropoMy moxyiio E = (0,1, 0,0), moayduM MHOTOWICH ZPRNS(x) =(x+1,x2+x+
L,xx +x3 +x2+1) =x2+x8 +x7 +x6 +x°+ 1.  ockombky  degApgys(x) > D,
MHOTOYJIEH COAEPKUT OIIMOKY.

B cooTBeTcTBUM ¢ TeopeMoii 1 MOryT ObITH OOHAPYKEHHI BCE OJMHOYHELIE OINMOKM, a TaKkKe
JBOMHBIE OLIMOKH 110 HEPBOMY M BTOPOMY, IIEPBOMY U TPEThEMY, BTOPOMY H TPETEMY MOJLYIISM.
Torna KaHAUAATaAMHU OYAYT

o V() =x"+x>+x3+x+1=(x+1Lx*+x,x%x5+x3+x%2+1)
it kotoporo Hr = 1, Hy, = 11;
o V,(x)=x%+x=(x+1,x%+x+1,x%1) qna xoroporo Hy = 1, Hy, = 8;
o V() =x+x5+x3+x2+x=(0,x?+x+1L,x%2+x,x5+x3+x%2+1)
Juit kotoporo Hy = 2, Hy, = 9.
B cooTBercTBUM ¢ METOOM HaHOOJBLIETO MPABIONOA00US MakcuMalbHbI Bec Xommunra Hy, =
11 umeet kanauaar V; (X), KOTOPEI COOTBETCTBYET YHCITY O€3 OIIHOKH.
B obmiem ciyuae no0OaBieHHe OAHOTO HM30BITOYHOIO MOJIYJIS TO3BOJLSIET TOJBKO OOHApPYKHUTh
OJIMHOYHYIO OIIMOKY, OJHAKO TIOAXOJA C MCHOJB30BAHUEM JHTPONUHU JUIS THOJTHHOMHUAIBHOM
CHCTEMBI KJIACCOB BBIYETOB ITO3BOJIMI OOHAPYKUTH U PsII JBOMHBIX OMIHOOK, 8 METOJI HAaHOOJIBIIEr0
MPaBIONIO00HS O3BOJISIET HCIIPABUTH JaHHYIO OLTHOKY.
Hcnonb3oBaHHEe MHOTOWIECHOB B IOJSIX [allya B MOJMHOMHUAIBHOM CHUCTEME KIIACCOB BBIYETOB
MOXET YCJOXXHHUTH IIPOLIECC HAIUCAHUS BBIYMCIUTENBHBIX MoAayJeid. JlpyruM mnmoaxoaoM K
UCIIOJIb30BAaHUIO MOAYJISIPHOTO KOJa SIBJISIETCS CHCTEMa OCTATOYHBIX KJIACCOB, JUIA KOTOPOM
UCTIOJNIb3YIOTCS YHACIIOBBIE 3HAUCHHSI.
PaccMoTpuM npuMeHeHNe TaHHBIX METO/I0B JUISl CHCTEMBI OCTaTOYHBIX KIIACCOB.

3. U36bimo4yHasi cucmema oOCMaMOYHbLIX K/accoe Onsi ucnpaesieHus
owubok

Eme omamM 3(QdeKkTHBHBIM TpeACTaBICHHEM YHCENl NpPH MapauiebHOW 00paboTke sBIsSETCS
cucreMa octaTogHbIX kiaccoB (COK). Eciu 3aaH psi ONM0KATENBHBIX HETBIX YHCENT Pq, P2, -+, Dn,»
Ha3bIBAEMBIX MOIYJSMH I OCHOBAaHWSAMH CHCTEMBI, TO TIOJ CHCTEMOW OCTATOYHBIX KJIACCOB
MOHUMAETCSl CUCTEMA, B KOTOPOH IIeTI0e MOJOXKHUTEIBHOE YUCIIO TPEACTABISIETCS B BUAE HaOOpa
OCTaTKOB TIO BBIOpaHHBIM OCHOBaHUAM X = (X1, X3, ..., Xy), THE X; = |X|Pi =Xmodp;, misa i =
1,2,..,n [3]. U3 Teopuu umcen H3BECTHO, YTO €CIM MOJAYIH P; B3aUMHO MPOCTBIE, TO
npencrasnenue gucna X = {xq, X5, ..., X} ABIASIETCA €AMHCTBEHHBIM. [IpH 3TOM MOKHO BBITIOIHATE
MOJTyJIbHBIC OTIEPAIIUH CIIOKEHHS, BRIYUTAHHS H YMHOKEHHUS C OCTATKAMU HE3aBUCHMO 110 KXKIOMY
mozyo [7].

PaccmoTpuM H30BITOYHYIO CHCTEMY OCTATOYHBIX KJIACCOB C OJTHUM U30BITOYHBIM MOIYJIEM, T.C. N —
obrree 4nciio Momyiieil, ¥ = 1 — KOJHMYECTBO M3OBITOYHBIX MOayiedl, k = n — 1 — KOJIU4ecTBO
pabounx wmoxaymeii. Ilpu stom X <P =p;p,..Pp_1, THe P — nIUHAMHYECKHH TUamazoH
npezcTaBieHus yucen. JlooaBieHre n30bITOYHOTO OCHOBAHUS P, B CHCTEMY OCTATOYHBIX KJIACCOB
C MOLYJIAMH {Pq, D2, -+ ) P—1} TO3BOJISET OOHAPYKUTH OLIUOKY, @ UMEHHO, YMCIIO KOPPEKTHO, €CIIH
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nexuT B quanazone [0, P), B clydae HaxXOXKIECHHWS YHCIA B JUATIA30HE [P, ﬁ), e P="P “Dp —
MOJTHBIN TNANa30H CUCTEMBI, YHCIIO COJCPIKUT OIIUOKY.

YToObl OLEHUTh, B KAaKOH JAWamna3oH BXOAMT YHCIIO, HEOOXOAMMO HAMTH €ro MO3MLIMOHHYIO
XapakTepucTuky. OJHUM M3 METOJOB IOJNyYEHUsI IO3ULMOHHOW XapaKTEPUCTUKHU SIBISETCS
nepeBox u3 COK B MO3MIIMOHHYIO CHCTEMY CUMCIICHHS C HMCIOJIb30BAHHEM METOJlda Ha OCHOBE
Kuraiickoii Teopemsl 06 octatkax (KTO), mo koTopoii uncio X MokeT OBITh TOIYIeHO U3 (POPMYIIBI

n
X = ZPi.xi.|Pi_1|pi , (1)
i=1

rae P — monmHeIi AMHAMHYECKU auamnas3oH, P, = P /p;, |Pi_ — MYJIbTUIUIMKATUBHAs UHBEpcus P,

'l
pi

o MoyItio p; [8].

B o6mem cnydyae mo0OaBieHHE OJHOTO WM30BITOYHOTO OCHOBAHHUS IO3BOJSCT OOHAPYKUTH

oMHOYHYIO omuOKy. Ha ocHOBaHMU TeopeMbl 1 BBeZeM MOHATHE DHTPOIMUM JJIsl OOHAPYKCHHS

omuOO0K O0JbIIel KPATHOCTH.

DHTpOMHS MOAYJICH CHCTEMBI OCTATOYHBIX KJIACCOB OTPAXKACT KOJHUUECTBO MH(MOPMAIIMH, KOTOPOE

COJICPIKUTCSL B JAHHOM OCTaTKe, SHTporus moayis pasHa H(p;) = log, p;. Torma sHTpomuio

moayneir COK MokHO 3anucath B BUIE

h’E = (H(pl)l H(pz): ey H(pn))
B [3] npuBesieHo yTBepKACHHE, 4TO e cpeau Moayeil COK ecTh Takue Majibie OCHOBAHUSA D 1,

Dj 21 + Pjt> AT KOTOPBIX BBIIOJHSIETCS
t
| | Pji < Pns
i=1

TO JIIOObIe MCKaKEHHS B IU(Pax MO HECKOJBKUM WU Ja)Xe BCEM ITUM MOIYJISIM HPEBPAIIAIOT
MPaBUIBHOE YHCIIO B HEMPABUIBHOE U, CIEAOBATENLHO, BO BCEX CIyYasX HaIM4YME HCKaKCHHM
MOXeT ObITh 00HapYxeHO0. OO0OIIMM TaHHOE YTBEPIKICHUE C ITOMOIIBIO SHTPOIIUH ISl CUCTEMBI C
k pabounMu MOIYISIMHU U T = N — k N30BITOYHBIMHU MOTYJISIMH, TJ€ 1 00IIee KOJTHISCTBO MOTyJICH
COK. Beenem Teopemy 2.

Teopema 2. Eciu 3aaHa cucTeMa OCTATOYHBIX KIACCOB C N MOIYJISMHU Py, Dy, -, Pp, TAE T —
KOJINYECTBO U30BITOYHBIX MOYJICH, U K = N — 7" — KOJIMUECTBO paboUnX MOIYJICH, TO IS Ykcia A,
IIPEJICTABICHHOTO B BHJE OCTATKOB (A4, dy, ..., p) ¥ MHOXECTBA | OCTATKOB C OMIMOKOI, OUHOKa

MOJKET OBITh OOHAPY)KEHA, €CIIH BBIIIOJIHACTCS YCIOBUE
T

ZH(Pi) < ZH(pk+j)' (2)

i€l j=1

Jloka3aTensCcTBO:
[MpaBunbHOCTE uncna B COK ¢ M30BITOYHBIM MOAYJIEM O3HAYAET, YTO YHCIIO BXOAWT B paboumid
nuanason, T.e. A < [[%, p; = P.
1) ITycth = ITyCTOE MHOYKECTBO ¥ OINOOK HET, Toraa yciosue (2) mpumert Bug 0 < Z§=1 H (pk+ j),
9TO BBINONHAETCS VIS BCEX Pk j, j € [1,7] m umcno A moxer Gwith BoccTanoBieHo u3 KTO mo
¢dopmyie (1).
2) PaccMoTpuMm citydail ¢ OZHUM M30BITOYHBIM MOAYJIEM M OJUHOYHOW OIIMOKOM, TOTJa yCIOBHE
(2) npumer Bun H(p;) < H(p,), OTKyza u3 onpezaeneHus sutponuu log, p; < log, p,, v p; < py.

P P _ P
—nA<—<—.

P P
W3 onpenenenus npaBuibHOCTH uncia A < P = o U T.K. P; < Py, TO - > > > 5
i n n i

n

IMockonbKy 4uCI0 A CONEPKUT OLIMOKY, TO @; # @; U YMCIO A HE MOXKET HaXOJJUThCSI B HHTEpBAJIe
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P - P — P —
[0,—),CH6ZLOBaTeJ'ILHO A > — u Torja UMeeT MeCTO BhIpaxkeHHe A > — U 4yuciao A sBiseTCs
Di Pi Pn

HETPaBUIIbHBIM.
3) Ecaun BO3HMKIN OLIMOKH M0 HECKOJIBKAM OCHOBAHUSIM D, ..., Pj;, TO YCIOBHE (2) NPUMET BHJ|

! l

=1 H (pi].) < H(pn), otkyna log, p;, + -+ +log, py, < log, p, u [y Pi; < Pn- Pacemorpum
NPOU3BEICHHUE ]_[5.=1 Di; KaK eIIMHOE OCHOBAHME P;, NONY4YHM P; < p,, ¥ CIIydail CBOIUTCA K CIIyqaro
2, 9TO 03HAYAET, YTO JIF00ast OmIOKa 10 MOIYIISIM Dij» j € [1,1] moxeT GbITh OOHApYKEHA.

4) Ecim w30BITOYHBIX OCHOBAaHUH HECKONBKO, Pii1, -, Prirs TO YCIOBHE (2) TpUMeET BHI

LoH (py)) < BjoiH(pres), otkyma log, py, + -+ +108, Py, <108, Pieys + -+ + 108, Py 1
-, Pi; < [lj=1Pk+j. Pacemotpum [[j-1Py+; Kax emunoe OCHOBaHWE Py, TO COOMOAAETCS

YCIIOBHUE P; < P, U CITy4ail CBOIUTCS K CIIydaro 2.
Takum o6pa3om, mobdast omrrOKa o0 MOIYIISIM Pij» j € [1,1] moxeT GbITh OGHApYKEHA.

HaknansBast orpanndenns Ha n30srrounsie Moxynr COK M0o>kHO 0OHAPYXHUTH OMIMOKH OONBIICH
KpatHocTu. BBenem anroputm 1 BeiOopa mosunuii omubok E, KOTOpble MOTYT OBITH OOHAPY KECHBI.
st oOHapyXeHUs OMHMOKH HYHO ITPOBEPUTH KOMOMHAIIMH OITHOOK OT OJHOKPATHBIX /10 OIIMOOK
kpatHOCTH 1 — 1. KONM4ECTBO 0IHOKPATHBIX OIIMOOK PaBHO C;, KOJMYECTBO ABYKPATHBIX ONIMOOK
C,f, U Tak Jajnee, KOJIMYECTBO OIMMMOOK KpaTHOCTH nh — 1 paBHO Cfll_l, rue C,’f — KOJIMYECTBO
coueranuit u3 n no k. U3 6unoma Hetotona (a + b)" = Yp_, Cka™ *b* moxuo monyuuts, uro
KOJIMYECTBO OMMOOK KpaTHocTH oT 1 gm0 n—1 paBHo 2" —C2 —CPt =YrZlck =2"-2.
(hg - bin(i)) — ckanspuoe npoussenenne hy = {H(p,), H(p;), ..., H(p,)} u bin(i), rae bin(i) —
BEKTOp U3 N HyJEH U €ANHMUIL, TOTYICHHBIH TP MEPEBOAE | B IBOMYHYIO CUCTEMY CUHCIICHUS.

InpUt: {pl' D2, ""pn}:
hE = {H(pl)r H(Pz): Ty H(pn)}
Output: E

1. E=Q

2. T =3 1H(pes+j)
3. Jmsiorl pmo2™ — 2 BEIIOIHATE:
3.1. Ecmu (hg - bin(i)) < T, 10
3.1.1. Jlo6aButs bin(i) x E
4. Bossparuts E

Aneopumm 1. Beibop nozuyuii 06Hapys’cu8aemvix oumubox

Ipumep 2. Bossmem COK ¢ Moayisamu {3, 5, 7, 37} 1 0iHHM H30BITOYHBIM MOIYJIEM, /IS KOTOPBIX
sHTpomuy pasusl hy = (1.58,2.32,2.81,5.21). Paccmorpum paboty anroputma 1. T = 5.21, Torna
st bin(1) = {0,0,0,1} ckansproe mpomssenenne (hy - bin(1)) = H(p,)=5.21. Ycmosue (2)
BBITIOJIHsIETCS, 3HAUNT onnOka Ha nosunuu {0,0,0,1} moxer ObITh 0OHapyxeHa. M3 anropurma 1
BoIpaxkeHue (2) BBINOJIHSETCS 1JIs CIeAYIoIMX couetanuii ommbok {p,}, {p,}, {ps}, {p.}, {p1, 02}
{p1, 03}, {p2, p3}, cnenosarenbHO, OMMOKK HA JAHHBIX MO3UIIUSAX MOTYT OBITH OOHAPYKEHBL.
Pa6ounm guanazonom aannoi COK sasuserca P = 105. BossmeMm uncino X = 10 = (1,0,3,10) u
BBEJEM OWmMOKY 1o aByM ocHoBauusM E = (2,0,5,0), monyunm umcio X = (0,0,1,10).
Ucnons3ys popmyay (1), momyanm X = (0,0,1,10) = 750 u mockomnsky 750 > P = 105, omm6ka
MOXeT ObITh OOHapyKeHa.

BakHeIM TpUIIOKEHHWEM BbIpaKeHUsT (2) SABIAETCS BO3MOXKHOCTH OIPEAEIEHHS  TO3MIHIMA
00Hapy)KUBAEMBIX OLIMOOK, YTO IMO3BOJIUT CTPOUTH PACIIPEIEIICHHBIE BHIUUCIUTELHBIE CHCTEMBI C
TpeOyeMbIMU KOPPEKTUPYIOIIMMH BO3MOXKHOCTSIMHU.
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O4eBUAHO, 9TO KOJUYIECTBO M30BITOYHBIX MOMYJICH W UX pa3Mephbl 00eCIIeUMBAIOT HEOOXOIMMBIE
BO3MOXHOCTH K OOHapykeHHto ommbok. Tak, pacCMOTPEHHBIM BbINIE HAOOP TO3BOJSAET
OOHAPYKHUTh PsA NBOMHBIX OMMOOK, B TO BpeMs Kak Habop {3,5,7,8} oGHapyXuBaeT TOJbKO
OJIMHOYHEIC OIIUOKH.

PaccmoTpuM nmprMeHeHne Beca XOMMHUHTAa M METOIa HAMOOJIBIIETO TPAaBIONON00HS U3 CTaThH [5]
JUIS CHUCTEMBI OCTATOYHBIX KiaccoB. Jlyisi (opMHpPOBaHUS KAHIUAATOB V; BO BceX MeTojax
UCTIONB3YETCsl CpPaBHEHUE C pPabOYMM Juana3oHoM. JIJi1 HaxOXJACHUS KaHIUIATOB METOJa
HAMOOJBIIETO MPABJONON00US BBIOMPAIOTCS BCE 3HAYCHUS, BXOIAIIMC B Pa0bOYMii TUANa30H, B
KOTOPBIX U3MCHEHBI 3HAUCHUS Ha TO3UIUIX, HAlICHHBIX U3 BeIpakeHus (2). B manpHeiimem mis
Ka)KJJ0r0 KaHANIaTa BEIYUCIIIETCS BeC XOMMHHIA U BRIOHPACTCS KAHANAAT C HAUOOIBIIUM BECOM.

Hpumep 3. s paccMOTPEHHOro BhIE mpuMepa 2 ¢ ommGounsiM unciaoMm X = (0,0,1,10)
TakKMMH KaHmumatamd Oyayr gwena V; = (0,0,1,15), V, =(1,0,3,10), V; = (0,4,0,10),
KOTOpBIE TOMAAaoT B pabounii nuana3oH. MakcuManbHOe 3HaUeHHE Beca XIMMHUHTA paBHO 7.53
s aucna V, = (1,0,3,10).

OnmHako ecnu Bo3HHKIA ommbOka E = (2,0,4,0), To ams momydennoro uncia X = (0,0,0,10)
kaugupatamu  Oyayr V; = (0,4,0,10), V, =(0,0,0,0), V;=(1,0,3,10). MakcumaabHoe
3HaueHue Beca XommuHra paBuo 9.60 mus umcna Vi = (0,4,0,10), 4TO HE COOTBETCTBYET
HCXOTHOMY YHCITy 0€3 OIIHOOK.

Takum 00pa3oM, MeTOJ HAHOOJBIIErO MPABIONOAO0MS HEKOPPEKTHO HCIPABISCT OIIMOKH.
PaccmoTpuM mpyroif moaxo[ K UCTIPABIICHUIO OITHOOK, a TAaKXKe MPOaHATH3UPYEM HCIPaBIsIeMbIe
OIIUOKK U30BITOYHOMN CUCTEMOIT OCTATOYHBIX KJIACCOB C OJJHMM U30BITOYHBIM OCHOBAHUEM.
JlpyruM moJX0IOM K JIOKQJIM3aIl[UM ONIMOKHM B CHUCTEME OCTATOYHBIX KJIACCOB SIBJISETCS METOJ
npoekmmit. [Ipoekmueit X; uncna X = (X, X5, ..., X,,) TO MOAYIIO p; OyIET YHCIO, TOIYICHHOE
BbIYEpKUBaHMEM LM(pPHI X; B mpencrasnenuu X. Ilpoekuued X;; MO OCHOBaHMAM P; U P;
Ha3bIBAETCS YMCIIO, TOJMYYEHHOE M3 X BBHIMEPKMBAHHMEM HHUQpP MO OCHOBaHWAM p; U p;. Ecim B
YIOPSI0OYCHHOW CHCTEME OCTATOYHBIX KJIACCOB C OJHHUM H30BITOYHBIM OCHOBAHHEM IPOCKIHS X;
upcria X 1O MOJIYIIO p; YIOBIETBOPSET ycioBHio X; > P/p,, To nudpa Xx; mpaBmwibHas, ecin
BO3MOXHA JIMIIb OJMHOYHAS ornbka [3].

[pu 3TOM [T TPaBUIIBHOTO YKCIIa X BCE MO3UIIMOHHBIC 3HAYCHUS MTPOSKIUI PaBHBI MEXTy COOOM.
JlaHHOE CBOWCTBO MOXET OBITH HCHOJB30BAaHO B TOM CITydae, KOT/Ia psI HMPOCKIHH IOmajacT B
JICTUTAMHBIA TUAITa30H, U €CIIA CPEIH HAX €CTh PaBHBIC, TO JAHHOE YHCIIO U OYAET UCXOIHBIM, HE
co/iep KaIuM OITUOKY.

BBenenne TOIBKO OJHOTO U30BITOYHOTO OCHOBAHUS B OOIIEM CiTydae HE TO3BOJISACT JIOKAIA30BATh
OIHNOKY.

Hpumep 4. PaccmoTpuM KoppeKIuto ommoku MeTo oM rpoekiuit st COK ¢ omHIM H30BITOYHBIM
ocnosanuneM. s COK {3,5,7,37} ¢ uncnom X = (1,0, 3,10) Beenem ommbky E = (0,1,0,0) u
MOy IHM apcno X = (1,1, 3,10). HocxonLKyY = 2341 > P = 105, To YHCIIO COACPIKUAT OLITHOKY.
[MocTpouM MPOEKIUH JAHHOTO YKCIIA JIUTsSl IO3UIMI, HAICHHBIX U3 BhIpakeHus (2).

Torma npoeKIuy, BXOASIIME B pabOUnii qUana3oH paBHBI X, =(1,3,10) =10, X, = (1,1,3) =
31, )_(1‘2 = (3,10) = 10, Y2_3 = (1,10) = 10. [TockonbKy 9acTh npoeKImi paBHa 10, To HCXOIHOE
yuco 0e3 ommbku pasuo X = 10 = (1,0, 3,10).

B [3] mpuBeena Teopema, COracHO KOTOPOH €CITH H30BITOUHBIA MOYJIb YIOBJIETBOPSIET YCIOBHIO
Pn > 2Pn—1Pn—2, TO OIMHOKA IO paboyeMy MOIYJIIO MOXET ObITh HcIipaBieHa. OHAKO B JaHHOM
ClTydae CHCTEMA OCTATOYHBIX KJIACCOB SIBJISAETCS HECOANAaHCUPOBAHHOM, Pa3MEPHOCTh H30BLITOYHOTO
OCHOBaHHMs 00JIee YeM B 2 pasa MPEBBIIIACT Pa3MEPHOCTH MAKCUMAJILHOTO pabov4ero MoayJis.

B crarbe [9] nokasaHo yTOUHEHHE, YTO MCIPABICHUE OJHHOYHOM OMIMOKK 1O paboyeMy MOJILYJIIO
MOKET OBITH OCYIIECTBIIEHO TIPH Py, > Dy 1Pp—2-
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4. BblqucnumesnbHbil 3KCrepuMeHm 1o O6HapyXeHUK U UucrnpaesieHuro
owubok

PaGounit nuanazon P = [[¥_, p; oTpakaet paspenreHHbIe B JaHHOH CHCTEME YHCITA, B TO BPEMS KaK
HOJHBIN auana3on P = [T, p; oTpaxkaer Bce BO3MOXKHBIC YHCIIAa B JAHHOW cucteme. IIpu aToMm
YCIIOBHEM OTCYTCTBHs OIIMOKM uuciia A sBisercs BoIpaxkeHne A < P, 0TCI0Jla MOXKHO ClIIENaTh
BBIBOJI, UTO KOJIHYECTBO OMMOOUHBIX 3HaueHui paBHo P — P = P([[/z; Drsi — 1).

KonmdaecTBo 0AMHOYHBIX OMIMOOK IT0 OCHOBAHHIO P; PaBHO p; — 1. KonmdecTBo MBOMHBIX OMIIOOK
IO OCHOBAHHAM P; M p; paBHO (p; — 1)(pj - 1). KonnuecTBo 0muboK OO0JbIE KPATHOCTH MO
OCHOBAHHSM P;; PAaBHO I1 j(pij —1). Ilpu 3ToM psin omOOK OyIET UMETh CIOXKHYIO CTPYKTYPY,
MOMAATh B PA3PCIICHHBIN IUANa30H U OOHAPYKUTH UX HE OyIeT BO3MOXKHOCTU. B cooTBEeTCTBHU C
BBIpaKEHUEM (2) MOXKHO OMNPEACTUTH MO3UIMK OIUOOK, KOTOPBIC TapaHTHPOBAHHO MOTYT OBITh
OOHApy>KEHBI, MPU ITOM MOTYT OBITh OOHAPYKEHBI W JOMOJHHUTCIBHBIC OIIMOKU OOJBIICH
KPaTHOCTH, HO CYIIIECTBYET BEPOSTHOCTH JIOKHOTO HEOOHAPYKEHHS OIITHOOK.

Jlns uccnemoBanue ObLIM B3THI Tpu Habopa momyieit COK ¢ ogHUM M30BITOUHBIM OCHOBAHUEM:
{3,5,7,8}, B KOTOpOil U30BLITOYHOE OCHOBAHWE YIOBJIETBOPSET BBIPAKEHUIO Pp > Pp_1)
{3,5,7,71}, B KOTOPOil U3OLITOUHOE OCHOBAHHE YIOBJIETBOPAET BHLIPAKEHHIO Dy, > 2Dp_1Pn—2;
{3,5,7,37}, B KOTOPOM H30BITOYHOE OCHOBAHUE YIOBJETBOPSET BBHIPAKEHUIO Py > Pp_1Pn—2- B
XOJIe BRIYHCITUTEILHOTO SKCIIEPUMEHTA TS BCEX YUCeT U3 padodero muanazoHa ObUTH 10OaBICHBI
BCE JIOIYCTHMBIE OIMHOKH, KOTOPBIE MOTYT OBITH OOHApPY>KEHBI B COOTBETCTBHUH C BEIpakKeHHEM (2)
W HalJICHO KOJIMYECTBO HCIIPABILIEMBIX 1 HEUCTIPABIIEMBIX OIIAOOK.

Hcnonb3yst popmyity (2) u BeIUuCIss hg i1 KaXXI0ro Habopa MOyIei, oIydlM, 4TO

e mabop {3,5,7,8} MOKeT 0OOHAPYKUTH OIIMOKA MO CIEAYIONIHNM COYETAHUAM MOIYJICit
{p3, {p2}. {p3}, {4}, Beero 19 oauMHOYHBIX OMIMGOK, IPY STOM FAPAHTUPOBAHHO HU OHA
OIIMOKA HE MOKET OBITH HCIIPABJICHA;

e mabop {3,5,7,37} MoxeT 0OHAPYKUTH OMIMOKU MO CIIEIYIOIUM COYETAHUAM MOJYJIEH
{p1}, {p2} {ps} {pady {p1p2} {P1 s} {p2 ps}, Beero 92 ommbkn, ns mux 48
ONWHOYHBIX W 44 nBoWHBIX ommOku. Ecimm ydectsh TpeOoBaHWE HANEKHOCTH
U30BITOYHOTO OCHOBAHUSI, TO CUCTEMA MOXKET OOHAPYKUTH 56 OIIKOOK 110 MoayIsM {p; },
{p.}, {ps}, {pu 02} P03} P2, P}, 12 onuHouHBIX K 44 nBOMHBIX. B 9TOM Ciiydae u
METO/I HauOOJIBIIIET0 MPABAONOI00US U METO]T IPOEKIUN TAPAHTUPOBAHHO UCIIPABIISIOT
BCE OJUHOYHEIE OIINOKH,

e mabop {3,5,7,71} MoxeT 0OHAPYKUTH OMIHMOKU MO CIELYIOIUM COYETAHUAM MOJYJIEH
{1}, {p2}, {ps} {ps} {p1p23}, {p1p3} {p2 p3}, Beero 126 ommbok, w3 Hux 82
ONWHOYHEIX W 44 nBoiHBIX ommbOok. Ecmum ydects TpeboBaHWE HAIECKHOCTH
U30BITOYHOTO OCHOBAHUSI, TO CUCTEMA MOXKET OOHAPYKUTH 56 OMIKOOK 110 MOAYJIsAM {p; },
{p.}, {ps}, {pu 02} {p1 03} P2, s}, 12 onuHOuHBIX U 44 nBOlHBIX. B aTOM Ciiyyae u
METO/I HauOOJIBIIIET0 MPABAONOI00HS U METO]T IPOEKIUN TAPAaHTUPOBAHHO UCITPABIISIOT
BCE OJIMHOYHBIC OIIMOKH.

Takum 00pa3oM, Bce OMMOKHA Ha MO3WIMAX, YAOBICTBOPSIONINX BBIPAKCHUIO (2), MOTYT OBITH
oOHapy>xeHbl. HakmangsiBaHue OTpaHWYEHHH Ha HW30BITOYHOE OCHOBAaHHE IIO3BOJISIET MCIPABUTH
OLIMOKH MO pab0YMM MOAYJISIM.

PaCCMOTpI/IM Ppe3yiibTaThl MOACINPOBAHUA 06Hapy)l(€HI/I$I " UCIIpaBJICHUA OIIHOOK.

Jlns mabopa monaynei {3,5,7,8} Ha mpakTHKe BO3MOXHO OOHapyKeHHE BCeX 19 OIMHOYHBIX
ommbok, 110 u3 128 aBoifHbIX ommoOoK, 312 TpoiHBIX ommnOok u3 356, 294 u3 336 ommbok
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kpatHocTH 4. OmHaKo KpoMme ciydas TapaHTUPOBAHHOTO OOHAPYKEHHS OJIMHOYHBIX OIIHOOK,
ommOKH OOJbIIeH KPAaTHOCTH MOTYT MMETh CJOXHBIX XapakTep W TONaaaTh B pa3peuieHHBIN
IUama3oH, YTO TpPHUBEAET K OMMOKaM BBUHCICHHA. [l ciay4as WCHpaBICHUS OMIMOOK
rapaHTHPOBAHHO WCIPABUTh OIIUOKY HE MPEICTABISACTCS BO3MOXKHBIM, HA MPAKTHKE METOJ]
HAMOOJIBIIIETO MPABIOTIOA00US, KAK U METOJT IIPOCKIIUH, B CPEIHEM TI03BOJISCT UCIPABUTH TOIBKO 7
u3 19 rapaHTHPOBaHHO OOHAPYKHMBAEMBIX OJMHOYHBIX OMmHUOOK. Ecmu yuecTh TpeboBaHue
HAJEKHOCTH U30BLITOYHOTO OCHOBAHMUS, TO CUCTEMA MOKET OOHAPYKHUTH OIIKUOKH 110 MOLYJIAM {p; },
{p,}, {ps} u ucnpaBute 7 0gUHOUHBIX OLIMOOK U3 12 1715 0GOUX METOIOB.

Jlns mabopa moxaynen {3,5,7,37} Ha mpakTHKe BO3MOKHO OOHapyKeHHe BceX 48 OIMHOYHBIX
omnbok, 464 u3 476 nBoiHBIX omKO0K, 1582 n3 1632 TpoitHbix ommbok 1 1682 u3 1728 ommbok
o BceM 4 ocHOBaHUAM. [IpH 3TOM MeTOo I HauOOIBIIEro IPaBAOO00HS TO3BOIISET HCIIPAaBUTH 13
u3 48 omMHOYHBIX U 24 13 44 ABOMHBIX rapaHTHPOBAHHO 0OHApPYKMBaeMBIX OmNOOK. Ecim yuecTs
TpeOOBaHNE HAICKHOCTH M30BITOYHOTO OCHOBAHUS, TO 00a METOAa UCIIPABISIOT BCE OJWHOYHEIC
omIHOKU U 24 u3 44 NBOMHEIX OLINOOK.

Ilnst natdopa {3,5,7, 71} Ha npakTHKe BO3MOKHO OOHApYKEHHE BCeX 82 OMMHOYHBIX OMIMOOK, 872
3 884 meoitabix ommbOok, 3083 u3 3128 TpoitHbx ommbOok U 3313 m3 3360 ommbOK MO BceM
OCHOBaHHSAM. [IpH 3TOM METOJ HaWOOJBIIETO IMPAaBIOMOA00MS MO3BONACT UCTPaBUTh 34 U3 82
ONUMHOYHBIX ¥ 37 u3 44 NBOMHBIX TapaHTHPOBAHHO OOHApPYKMBacMbIX OMIHOOK. Ecimu yuecTsb
TpeOOBaHUE HAICIKHOCTH M30BITOUHOIO OCHOBAHUS, TO 002 METO/a UCIPABIAIOT BCE OJUHOYHBIC
omuoOKY 1 24 n3 44 1BOWHBIX OIINOOK.

Kak BHIHO U3 pE3yJbTaTOB SKCICPUMEHTA, JJIsI KCIPABICHHUS BCEX OJMHOYHBIX OIIUOOK
JIOCTATOYHO BBIMOJHCHUS YCIOBHUS Py > Pp_1Pn—2, YTO TMO3BOJSCT BJABOE COKPATHTh pa3Mep
HAJIe)KHOTO MOJIyJsl, CHH3UB TeM caMbiM pa3banaHcupoBky wmoayneii COK u moBbicuB
MIPOU3BOIUTEIHLHOCTh OTKa30yCTONYNBON BEIYUCIUTEIHHON CHCTEMBL.

5. Cucmema HadexHo20 pacrnpedesileHHO20 XpaHeHUsi & cucmeme
0CMamoYHbIX KJ1accoe

PaccMoTpuM MoOJEnb CHCTEMBI HAIEKHOTO PACIpPEETICHHOTO XpaHEHHsS B CHCTEME OCTATOYHBIX
KJIaCCOB, MPE/ICTABICHHYIO YETHIPbMs 00JIaKaMH, MpeAcTaBlIeHHy0 Ha puc. 1. [Tonb3oBarenbckas
YaCTh CUCTEMBI COIEPKUT OJIOK IPeoOpa3oBaHus MO3UIIMOHHOTO Ynciia X B CHCTEMY OCTATOYHBIX
KJIACCOB C MOAYISIME {P1, D2, P3, D4} ¥ IEPEI@UM JAHHBIX B 00JIaKa, a TAKKE OJIOK NpHeMa JaHHbIX,
OoOHapyXeHHs M KOPPEKIMH OIIMOKH, W TNepeBOojia W3 CHUCTEMBl OCTaTOYHBIX KJIACcCOB B
MO3UIMOHHBINA KoA. [Ipu 3TOM HCHoOIp3yeMoe KOJIMYECTBO OOJIAKOB PAaBHO KOJIMYECTBY MOJIYJEH
CHCTEMBI OCTAaTOYHBIX KJIACCOB, M OHHM XPAHAT OCTAaTKH X; OT JENeHHs MCXOIHOro ymcna X Ha
Montynu p;, X; = |X|p,. JlanHas cucTemMa OTHOCHTCS K B3BEUICHHBIM CXEMaM Pas3/IelieHus TaHHbIX,
IIPY 3TOM JaHHBIE 10 MOIYJISIM C OOJBIIEH IHTPONHEH pasMelalTcs B HauOoiee HaJeKHBIX
obnakax.

PaccmoTpumM cucteMy, B KOTOPOI MOTYT BO3HHKATh TOJBKO OJMHOYHbIEC W JIBOWHBIC OLUINOKH, T.C.
JITaHHBIE C OJTHOTO HJIM JBYX OOJIAaKOB MOTYT OBITh HOTEPSHBI MM COJEp:KaTh OMMOKH. Byrnem
paccMarpuBaTh TOJILKO FApaHTHPOBAaHHO OOHAPY)KUBAEMBIC U HCIIPABIISIEMbIE OITHOKH.

B stom cayuae g COK ¢ moxpymsmu {3,5,7,8} BeposSTHOCTH OOHAPYKEHUS. M MCTIPABICHHS
OJTHOKPATHBIX U IBYXKPATHBIX OIINOOK PaBHBI COOTBETCTBEHHO Pug,, = 0,129 u B, = 0. [lns COK
¢ MoayJsimu {3, 5, 7, 37} BeposITHOCTH OOHAPYKEHUS ¥ UCTIPABJIEHHUS OJHOKPATHBIX M JIBYXKPATHBIX
OmMOOK PaBHBI COOTBETCTBEHHO Pogy = 0,175 u P, = 0,023. s COK ¢ moxynsamu {3,5,7,71}
BEPOSITHOCTh OOHApYXKEHHs M WCIPABIEHUS OJHOKPATHBIX W JBYXKPAaTHBIX OLIMOOK pPaBHBI
c00TBeTCTBeHHO Pyg,, = 0,130 u P, = 0,012.
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Puc. 1. Cmpykmypa cucmemvl HadedicHo20 pacnpedeneHno20 XpaneHus 8 cucmeme 0CmamouHbIxX
KAaccos

6. 3aknroyeHue

B cratee paccmoTrpeHa mpobiema oOHapy)KEHHS W WCIPABJICHUS OIMHOOK MOIYJISPHOTO KOJA.
[IpumeHeHne HSHTPONMUWHOTO TMOAXO0Ja K OOHAPYKEHWIO OIMMOOK W MeToAa HauOOJBIIETO
MPaBAONO00US K IOKATH3AIMH ONIHOOK MOJWHOMHAILHOW CUCTEMBI KJIACCOB BHIYETOB MO3BOJISET
OOHapyXXUTh M HCIPABUTh OMIMOKH OOJBINEH KpaTHOCTH, MO CPaBHEHHUIO C KJIACCUYECKUMHU
noaxogamMu. B ToO ke BpeMs BBIUYMCICHHS C MHOTOWIEHAMHU TPeOYIOT TOCTPOEHUS HOBOM
APXUTEKTYPHI BEIYUCIUTEIHHBIX CHCTEM, YTO IIPUBOJUT K HEKOTOPHIM TPYIHOCTSIM.
Hcnonb3oBaHre JHTPOMUUHOTO TOJX0/Ja K CHCTEME OCTATOYHBIX KJIaCCOB TAaKXe IO3BOJISIET
MOBBICUTH KPATHOCTh OOHAPYKMBAEMBIX OIIMOOK M HAWTH TO3UIMH OMHUOOK, KOTOPBIE MOTYT OBITh
0oOHapy KeHbI TaHHOH cucTeMoid. JlokazaHa Teopema, O3BOJISIONIAs ONPEJISNIUTh MMO3UIIUN OITHOO0K,
KOTOPBIE TOYHO MOTYT OBITh OOHapykeHbl. OIHAKO HCIPABUTh BCE ATH OMIMOKHA HH METOIIOM
HauOOJIBIIIET0 MPABAONOI00MS, HU METOIOM MPOEKIUI HE YAaeTCs.
Ecmu p, > pr_1Pn_2 ¥ X, — KOPPEKTHO, TO KOJl WCIIPABIICHUS OIIMOOK ITO3BOJISCT HUCIPABUTH
OJTHOKpATHEIC OIIMOKH ¥ OOHAPYKHUTH ABYKPATHBIC OIIUOKH. BeposTHOCTh OOHAPYKCHHS OIIUOKH
Bo3pactaeT Ha 35% 1O CpaBHEHHIO C TPAJUIMOHHBIMH KOJAMH HWCIPABICHUS OMIMOOK B
MOJIyJISIPHOM KOJIE.
Takum 00pa3zom, 3((EKTHBHBIM IS TIOCTPOCHUS CHCTEM HAJIC)KHOTO PACIPEICICHHOTO XPaHCHHS
B CHCTEME OCTATOYHBIX KJIACCOB SIBJIICTCS HCIOJIB30BaHUEC W3OBITOYHOW CHCTEMBI OCTATOYHBIX
KJIACCOB, B KOTOPOW HAJCKHBIH M30BITOYHBIX MOJYJIb MPEBHIIACT IPOU3BEJCHHUE JIBYX
MaKCUMaJIbHBIX pado4rx MoayJiei. B aToMm ciydae cucreMa MOKET OOHAPYKUTh BCE OJTHOKPATHEIC
OIIMOKH, a TAKXKE PSII ABYXKPATHBIX OMIHOOK IT0 MOAYJISIM, YIOBICTBOPSIONINM YCIOBHIO TEOPEMBI
2. Takxe cucTeMa MO3BOJIIET UCIPABUTHh BCE OJMHOYHBIE OITHOKH MO pabOoduM MOJIYJISIM, YTO
MO3BOJIIET OCTPOUTH OTKa30YCTOMYUBYIO CUCTEMY XPaHEHHUsI JaHHBIX.
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AHHOTauus. [IpuHIMOBI KBAaHTOBOM MEXaHMKHM — CYNEpIO3WLUS, 3allyTaHHOCTh, W3MEpEHHe W
JIEKOTEPEeHTHOCTh — (OPMHPYIOT OCHOBY KBAaHTOBBIX BbIUHCIEHHH. KyOHTBI, KOTOpBIE SIBISIOTCS
a0CTpaKTHBIMU OOBEKTaMH, IIPEICTABIsIEMble MaTeMaTHUECKUMH BBIPQ)KEHUSIMH, MOJCIHPYIOLINMH 3aKOHBI
KBAaHTOBOW (pM3MKH, SIBISIIOTCS (DYHIaMCHTAJbHBIMH CTPOHTEIBHBIMH OJOKaMH BeIMHCICHUH. [IporpamMMHOe
obecrieyeHre SBISIETCSI, Hapsoy C KBAaHTOBEIM O0OpYZOBaHHMEM, KIIOYEBBIM KOMIIOHEHTOM KBAaHTOBBIX
BBIYHCIICHUH. [IporpaMMBI CTPOSITCSI Ha OCHOBE aJITOPUTMOB, KOTOPBIE PEann3yI0TCs C HOMOIIBIO JIOTHIECKIX
BEHTHJIEH M KBAaHTOBBIX CX€M. DTH KauecTBa JIENAl0T KBAHTOBBIE BHIYUCICHHS MapaIUIMoii, KOTOPYIO TPYIHO
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U KBaHTOBOTO IIPOTPAMMHOrO  OOecHeueHHs, B paMKaX CIENIaHHOro 0030pa Mbl  IIPOBEINH
KBa3MCHCTEMATUUECKOE KapTHpOBaHHE. Pe3ynbTaThl MOTYT CIYXKHMTh OTIPABHOW TOYKOM Ui yuuTesnel
MH()OPMATHKU 1 CTYAEHTOB P N3YYE€HUHU ITOH IpeIMeTHON 00macTu.
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MPEIOCTABUBINMI JOCTYNl K OIIEKTPOHHBIM 0a3aM IaHHBIX. HakoHen, Mbl GrarogapuM ABTOHOMHBIH
yuuBepcuter Hmxkuelt Kammdopuun 3a (HHAaHCHpOBaHHE OSTOrO0 HCCIEAOBAHHWSA B pPaMKaX MPOEKTOB
3908_300/6/C/63/23 «KBaHTOBbIE BBIYHCIICHUSI: TOCICACTBUS ISl TPOTPAMMHON HHXKEHEPUH U KOMIIETEHIIHN
HHKEHEepa-porpamMMucTay, 23* «[IpusiedeHne yyammxcst K HCCIIeI0BaTeIbCKUM IIPOEKTaM, TAKKE KOMAH/LY
MEeKCHKaHCKOI ceTH NPOrpaMMHOM HHXKEHEPHH, KOTOPasi y4acTBYET B 3TOM IIPOCKTE U 0630pe JTUTEPATYPHI.

1. Introduction

Quantum computing involves information processing tasks, which are implemented using quantum
mechanical systems [1]. To process, store, and transfer the quantum information set represented by
qubits, quantum computers are based on quantum mechanics phenomena such as quantum
superposition and entanglement. [2]. Quantum computing can significantly cut both execution time
and energy usage when compared to conventional digital computing [3]; it sounds simple and
obvious, but is it? In terms of hardware, the construction of quantum systems is still facing
challenges [4-5]. In terms of software, it is based on the mathematical concepts of quantum
mechanics phenomena [6]; this fact makes its implementation more complicated. In this fashion, the
authors of [7] argued that, for academicians and practitioners, there is an emergent nature of quantum
computer research and an increasing need for interdisciplinarity to address the identified challenges.
In general terms, quantum computing is a multidisciplinary field that brings together aspects of
physics, mathematics, and computer science [5] and uses quantum mechanics to solve complex
problems faster than classical computers [8]. A supporting definition appears in [9]: “Quantum
computing is a fascinating new field at the intersection of computer science, mathematics, and
physics, which strives to harness some of the uncanny aspects of quantum mechanics to broaden our
computational horizons”.

Let us introduce the fundamental concepts involved.

The qubit is an abstract object, with a mathematical expression, so it is a mathematical object with
certain specific properties [1]; it is a quantum system with two basic states, |0) and |1) [8]
manipulated arbitrarily, which are well distinguishable by physical measurements. In contrast to
classic binary digits represented as (0,1), qubit as the most fundamental unit of the quantum
information set attains a state that is a superposition of 0 and 1 and is represented as |0) and |1) [10-

11] where:
0= o

=[]

A pure qubit state is a coherent superposition of the basis states. This means that a single qubit (y)
is a linear combination of |0) and |1) as follows:

lw) = laf’ + 1B )

This gives rise to new logic gates that make new algorithms possible. A quantum gate is a basic
quantum circuit that operates on a small set of qubits [8]. The quantum gates allow the
implementation of quantum mechanics principles [1], such as superposition and entanglement. A
quantum gate is simply an operator that acts on qubits. Unitary matrices will be used to represent
these operators [9]. For example, two essential quantum gates are Hadamard (One-qubit gate) gate
and CNOT (Multi-qubit gate) gate [8]. Hadamard gate allows the superposition of a qubit, while the
CNOT gate allows the entanglement of multiple qubits [12]. This is their matrix representation:

Hadamard = H = % H _11]
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A quantum program or algorithm is implemented through a quantum circuit, which is formed by a
set of quantum gates. A complete quantum program is expressed in a considerable number of
circuits.

Based on this explanation, quantum programming can be seen as the process of assembling
sequences of instructions, called quantum circuits, which can run on a quantum computer.

As we can see, the quantum programming model is fundamentally different from traditional
computer programming. It is observed in the quantum computing labor market that most positions
require Ph.D. degrees due to the elevated level of expertise required by quantum principles.

There is a rapidly growing demand for a quantum workforce [13] educated in the basics of quantum
computing, particularly in quantum programming [14].

Therefore, it is necessary to provide a more “intuitive” way to think and write quantum algorithms,
thereby simplifying the design and implementation of quantum software [11].

Quantum computing education is ramping up, however, now, there are few computer science
specialists to teach these topics, so there are few offerings for non-specialists and little information
on best practices for training computer science and engineering students [14].

In [15], the authors suggest bridging the gap between computer professionals and non-physicists by
offering the conceptual and notational information that segregates quantum computing from
conventional computing. In [16], the authors stated that interest in building dedicated quantum
information science and engineering (QISE) education programs have greatly expanded in recent
years and that there will be a need for a wide variety of expertise and education levels to create a
balanced technical workforce like that seen in other professional scientific and engineering fields.
To contribute to the efforts in making quantum computing literacy more understandable, in this
paper, we present a taxonomic view of the fundamental concepts involved in quantum computing,
as an initial proposal to integrate a body of knowledge (BOK) for quantum software engineering.
We focused on the set of concepts (as the first element of a BOK), which are extracted from the
literature, emphasizing the quantum mechanics fundamentals, and the related knowledge of
mathematics and computer science. To find the fundamental concepts we performed a quasi-
systematic mapping, with ingredients of systematic literature review and multivocal literature review
to include grey literature.

The rest of the paper is organized as follows. Section 2 contains a background describing how a
body of knowledge is integrated, emphasizing the set of fundamental concepts. Section 3 contains
related work, describing proposals of taxonomies in the context of quantum computing, and
education initiatives for quantum computing as well as skills required for quantum computing.
Section 4 contains the methodology used, describing how the systematic mapping was done. Section
5 contains the results, presenting the taxonomical view of the fundamental concepts of quantum
computing and the emerging concepts of quantum software engineering. Section 6 contains a
discussion. Finally, section 7 presents the conclusions and future work.

2. Background: Body of knowledge
There are various BOK definitions in the literature. In this section, we present some of them.

A body of knowledge is the complete set of concepts, terms, and activities that make up a
professional domain, as defined by the relevant learned society or professional association [17]. The
body of knowledge is “generally recognized” by practitioners and may be codified in a variety of
ways for a variety of different uses [18].
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In [19], the following definition is given for a body of knowledge: (1) “Structured knowledge that
is used by members of a discipline to guide their practice or work™; and (2) “The prescribed
aggregation of knowledge in a particular area an individual is expected to have mastered to be
considered or certified as a practitioner”.

We are going to work with this idea: “A body of knowledge is a set of knowledge within a profession
or subject area which is agreed as both essential and known” [17]. A body of knowledge is the
accepted ontology for a specific domain. Furthermore, a BOK also is considered “the systematic
collection of activities and outcomes in terms of their values, constructs, models, principles, and
instantiations, which arises from continuous discovery and validation work by members of the
profession and enables self-reflective growth and reproduction of the profession” [20].

Integrating a BOK is a challenging task. There are many ways of doing it. The authors of [21] cited
some methods: developing taxonomies, engaging communities of practice, and constructing framing
metaphors.

As we mentioned before, a BOK is integrated by various elements, however, a basic element is the
set of fundamental concepts of the referred discipline, so that, this paper is focused on the set of
fundamental concepts of quantum computing.

3. Related work

Quantum Ontologies and Quantum Body of Knowledge. In [22], a review of quantum computing
literature is presented. The authors proposed a taxonomy of quantum computing, which is used to
map various related studies to identify the research gaps. A main taxonomy is presented emphasizing
quantum computing technology, which has two specialized branches: (1) time and gates
characteristics and (2) algorithmic characteristics. A kind second level of taxonomy is presented for
three branches: (1) Software Applications in Quantum Computing, (2) Quantum Annealing-based
Software Components, (3) Quantum Software Life Cycle and Associated Terminologies.

The authors did not describe explicitly the systematic approach used to perform the literature review.
Furthermore, the proposed taxonomy is not presented in a hierarchical view.

In [15], well-described definitions of quantum mechanics fundamentals are presented, such as
superposition, entanglement, and decoherence, as well as the qubit as the fundamental unit of
computation. Also, the authors presented a summary of the most used quantum algorithms, quantum
technologies, and software tools. A taxonomy of one level is presented, characterizing the uses cases
of quantum computing, having two branches: (1) emotions and sentiment analysis, error correction,
quantum internet, quantum materials, cryptography, post-quantum cryptography, drug discovery,
genetic programming, and navigation; (2) image processing, cloud computing, weather prediction,
energy management, open-source software, transport engineering, machine learning, chemistry, and
finance.

In the paper, the conceptual part of quantum mechanics fundamentals is well described, as well as
the use cases. However, the taxonomical view is presented only at the level of use cases, not at the
level of fundamental and supporting quantum computing concepts.

Teaching quantum computing. Quantum computing is a difficult field for non-experts to
understand [23-24]. Additionally, most methods for implementing quantum computing are restricted
to literature or software implementation.

The authors of [25] propose a Bloch sphere interactive system to visualize quantum computing
simulation. This report describes a variety of programming assignments that can be used to teach
quantum computing in a practical manner, experiencing most of the software development phases.

In [26], the authors present the results of two semesters of a new undergraduate course on Quantum
Computing for Fundamental Sciences and Engineering students. The course was taught employing
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a blended learning approach, with a combination of synchronous classes, asynchronous video
lessons, and projects using IBM’s Qiskit framework.

In both cases [25-26], the authors did not present a complete set of fundamental concepts of quantum
computing supported by quantum mechanics.

Skills required for quantum software development. The rapid rise of interest and investments in
quantum information science and engineering has led to increasing demand for a quantum-trained
workforce [27]. Recent assessments of the needs of the quantum industry [16, 28] identified quantum
software engineering and applications development as essential skills required for certain types of
industry jobs [27]. Surveys of the university programs offering Master-level education in QISE [16]
show that quantum programming is frequently included as either a standalone course or one of the
topics in an introductory course [27].

Motivation from related work. This related work gives us a general view of efforts that are focused
on trying to organize the knowledge around quantum computing; it is a motivation for us. Especially
its limitations detected in terms of a taxonomical view of the fundamental concepts of quantum
computing, encourage us to perform the current research work presented in this paper.

4. Methodology

To perform this review, we considered the recommendations for a systematic mapping (SM) from
[29-31]. (The review performed is based on SM). Also, we considered recommendations for
systematic literature reviews (SLR) from [32-37], especially for establishing selection criteria.

In terms of approaches for carrying out the review and extending the reach of the search, both
methods are complementary. Sometimes additional sources are well accepted to enrich the coverture
of the review [36], including manual and less structured searches of the Internet and other sources
[38] and grey literature as is recommended in [39].

In [32] a comparison is presented, emphasizing the difference in breadth and depth of SM and SLR:
In a systematic mapping study, more articles can be considered as they do not have to be evaluated
in such detail. Therefore, a larger field can be structured. This can be reflected in the search string
and inclusion criteria [29]. The search string can be more generic, and the inclusion criteria can be
less restrictive [31].

Because the review's goal is to locate the fundamental ideas of quantum computing and quantum
software engineering rather than to thoroughly examine the state of the art of each field or the
solutions offered to the problems or difficulties that these disciplines face, this ability of SM allows
us to perform a systematic mapping.

We decided to follow the recommendations of SLR, especially in terms of the first level of selection
criteria, without quality assessment criteria.

There are several formal reports about quantum computing, however, a structured search may not
include previous work with significant contributions to our objective. In an unstructured search, we
identified work with significant contributions not included in the formal search, so we decided to
review these references.

4.1 Definition of Research Questions (Outcome: Research Scope)

Software is an essential element for computation [40]. Quantum software applications are getting
popular because the power of quantum computing facilitates the application of this paradigm to
solve complex problems in any field of science and the real world [41-44]. Quantum software plays
a critical role in exploiting the full potential of quantum computing systems [11]. Quantum
applications require the use of a completely different kind of computer and algorithms, which have
the potential to solve tasks that we do not even dare dream of today [45]. Considering the
significance of software in the quantum world, we state the main objective of the literature review.

78



Xyapec-Pamupec P., HaBappo-Kora U.K., Xumenec C., Pamupec A., Tanms-H6appa B., I'eppa-TI'apcus C., [Tepec-T'oncanec 23.X.,
Depnanjec-u-Oeprannec K. OCHOBBI KBAHTOBBIX BHIYUCICHHI U HX CBSI3b ¢ pa3paboTKoii mporpaMmMuoro obecreuerus. 7pyosr UCIT PAH,
2024, Tom. 36, BbIm. 1, cTp. 72-104

The objective of the literature review: To look for what is the impact of quantum computing on
software. How do the fundamental concepts of quantum computing and its implementation
participate in quantum software development? Furthermore, we intend to organize those
fundamental concepts in a kind of taxonomical way for a better understanding of the
multidisciplinary approach of quantum computing.

Research questions: Four research questions were formulated:
RQ1: What is the definition of Quantum Computing?
RQ2: What are the fundamental concepts of Quantum Computing?
RQ3: What are the supporting concepts for implementing Quantum Computing?
RQ4: What are the new Software Engineering concepts emerging from Quantum Computing?

Searching phrases: We decided to formulate a search phrase that includes quantum computing as
the main topic and its relationship with software engineering.

The search phrase is the following:
“Quantum Computing” AND “Software Engineering”

Databases considered: We considered looking for papers in three databases: ACM, IEEE Xplore,
and ScienceDirect.

Developing review protocol: In a session with the participation of two researchers, we defined a
kind of general protocol, considering the following aspects: What type/source of papers to consider?
What parts of the papers should be revised? How many reviewers are going to review the same set
of papers? Defining the filters for selecting the papers, and formats for gathering information.

4.2 Conduct Search for Primary Studies (Outcome: All Papers)

Identifying the relevant research: We tried with a user account from a Mexican institution, with
the proper privileges to access the advanced search section on the website of databases and to obtain
the corresponding source files of the papers. The result of the search is shown in Table 1. The three
databases provide more than 100 items from the search phrase.

Table 1. Results from the search

Database Number of papers (items) found
ACM (AC) 201
ScienceDirect (SD) 199
IEEE Xplore (XP) 140

4.3 Screening of Papers for Inclusion and Exclusion (Outcome: Relevant
Papers)

Selecting the primary studies: We defined a structure for identifying the resulting documents:

demographic aspects, inclusion criteria, and exclusion criteria.

Demographics: This attribute identifies the nature of the document.

D1: Type of document (Research paper, communication paper, white paper). We decided to select
research papers, unless there may be other types of work with significant contribution.

D2: Origin of the document (Conference, Journal, Book, other.) We decided to select papers from
journals and conferences, unless there may be other types of work with significant contributions.

D3: Language — (Results that are written in English/Spanish). We decided to consider only work
written in English.

D4: Accessibility — Full texts are accessible by means of institutional accounts.
INCLUSION CRITERIA: We established inclusion criteria on two levels, in the form of filters.
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Level 1: Header of the paper

F1: The title of the paper. Contains one significant word of a phrase (e.g., quantum, software), one
part of the search phrase, or two parts.

F2: The keyword section. Contains one significant word of a phrase (e.g., quantum, software), one
part of the search phrase, or two parts.

F3: Abstract section. Contains an established relationship between “quantum computing” and
“software engineering,” for example:

ERINT

e There are concepts related to one or both areas (“quantum computing,” “software
engineering”), explicitly cited.

o Arelationship between “quantum computing” and “software engineering” is established.
Note: F3 was the filter with the highest acceptance value because we noticed that in some cases, the
title and keywords section did not contain the expected elements, however, the abstract gave signs
that the paper contains contribution.
Level 2: Body of the paper
B1: Results that introduce and describe concepts of QC and/or quantum software engineering.
B2: Results that discuss Quantum Computing and some aspects of software engineering, or vice
versa.
EXCLUSION CRITERIA: Exclusion criteria are oriented to removing items that we consider do
not provide relevant information to the research or do not contain complete information or are not
available.
EXO01: Remove the duplicates found in the databases.
EX02: Remove items that are not research papers. (Unless there may be other types of work with a
significant contribution.)
EX03: Remove papers if only the abstract but not the full text is available.
EX04: Remove results not written in English.
EXO05: Results that do not introduce and describe the concepts of quantum computing and/or
quantum software engineering.
EX06: Results that do not discuss the association between quantum computing and/or quantum
software engineering.
Results of selection: We applied the exclusion criteria EX01, EX02, EX03, and EX04, as well as
the filters of level 1, having the selection expressed in Table 2. Appendix A labels the papers
consecutively numbered as S1, S2, ...Sn.

Table 2. Results from the selection: Filters Level 1 and exclusion criteria

Database Papers selected
IEEE Xplore 87
ACM 43
ScienceDirect 13

As we mentioned earlier, we considered all the papers in this selection stage, trying to consider a
wider spectrum of literature to detect the fundamental concepts. Furthermore, we include additional
sources to complete the report.

4.4. Keywording of Abstracts (Outcome: Classification Scheme)

According to the objective of the research, we created four categories for classifying the selected
papers: (1) Quantum computing basics and tendencies, (2) Combination of software engineering and
quantum computing, (3) Education in quantum computing, and (4) Skills for quantum computing.
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Category 1 is expected to include papers containing descriptions of quantum computing
fundamentals and topics related to tendencies in research in quantum computing and gquantum
technology development.

Category 2 is expected to include papers that emphasize the connection between quantum computing
and software engineering, describing advances in the quantum-oriented approach of software
engineering concepts.

Category 3 is expected to include papers that explicitly contain proposals or studies for quantum
computing or quantum software engineering education.

Category 4 is expected to include papers that explicitly emphasize the required skills and
competencies for quantum computing and related topics, such as quantum hardware construction
and quantum programming.

4.5. Data Extraction and Mapping of Studies (Outcome: Systematic Map)

In Table 3 we present the grouping of papers in terms of the four categories indicated.

As we can see, Category 1 has the highest frequency of papers, followed by Category 2. As we
mentioned in the introductory sections, education in quantum computing is not much attended
(Category 3), nor the skills required for quantum computing (Category 4).

The results from the analysis of the mapping are presented in the next section, answering the research
questions.

5. Results

In this section we present the results, answering the research questions. For some questions we
considered the papers resulting from the search; for other questions, we considered complimentary
literature which provides significant contributions to our research project.

RQ1: What is the definition of Quantum Computing?

These definitions were extracted from the reviewed literature and supporting literature. We chose
those papers with definitions [46-50] that involve several aspects of quantum computing. Three
definitions are presented next.

Definition 1 [46]: “Quantum Computing is a paradigm that intersects computer science,
mathematics, and physics. Unlike other computing fields, quantum computing uses the law of
guantum mechanics with the goal of achieving high computation efficiency.” The focus of Quantum
Computing is the issue of storing, handling and transmitting data stored in quantum mechanical
systems. This data mode is therefore referred to as quantum information known as Qubit.
Mathematically, a qubit may be denoted with the help of a vector |y) in the two-dimensional
complex vector area which has a related inner product, such that |y) € H2 [47].

Definition 2: Quantum computing is referred to as “the field of science which directly uses quantum
mechanical phenomena like superposition and entanglement to perform operations on data” [48].
Quantum computing studies quantum computers with the quantum mechanics’ phenomenon of
superposition, entanglement, tunneling, and annealing to solve problems that cannot be solved in
the life span of human beings [49].

Definition 3: Quantum computing works with abstract units named quantum bits, so the basic
storage unit is the quantum bit (Qubit) [50]. Quantum bits, or qubits, are considered like quantum
particles. The manipulation of qubits by control devices is at the core of a quantum computer’s
processing power.

RQ2: What are the fundamental concepts of Quantum Computing?

To answer this question, we present a kind of taxonomy at distinct levels.
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For this part of our research, we implemented three steps of the process to build a taxonomy: (1)
Determine requirements, (2) identify the concepts, and (3) develop a first version of the taxonomy.
The remaining steps are proposed as part of the future work. We considered the following criteria:
(@ Terms should be unambiguous and clear, yet not too wordy and long; (b) hierarchical
relationships between concepts are of type generic-specific, whole-part, instance; and (c) the
structure, for the main concepts’ components, depth is about three or four levels, except for entities
representing processes or subfields.

The first level integrates the four main supporting disciplines of quantum computing, which are:
physics, computer science, mathematics, and electronics. See Fig. 1.

In the second level of taxonomy, we include subfields involved. See Fig. 2-4.

Quantum mechanics is the subfield of physics, which provides the essential principles that quantum
computing is based on, and it is strongly related to mathematics. Four subfields of mathematics give
support to quantum computing (see Fig. 2): basic logic, linear algebra, numbers theory, and
probability. From linear algebra, vectors, matrixes, and operations with them are the core of qubits
representation and processing, at the level of qubits and quantum gates. From numbers theory,
complex numbers are used to try with the coefficients of the terms of superposed states of qubits.

Table 3. Grouping of papers into categories

Category Related papers

S4, S8, S9, S10, S12, S13, S20, S21, S22, S27, S28, S29, S31, S33, S34, S37, S38,
S41, S42, S43, S44, SA46, SAT, S48, S51, S52, S53, S54, S55, S56, S57, S58, S61,

1&2%%”&3:‘(3 S62, S65, S67, S68, S69, 570, S71, S72, S73, S74, S75, S76, S77, 578, 79, S80,
bocireard | S81, 583, S84, S85, 86, S87, 588, S89, S90, S92, S92, 59, 594, 595, 598, S99,
ol | S101,5102, 5103, 5104, 5105, 106, $107, $108, 109, S110, $111, S112, S113,
S114, S115, S116, S117, S118, S119, S$122, S123, S124, S125, S126, S127, S128,
$129, 5130, S131, S132, S133, S134, S135, 5136, S137, S138, S139, S140
Zér?g;)i?é\éar:ﬁg S1, S2, S5, S6, S7, S9, S14, S15, S17, S19, S19, S23, 24, S26, S30, S32, S35,
and quantumn | S36: S39, 40, S45, $49, S50, $56, 59, S60, 63, S64, S66, B2, S9L, S96, S97,
! 5100, 5120, S121
computing

3. Education in

quantum S16, S25, S55
computing
4. Skills for

quantum S3
computing
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Physics Computer Science

Quantum
Computing

Mathematics Electronics

Fig. 1. Disciplines involved in quantum computing

Quantum
Computing
Mathematics
Linear Algebra Basic Logic
Probability Numbers Theory

Fig. 2. Areas of mathematics involved in quantum computing

In the case of computer science (see Fig. 3), for the practical implementations of quantum
computation, these concepts are involved: computer architecture, programming languages,
programming fundamentals, and algorithms. Computer architecture concepts and elements are
needed to configure the real expression quantum computation on hardware.

Programming language elements such as syntax, semantics, and capabilities are especially important
for the human conceptualization of quantum computing and to indicate computations to do by
guantum computers.
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Quantum
Computing

Computer Science

Computer Programming
Architecture languages

Programming

Fundamentals Alganmhms

Fig. 3. Areas of computer science involved in quantum computing

Programming fundamentals are the core elements for indicating the logic and the flow of
computations, processing information, as well as for visioning the target solution. Algorithms in
quantum computing are important tools because they encompass quantum logic and qubits
transformations needed to perform quantum computation.

In the case of basic electronics, it gives support for figuring out the practical implementation of
quantum computing. Quantum logic gates and circuits allow to implement complete quantum
programming and algorithms (see Fig. 4).

Quantum
Computing

Basic Electronics

Quantum Logic

Gates Quantum Circuits

Fig. 4. Areas of electronics involved in quantum computing.

In a third level of taxonomy, we introduce the main concepts of quantum mechanics: Superposition,
entanglement, uncertainty principle, probability principle, measurement, decoherence, and non-
locality. See Fig. 5.
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Quantum
Computing
Physics
Quantum
Mechanics
iti Uncertainty
Superposition Principle
Measurement Nonlocality
Entanglement Probability
Principle

Figure 5. Concepts of quantum mechanics involved in quantum computing.

Superposition: In the quantum mechanics context, the superposition principle is the idea that a
system (or an atomic particle) is in all possible states at the same time, until it is measured [51]; after
measurement, it then falls to one of the basis states that form the superposition, thus destroying the
original configuration. Such phenomenon is applied to the qubits, so that, a qubit can take, in
addition to the basic states 0 and 1, a set of states resulting from the linear combination of the basic
states [8, 52].

Entanglement: This is a state where two or more particles are generated so that the quantum state
of a single particle cannot be destroyed independently. No matter how far the particles are, they will
reflect the same quantum state [49]. Any change at one end in the quantum state will be responsible
for the change in the other particle. In the case of qubits, entanglement is the ability of qubits to
correlate their state with other qubits.

The properties of the two qubits in an entangled state are linked to each other such that by looking
(i.e., measuring) one of them, will reveal the other qubit, even when they are at physically large
separations [52]. Two or more individually independent quantum objects are said to be entangled
when: a) their behavior is random individually, but at the same time, and b) it is strongly correlated
despite each object being independent of the other. A multiqubit state that cannot be expressed as a
list of the individual constituent qubits is entangled.

Uncertainty principle of Quantum Mechanics: It was formulated in 1926 by Werner Heisenberg,
this principle states that an electron, or any other particle, can never have its exact position known,
or even specified. The uncertainty principle states that the position and the momentum of an
elementary particle (EP) cannot be simultaneously determined with certainty [53]. Quantum systems
are so small; it is impossible to measure all properties of a Quantum system without disturbing it
[54-55]. As a result, there is no way of accurately predicting all the properties of a particle in a
Quantum System.
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Probability principle [56-58]: A first general principle in quantum mechanics is that the probability
that a particle will arrive at x position when let out at the source s can be represented quantitatively
by the absolute square of a complex number called a probability amplitude—in this case, the
“amplitude that a particle from a starting point s will arrive at position x.”

In quantum mechanics, particles do not have classical properties like “position” or “momentum,”
rather, there is a wave function that assigns a (complex) number, called the “amplitude,” to each
measurement outcome. The Born Rule is then quite simple: it says that the probability of obtaining
any possible measurement’s outcome is equal to the square of the corresponding amplitude. (The
wave function is just the set of all the amplitudes).

Born Rule: Probability (x) = |amplitude(x)|2

In quantum mechanics, a probability amplitude is a complex number used for describing the
behavior of systems. The modulus squared of this quantity represents a probability density.
Probability amplitudes provide a relationship between the quantum state vector of a system and the
results of observations of that system, a link was first proposed by Max Born, in 1926. The
interpretation of values of a wave function as the probability amplitude is a pillar of the Copenhagen
interpretation of quantum mechanics.

Measurement principle: In quantum physics, measurement is the testing or manipulation of a
physical system to yield a numerical result [59]. The predictions that quantum physics makes are in
general probabilistic. For each measurement that can be defined, the probability distribution over
the outcomes of that measurement can be computed from the density operator.

Decoherence: Quantum decoherence is the loss of quantum coherence [8], the process in which a
system's behavior changes from that which can be explained by quantum mechanics to that which
can be explained by classical mechanics. Decoherence can be viewed as the loss of information from
a system into the environment (often modeled as a heat bath) [60] since every system is loosely
coupled with the energetic state of its surroundings.

Non-locality: In [61], it is indicated that non-locality is the most characteristic feature of quantum
mechanics, but recent research suggests the possible existence of non-local correlations stronger
than those predicted by theory. This raises the question of whether nature is in fact more non-local
than expected from quantum theory or, alternatively, whether there could be a yet undiscovered
principle limiting the strength of non-local correlations.

RQ3: What are the supporting concepts for implementing Quantum Computing?

Quantum computing as an engineering discipline is still in its infancy [62-63], and only some
practical prototypes have been announced. Quantum hardware is going to be implemented, it is a
clear objective [64]; the principal manufacturers are creating different technologies.

By today, there are efforts in developing quantum technology applications with practical realizations
using photons, atoms, and electrons [65]. In [22], it is presented a list of major hardware candidates
for industrial quantum computer and their properties: Qubit Technologies, Trapped lon Qubits,
Super-conducting Qubits, Silicon Qubits, Photonic Qubits, and Topological Qubits.

By this time, there are simulators running on personal computers, which allows the user to run
quantum programs. The current implementations of quantum computing are based on quantum gates
and quantum algorithms.

Quantum gates are quantum logic objects, and they have a mathematical expression (see examples
of Hadamard and CNOT gates in previous sections).

Based on this, we consider as supporting concepts the following: quantum gates, quantum circuits,
mathematical expressions, and quantum algorithms. In Fig. 6 we present a kind of quantum gates
taxonomy.
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Fig. 6. Concepts of electronics involved in quantum computing

RQ4: What are the new Software Engineering concepts emerging from Quantum Computing?
The connection between quantum computing and software engineering is clearly deduced, software
is an essential part of quantum computing, and developing software is the main objective of software
engineering. In this section, we present the main concepts detected about software engineering,
which emerged from the context of quantum computing.
We present eight elements of quantum software engineering (see Fig. 7, 8): (1) quantum software
life cycle, (2) quantum software processes, (3) quantum software modeling, (4) quantum software
implementation, (5) quantum software quality assurance, (6) quantum software programming, (7)
quantum software tools, and (8) quantum software maintenance. Quantum software modeling is
divided into quantum software analysis and quantum software design. Next, we will describe some

of them.

Quantum Software Engineering

Quantum Software

Quantum Software

Life Cycle Implementation
[  —
Quantum Software Quantum Software
Processes Modeling

Quantum Software
Analysis

Quantum Software
Design

Figure 7. Areas of Quantum Software Engineering. Part 1
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Figure 8. Areas of Quantum Software Engineering. Part 2

Quantum software lifecycle. There are proposals for the lifecycle of quantum software, such as
[11, 44, 64]. They propose a kind of traditional main phase: requirements, analysis, design,
implementation, testing, and maintenance. Other proposals include specific subphases according to
the quantum nature. A generic proposal is presented in [52], which describes the phases according
to their quantum nature. The lifecycle for quantum software is divided into ten phases (See Fig. 9,

10).

The principal activities in each phase are cited below:

1.

Quantum-Classical Splitting: Problem separation in classical and quantum parts. E.g.,
manual by experts, decision support based on patterns.

Hardware-independent Implementation: Quantum circuit & classical software artifacts,
testing & verification of circuits.

Quantum Circuit Enrichment: Data preparation/initialization, oracle expansion.
Hardware-independent Optimization: Removal of unnecessary gates or qubits, based on
cost functions (e.g., circuit depth, accuracy).

. Quantum Hardware Selection: Analysis of quantum circuits, selection of suitable

hardware (e.g., based on metrics or benchmarks).

. Readout-Error Mitigation Preparation: Analysis of selected hardware, and determination

of the error model (e.g., calculation of the correction matrix).

. Compilation & Hardware dependent Optimization: Optimizations based on hardware

characteristics, compilation to machine instructions.
Integration: Deployment of classical software artifacts, and provisioning of quantum
resources.

Execution: On heterogeneous hardware, multiple iterations for variational algorithms,
readout-error mitigation.

10.Result Analysis: Result verification, return to the user or next iteration for improvement.
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Fig. 9. Stages of the Quantum Lifecycle. Part 1
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Fig. 10. Stages of the Quantum Life Cycle. Part 2

Quantum software modeling. The design is one of the most cited in the literature, this is because
both quantum circuits and quantum algorithms are the basis of quantum software, so this is a kind
of low-level design. However, from the software engineering point of view, the design phase is
required to be supported by techniques like those for developing classical software, in this case, it is
needed to create techniques and tools for quantum requirements analysis and quantum modeling.
UML is a representative tool to support software analysis and design, and it can be used as a starting
point.

There are a few proposals about modeling techniques for quantum software. Some observations are
stated to establish the basis to create supporting tools for the design phase [66]. The central
difference between quantum and classical computation is in how it achieves its goals. Quantum
computers have access to quantum algorithms [67], and quantum data structures [68], that are
unavailable to classical computers—hence their performance advantage. Algorithms and data
structures are, however, implementation details. Algorithms are an essential design choice while
programming in the small. However, they are not completely ignored in large-scale software
architectural design. For instance, UML diagrams seldom portray algorithms and data structures
beyond a very high-level design perspective.

In classic Software Engineering, at the software modeling phase, there are in total 14 types of UML
diagrams, split into two categories [69]: structure and behavior diagrams.

In [66], the authors propose to create an extension of UML, called Q-UML, which follows the
guiding principles behind any quantum software modeling language: Quantum classes, quantum
elements (quantum variables, quantum operations), quantum supremacy, and quantum aggregation).
These elements make a difference with respect to classical software modeling.

In [69] the author suggests that of the fourteen diagram types in UML, the most widely used (and
hence important) diagrams are: use case, class, object, state machine, sequence, and activity
diagrams. Based on this, the author presents a proposal for Q-UML diagrams, as we can see in Fig.
11. The Q-UML diagrams contain similar elements to UML diagrams, distinguishing the quantum
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elements with highlights such as bold text and double-lines to portray quantum information textually
and pictorially.

Q-UML
Q-UML Use Case Q-UML Sequence
Diagrams Diagrams
|
Q-UML Class Q-UML State Q-UML Activity
Diagrams Diagrams Diagrams

Fig. 11. Q-UML basic diagrams

Quantum programming languages: Quantum programming is the process of assembling
sequences of instructions, called quantum circuits, which can run on a quantum computer. Quantum
programming languages help express quantum algorithms using high-level constructs [70].
Quantum programming languages are used for controlling existing physical devices, for estimating
the execution costs of quantum algorithms on future devices, for teaching quantum computing
concepts, or for verifying quantum algorithms and their implementations [71].

In [72] a classification of quantum programming languages is presented (see Fig. 12), which is
considered as a starting point for studying quantum programming. This taxonomy has two branches,
programming languages, and programming tools.

Quantum software testing. By nature, quantum software is error susceptible. Quantum physics
properties as superposition mean that quantum computers deliver probabilistic measures when
classical observations are made on qubits; that is when a qubit in a superposition state is collapsed
into a classical value, it takes a given value with a given probability [73]. Some selected publications
address quantum computing validation from a probabilistic perspective from circuit and software
levels. The behavior of quantum circuits is inherently probabilistic, so while the goal of traditional
testing has always been to detect the presence of faults, probabilistic testing aims to estimate fault
probability.

Quantum Programming

Quantum Programming

Languages
High-Level Low-Level Quantum
Languages Languages Programming Tools
| ti Eunctional Quantum Software Algorithms
peratys Hhclona Libraries Resource Analysis

Fig. 12. Quantum programming branches
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The testing phase is one of the most covered by hardware producers and scientists. In Fig. 13 we
show a classification of types of testing techniques for quantum software. It was extracted from [63,
74-84], which treat specific techniques and tools for debugging and testing.

Quantum Software Testing
|

Bugs identification in Testing Metrics for
Quantum Software Quantum Software

Black-White box Functional Testing of

Testing for Quantum Software
Quantum Software

Quantum Software Quantum Model- Quantum Fuzzy
Debugging based Testing Testing

Fig. 13. Quantum programming branches

As we can see, the classification includes bug detection and debugging as part of the quality
assurance. White-Black box testing and functional testing are like classical software testing applied
to quantum software. Specialized testing is included, such as fuzz testing [80, 84], which is an
automated software testing method that injects invalid, malformed, or unexpected inputs into a
system to reveal software defects and vulnerabilities. Quantum noise provides an effective built-in
fuzzing capability that is centered around the actual answer to a computation. Specialized techniques
are introduced for testing quantum software, such as search-based [79], mutation-based [24, 76, 82],
and property-based [24, 78].

6. Discussion
Considering the results presented in the previous section we can describe the following facts.

6.1. Tendencies in the coverture of quantum fundamental concepts

¢ In this sample of literature review, it is seen that there are more sources on guantum
computing essentials and tendencies (Category 1). Most research has been done on
quantum algorithms, hardware prototyping, and error mitigation.

e Even when these publications attend essential aspects of quantum computing, some of
them do not include a full description of the quantum mechanics principles that support
quantum computing, commonly they include references to earlier publications and books.

e Few publications exist talking about quantum computing education, as well as few formal
publications exist talking about the skills required for practicing quantum computing
(Categories 3, 4).

6.2. Tendencies in the coverture quantum software development

e Due to the nature of quantum computing and its exposure to errors, debugging and
evaluating such errors has been a problem to address since the beginning of quantum
computing practical implementations. Then, more progress is registered for quantum
software testing.
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e Modeling quantum software shows advances in modeling circuits and quantum
algorithms; it is a kind of inherent design required. However, high-level modeling is still
in its infancy.

e There is a proliferation in quantum programming languages. At the high-level category,
there are several languages based on instructions that implement the quantum mechanics
principles, such as superposition, entanglement, and measurement.

6.3. Benefits of the presented results of this review

e The related work cited in this paper presents significant effort in literature review and
taxonomical proposals of specific aspects of quantum computing, especially at the level
of main aspects, technologies, and use cases. However, the fundamental concepts are
presented in a descriptive way, not in a taxonomical view.

e The taxonomical view presented in our paper will allow us to present the knowledge
better organized. Also, it represents a starting point to document the principal part of a
body of knowledge, the fundamental concepts.

7. Conclusions and future work

A new paradigm of computation known as quantum computing is founded on the ideas of quantum
theory, which is concerned with contemporary physics, particularly quantum mechanics. The main
goal of quantum mechanics is to describe how matter and energy behave at the atomic and subatomic
scales. Quantum computing makes use of quantum phenomena, such as superposition and
entanglement to perform data operations. Those principles are becoming popular due to their
importance, such as entanglement [85] which is particularly useful in information security issues.
The multi-disciplinarity of quantum computing, especially the quantum mechanics principles and
the mathematical expression of qubits and their treatment, make this paradigm difficult to understand
by non-physics experts [23-24].

To reduce the complication of understanding and mastering quantum computing, and for addressing
the study of this field and the implementation of quantum software, practitioners (academicians and
industry professionals) require a kind of taxonomic view of the fundamental concepts of quantum
computing and the supporting ones.

In this paper, we presented a quasi-systematic mapping, performed to:

1. ldentify the fundamental concepts involved in quantum computing and quantum software
engineering.
2. Build a taxonomy to include the main concepts of both disciplines.
3. Identify a set of fundamental concepts to integrate the first element of a body of
knowledge.
Software engineering education has implications for the software industry in emerging countries
[86] and developed countries. Education and training in software development require considering
both hard and soft skills [87]; this is the same for quantum software development.
The proposed taxonomy represents an initial proposal of the body of knowledge of quantum
computing, especially for software development, so it can contribute to education in quantum
computing and quantum software engineering.
For future work, we identify the next actions:
1. To complete the analysis of the results from all databases recommended for any literature
review, and to find how the literature covers the fundamental concepts of both disciplines.
2. To formalize the integration of the taxonomy, with a kind of theoretic validation or with
judges from experts.
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3. To assess the usefulness of the first levels of the taxonomy, in different scenarios such as
guiding curricula creation and course design.

4. To continue with the literature review to gather the remaining elements of a body of
knowledge, such as practices and methods.
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new software systems, the migration from legacy monolithic systems to microservice architectures is also a
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AHHOTanMs. MHUKPOCEPBUCHl SBISAIOTCS HanOojee IEePCHEKTHBHBIM HANpaBlICHHEM IS Pa3pabOTKH
Pa3HOPOAHBIX PACIPENCICHHBIX IMPOrPAMMHBIX CHCTEM, CIOCOOHBIX aJalTHPOBATHCS K JMHAMHYECKUM
U3MCHEHUSIM OM3HEca M TeXHOJOTH. B nomnosHeHne k pa3paboTke HOBBIX IPOrPAMMHBIX CHCTEM, IEPEX0]] OT
YCTapeBLIMX MOHOJUTHBIX CHCTEM K MHUKDPOCEPBHCHBIM apXHUTEKTypaM TaKKe SBISIETCS BaXKHBIM aCHEKTOM
HCTIOIb30BaHMS MUKPOCEPBUCOB. DTU TEHACHIMH IPHUBEIU K YBEIMUCHUIO YHCIA IEPBUYHBIX H BTOPUYHBIX
UCCIIeJOBaHUI MUKPOCEPBHCOB, YTO IOAYEPKHBACT HEOOXOAUMOCTb CHCTEMATU3alH1 HCCIICI0BaHNH Ha Ooee
BBICOKOM ypoBHe. Llenbio HACTOSIIETo HCCIENOBaHMs SIBISIETCS BCECTOPOHHHH aHalM3 BTOPUYHBIX
HCCIIeIoBaHUN B 00JIACTH MHKPOCEPBHCOB, KOTOPBI IHMOMOXKET BBUIBUTH TCHACHLIUHM B HAIpPaBICHHOCTH
yONuKaIuii, HcceoBaHui, YTOYHUTh 00JAaCTH MCIOIb30BaHMUS MOJTYYCHHBIX PE3yJbTaTOB U IEPCIICKTUBEI
Oyayummx wuccienoBaHuid. IIpelncTaBieHHOE HCCICAOBAHUE CIEAYET PEKOMCHIALMSAM IO IPOBEACHUIO
CHCTEMAaTHYECKOro 0030pa JUTEpaTyphl, B IMpOIEcce €ro MPOBEACHUS OBUIM BBIABICHBI pe3ynbTaTel 44
BTOPHYHBIX HCCJIEIOBaHHN. OTH PE3yIbTaThl CTPYKTYpPUPOBAHBI B COOTBETCTBUH C C(HOPMYITHPOBAHHBIMU
aBTOpaMH LeNsIMU. PexomeHmanuu Jis JaibHEHIIMX 0030pOB JMTEPATyphl KacaloTcs YITy4IICHUs! OLEHKH
KauecTBa OT/ACNIBHBIX HCCIIEIOBAHUH IS TTOBBIICHHS JOCTOBEPHOCTH PE3YJIbTaTOB, ITOBBILIICHHS JICTATH3A[IN
0030pOB YENIOBEUECKUX M OPraHU3AIMOHHBIX (HAaKTOPOB Uepe3 >KU3HEHHBIH IMKI MHKPOCEPBHCOB,
HCTIOIb30BaHMs Ka4eCTBEHHBIX METOMOB COLMAJIBHBIX HAyK Ui OoJiee MOJAPOOHOrO aHanm3a OTACIBHBIX
UCCIICJIOBaHMl, ¥ BKJIIOYEHHS B O0OPOT JIUTEPaTypbl, OOBIYHO OCTalollelics BHE 00JIACTH BHUMaHUS
KOMMEPUECKHX U aKaJIeMHYECKHX JKyPHAJIOB, HO COZeprKalleil peajbHble MHEHHS M OMBIT MPOMBIIUICHHBIX
9KCIEPTOB.

KnroueBble c10Ba: MUKPOCEPBHCH; TPETHYHOE HCCIIEAOBAHHME; CHCTEMATHIESCKHH 0030p IHUTEpaTypHl;
TEH/ICHLIUHU UCCIICIOBAHUM; PEKOMEH AU,

Jnsi nurupoBanus: CrosiHoB JK., Xpucrockuii 1., CrosHoBa E., CroiikoBa A. Hanpasnenus Oymymmnx
HCCJIEJIOBAHUN M PEKOMEHAIMU IO Pa3BUTHIO MUKpocepBUCHOM apxutektypsl. Tpynst UCIT PAH, Tom 36,
BbIML. 1, 2024 1., ctp. 105-130 (Ha anrmuiickom s3bike). DOIL: 10.15514/ISPRAS-2024-36(1)—7..

Hoanwrii Texer: CrosHoB XK., Xpucrockuit U., CrosnoBa E., CroiikoBa A. TpernuHoe wucclieoBaHne
MHKPOCEPBHCOB: HAMPaBIICHUS UCCIIeA0BaHui u pekomeranuu. Programming and Computer Software, 2023,
T. 49, Ne 8, ctp. 796-821 (na anrmmiickom si3bike). DOI: 10.1134/S0361768823080200.

1. Introduction

Microservices have recently emerged as popular and widely used architectural model for cloud-
based applications, representing a new trend in developing distributed software systems [1-2]. As
small and independent services, they offer improved performance and support for continuous
delivery [3]. Microservices based applications are in many cases built by breaking up monolithic
applications, which assumes considering factors such as the number of objects owned by a service,
the level of responsibility, and the team distribution [4]. In the beginning, microservices were
adopted by large companies like Amazon, LinkedIn, and Netflix, and later by other companies [5-
6], leading to an increasing trend in using microservices for developing cloud-based applications.
The adoption of microservices in developing or reengineering software systems includes a new
organizational and business culture in software organizations [7]. Adoption of DevOps in software
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companies is crucial for better integration of microservices-based applications throughout the
system life cycle [8], leading to improvement their competitiveness [9].

Microservices-based applications consist of multiple components that collectively form the entire
system. Each component performs a single task, with its boundaries shielding it from external
knowledge, while the processed results can be shared and accessed by other microservices [2]. A
system structure is stable even when upgrades or extensions are necessary. With microservices,
clients can be confident that any changes or growth in their business will be implemented into
software. Microservices show better performance than monolithic architectures, particularly in
terms of meeting business requirements, ensuring systems reliability, enhancing maintainability, and
bolstering infrastructure resilience [2]. Although microservices require a larger number of teams and
greater effort, the long-term benefits make the investment worthwhile [10]. Migration of monolithic
or legacy systems to service-oriented architectures is a common trend in contemporary software
systems [11], particularly to microservice architectures, resulting with improved system
performance [12-13]. Use of design patterns results in improvement of development practices and
better fulfillment of various architectural quality attributes [14].

Microservices-based systems consist of individual microservices, each independently performing a
specific functionality. Consequently, if one microservice fails, the entire system remains unaffected.
The principle of Autonomy is responsible for this behavior, while other key principles are [10]:
Resilience — ensuring that the application can continue providing services even if a specific
microservice encounters failure; Transparency — exposing the necessary details and providing
documentation for each microservice; Automation — employing tools that enhance the efficiency,
reliability, and scalability of the microservices’ building and maintenance processes; and Alignment
— relating to harmonizing different microservices within the system.

Systematic Literature Reviews (SLRs) [15] and Systematic Mapping Studies (SMSs) [16] have
recently been adopted by software engineering research community, for systematizing and analyzing
the evidence on the practice and leading to Evidence-Based Software Engineering (EBSE) [17].
Review of academic literature, commonly referred to as “white literature”, has recently been
supplemented with “gray literature” sources such as blog posts, white papers, industrial magazines,
and videos, introducing Multivocal Literature Reviews (MLRs) [18].

Based on the above discussion, the objectives of this study are: (1) to present the current publishing
trends of secondary studies research, (2) to determine topics inquired in secondary studies, (3) to
inquire in which domains are microservices commonly implemented, and (4) to present identified
future research directions. A SLR based on the guidelines proposed in [15, 17] was performed,
resulting in 44 secondary studies that were used for drawing research findings and recommendations
for further research.

This paper is structured as follows. The second section presents related work on tertiary studies
related to microservices. The third section outlines the research methods employed in the study,
while the fourth section presents the research findings. Recommendations for future reviews are
discussed in the fifth section. The last section contains conclusions.

2. Related work

Tertiary studies have been recently used in software engineering for reviewing secondary studies
and conducting meta-analyses on specific research topics. Some of the tertiary studies relate to
DevOps [19], architecting systems of systems [20], cloud computing [21], agile software
development [22], variability in software product lines [23], or testing artifact quality [24].

Two tertiary studies on microservices were identified: “Research on Microservice Architecture: A
Tertiary Study” by Liu et al. [25], and the second study titled “Microservice Architecture: A Tertiary
Study” by Costa et al. [26]. Table 1 presents information on the period covered and the number of
secondary studies included in identified tertiary studies. The review types encompass Systematic
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Literature Reviews (SLRs), Systematic Mapping Studies (SMSs), Systematic Grey Literature
Reviews (SGLRs), and Multivocal Literature Reviews (MLRs).

Table 1. Tertiary studies on microservices

Study reference Time span SLRs SMSs MLRs | SGLRs
Liu et al. (2022) [25] 2016-2021 17 20 0 0
Costa et al. (2020) [26] 2016-2019 5 14 2 1

Liu et al. [25] conducted a SLR and identified 37 secondary studies on microservices published in
the period from 2016 to 2021. The authors formulated two research questions: (RQ1) What are the
common topics addressed in secondary studies related to microservices architecture (MSA), and
what are their findings? (RQ2) What are the potential areas for new research in the field of MSA?
Quality of the secondary studies was assessed based on the DARE quality criteria [17].

Costa et al. [26] conducted a SLR and identified 22 secondary studies on microservices published
in the period from 2016 to 2019. The original study was written in Portuguese, which required the
translation of methodological issues and results into English. The authors addressed the following
research questions: (RQ1) Which secondary studies have been published in the field of
microservices? (RQ2) What research topics on microservices have been investigated? (RQ3) What
emerging patterns have been identified? (RQ4) What solutions and support tools have been utilized
to facilitate the development and operation of microservices architecture? (RQ5) In which areas,
particularly in the industry, are microservices being applied? (RQ6) Which topics exhibit gaps and
require further exploration in future microservices research? The quality of secondary studies was
assessed by using the DARE quality criteria [17].

3. Research methods

This study is based on the guidelines for conducting SLRs proposed in [15, 17]. The research process
contains the following main phases: (1) planning the review, (2) conducting the review, and (3)
reporting the findings.

3.1 Planning the review

Justification of the need for a tertiary study, determining research questions, selecting digital
databases, and defining the studies search and selection process with clearly stated keywords for
searching, inclusion/exclusion criteria, and quality assessment criteria are described in this section.

3.1.1 Need to conduct a tertiary study on microservices

In the last decade, research on microservices has gained popularity by the researchers, resulting in
an increasing number of empirical studies and leading to the execution of systematic reviews. These
reviews were performed as SLRs [15], SMSs [16], and even MLRs [18].

During the search of literature on microservices, two tertiary studies on microservices were
identified: a study titled “Research on Microservice Architecture: A Tertiary Study” by Liu et al.
[25], and a study titled “Microservice Architecture: A Tertiary Study” by Costa et al. [26]. Insights
into these two studies revealed a consistent increase in the number of secondary studies over the
years, and it can be expected that this trend will continue in 2023 and beyond, highlighting the need
for new reviews of recent secondary research.

3.1.2 Research questions

The following research questions (RQs) are proposed:
RQ1: What are the publishing trends observed in secondary studies?
RQ2: What are the predominant topics investigated in secondary studies?
RQ3: In which domains are microservices commonly implemented?

RQ4: What future research directions have been identified?
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3.1.3 Search and selection process of secondary studies

Proposed research questions were used for selecting keywords for searching for secondary studies.
Keywords were put into two groups: the first group includes the keywords “microservices” and
“microservices architecture”, while the second group comprises the keywords “SLR”, “Systematic
literature review”, “SMS” and “Systematic mapping study”. The following search strings were
constructed for searching for secondary studies:

[1]: (“microservices architecture” OR “microservices”) AND (“SLR” OR “Systematic literature review”)

[2]: (“microservices architecture” OR “microservices”) AND (“SMS” OR “Systematic mapping study”)
The process of searching and selecting studies contains the following phases (Ph#No):

e Ph#l: Searching digital libraries using constructed search strings.

e Ph#2: Selecting specific studies based on their title, abstract, and keywords. This phase also
involves removing duplicates (in case a study appears in multiple databases) and selecting
the most recent version of the study (if there are multiple versions by the same authors).

e Ph#3: Using snowball search method [27] for finding additional studies and minimize the
possibility of omitting relevant secondary studies.

o Ph#4: Applying inclusion/exclusion criteria to studies that passed phases Ph#2 and Ph#3.

e Ph#5: Conducting a detailed reading and analysis of the studies that passed Ph#4.
The digital libraries used for searching secondary studies are ACM Digital Library, IEEE Xplore,
ScienceDirect, Springer, Wiley Online Library, and MDPI. These libraries were selected because
they publish a majority of the leading journals and conference proceedings in the field.
Filtering of the studies identified during the search of digital libraries and snowball search was based
on the inclusion and exclusion criteria. Inclusion criteria are: (I11) A study reviews relevant studies
on microservices, (12) A study follows guidelines for conducting SLR or SMS, (13) A study answers
research questions in the domain of microservices. Exclusion criteria are: (E1) Full text of a study
is not available, (E2) A study is not peer-reviewed, (E3) The study is less than 6 pages, (E4) A study
is not written in English, (E5) A review study that includes gray literature.
All selected secondary studies were evaluated against these inclusion and exclusion criteria, and if
a secondary study failed to meet even one criterion, it was excluded from further analysis.

3.1.4 Quality assessment of secondary studies
The secondary studies were evaluated for quality based on guidelines proposed in [17]. The primary
objective of the quality assessment was to identify and exclude low-quality studies from the detailed
analysis and synthesis of review findings. Quality assessment was based on a three-point scale with
values 1 (Yes), 0.5 (Partly), and 0 (No). This scale was based on the five questions (Q2-Q6) proposed
in [17], while an additional question concerning the use of the review methodology (Q1) was added.
The quality assessment questions are:

Q1: Is the review methodology clearly stated and appropriate?

Q2: Are the review's inclusion and exclusion criteria described and appropriate?

Q3: Is the literature search likely to have covered all relevant studies?

Q4: Did the reviewers assess the quality/validity of the included studies?

Q5: Were basic studies adequately described?

Q6: Were the extracted data from included studies synthesized in the findings?

Based on the authors’ agreement, studies with an average quality score of less than 0.5 will be
excluded from the detailed analysis.
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3.2 Conducting the review

The search for secondary studies was performed in January 2023. The first phase resulted in the
identification of 821 papers. The details of the search conducted in digital libraries are presented in

Table 2.

Table 2. Total number of papers obtained through search in digital libraries

Number of search results for

Number of search results for

Totally for search

Library search string [1] search string [2] strings [1] and [2]
ACM Digital Library 68 90 158

IEEE Xplore 13 14 27
ScienceDirect 127 85 212
Springer 144 183 327

Wiley Online Library 31 58 89

MDPI 5 3 8
TOTAL 388 433 821

The phased process of selecting secondary studies is presented in Fig. 1, while the selection process
of SLRs and SMSs throughout the phases is presented in Table 3.
Filtering in Ph#2 and Ph#3 resulted in the selection of 57 secondary studies. After implementing
inclusion/exclusion criteria on each of the 57 studies, 44 were selected for further analysis and
quality assessment. Three studies were excluded based on the E3 exclusion criterion, one study
based on the E1 exclusion criterion, and nine studies based on the E5 exclusion criterion.
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Fig. 1. The phased process of selecting secondary studies
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Table 3. Details of the phased process for selecting secondary studies

SLRs SMSs | MVRs | Totally SSs
Ph#1: Selected studies after checking titles, abstracts, and keywords 19 23 14 56
Ph#2: Selected studies after removing duplicates 16 19 9 44
Ph#3: Snowball search for additional studies 6 7 0 13
Merging digital libraries and snowball search results 22 26 9 57
Ph#4: Selected studies after implementing Inclusion/Exclusion criteria 21 23 0 44
Ph#5: A final set of secondary studies after quality assessment 21 23 0 44

3.2.1 Quality assessment

The first, third, and fourth authors assessed the quality of secondary studies, while the second author
reviewed the grades and calculated the average quality scores for all studies. Each evaluator assigned
a mark from the three-point scale (0.0, 0.5, or 1.0) to each study for all quality assessment criteria.
The average quality score for each study was then calculated as the mean of all average values
assigned by each evaluator. Table 4 presents the average scores for the quality assessment of the
selected studies. It is evident that all studies exceeded the minimum required quality threshold for
further analysis (overall quality score greater than 0.50).

Table 4. Average scores for quality assessment of the selected secondary studies

1D Year Type Q1 Q2 Q3 Q4 Q5 Q6 AVG
SS01 2020 SLR 0.67 0.67 0.83 0.33 0.83 0.83 0.69
§S02 2019 SLR 1.00 1.00 1.00 0.83 1.00 1.00 0.97
SS03 2019 SLR 0.83 1.00 1.00 0.83 0.83 0.83 0.89
SS04 2020 SLR 0.67 1.00 1.00 0.33 0.83 0.67 0.75
SS05 2018 SLR 0.50 0.50 0.67 0.33 0.83 0.83 0.61
SS06 2021 SLR 1.00 1.00 1.00 1.00 0.83 1.00 0.97
SS07 2021 SLR 1.00 1.00 1.00 1.00 1.00 1.00 1.00
SS08 2018 SLR 0.50 0.67 0.67 0.50 1.00 1.00 0.72
SS09 2019 SLR 0.50 0.50 0.83 0.67 0.83 0.83 0.69
SS10 2020 SLR 1.00 1.00 1.00 0.33 1.00 1.00 0.89
SS11 2022 SLR 1.00 1.00 1.00 1.00 1.00 1.00 1.00
SS12 2022 SLR 0.50 0.33 1.00 0.17 0.83 0.83 0.61
SS13 2022 SLR 1.00 1.00 0.83 0.00 0.83 0.83 0.75
SS14 2022 SLR 1.00 1.00 1.00 1.00 1.00 1.00 1.00
SS15 2022 SLR 1.00 1.00 1.00 1.00 1.00 1.00 1.00
SS16 2022 SLR 0.83 1.00 1.00 0.83 1.00 1.00 0.94
SS17 2021 SLR 1.00 1.00 0.83 0.83 1.00 1.00 0.94
SS18 2021 SLR 0.67 1.00 1.00 0.50 1.00 1.00 0.86
SS19 2018 SLR 1.00 1.00 0.67 0.83 1.00 0.83 0.89
§$S20 2021 SLR 0.67 1.00 0.83 0.33 1.00 0.83 0.78
SS21 2021 SLR 0.67 1.00 1.00 0.00 0.83 0.83 0.72
SS22 2022 SMS 1.00 1.00 0.83 0.00 1.00 0.83 0.78
SS23 2017 SMS 1.00 0.83 1.00 0.00 0.67 0.83 0.72
SS24 2021 SMS 0.83 1.00 1.00 0.00 1.00 1.00 0.81
§$S25 2020 SMS 1.00 1.00 1.00 0.00 0.67 1.00 0.78
SS26 2021 SMS 1.00 1.00 0.83 0.00 0.67 0.83 0.72
SS27 2017 SMS 1.00 1.00 1.00 0.00 0.67 1.00 0.78
SS28 2019 SMS 1.00 1.00 1.00 0.67 1.00 0.83 0.92
S$S29 2016 SMS 1.00 1.00 0.83 0.17 1.00 1.00 0.83
SS30 2022 SMS 1.00 1.00 1.00 0.00 1.00 0.83 0.81
SS31 2022 SMS 0.83 0.83 1.00 0.75 0.50 0.83 0.79
SS32 2021 SMS 0.83 1.00 1.00 0.00 1.00 0.67 0.75
SS33 2020 SMS 1.00 0.83 1.00 0.33 1.00 1.00 0.86
SS34 2019 SMS 1.00 1.00 1.00 0.00 1.00 1.00 0.83

111



Stojanov Z., Hristoski I., Stojanov J., Stojkov A. Research Trends and Recommendations for Future Microservices Research. Trudy ISP
RAN/Proc. ISP RAS, vol. 36, issue 1, 2024. pp. 105-130.

SS35 2021 SMS 1.00 1.00 1.00 1.00 1.00 0.83 0.97
SS36 2017 SMS 0.50 0.50 0.83 0.00 0.67 0.83 0.56
SS37 2019 SMS 1.00 1.00 1.00 0.00 0.83 0.83 0.78
SS38 2022 SMS 1.00 0.83 1.00 0.00 1.00 0.67 0.75
SS39 2021 SMS 0.83 1.00 1.00 0.00 1.00 1.00 0.81
SS40 2019 SMS 0.83 1.00 1.00 0.00 1.00 1.00 0.81
SS41 2019 SMS 0.83 1.00 1.00 0.00 0.17 1.00 0.67
SS42 2019 SMS 0.50 0.33 0.83 0.33 0.50 0.67 0.53
SS43 2016 SMS 1.00 1.00 1.00 0.17 1.00 1.00 0.86
SS44 2023 SMS 1.00 1.00 1.00 0.00 0.33 1.00 0.72
Average scores for all SSs 0.86 0.91 0.94 0.37 0.87 0.90 0.81
Average scores SLRs 0.81 0.89 0.91 0.60 0.93 0.91 0.84
Average scores SMSs 0.91 0.92 0.96 0.15 0.81 0.89 0.77

Based on the quality assessment results, the minimum score achieved was 0.53 (for study SS42),
while the average quality score across all studies was 0.81. All 44 secondary studies passed quality
analysis and were selected for in-depth analysis. Selected secondary studies (SSs) are listed in
Appendix A.

3.2.2 Data extraction

The template presented in Table 5 is used for extracting data on secondary studies, encompassing
general information about each study’s publication, data relevant for quality assessment, and specific
data relevant to each research question. The extracted data was organized in an Excel spreadsheet.

Table 5. Data extraction template

1D Explanation Use

D1 Study 1D Demography, RQ1

D2 Title Demography, RQ1

D3 Year Demography, RQ1

D4 Study type (SLR, SMS) Demography, RQ1

D5 Venue type (conference, journal, book chapter) | Demography, RQ1

D6 Sample size (number of primary studies) Demography, RQ1

D7 Used research methodology description Quality assessment Q1
D8 Inclusion/Exclusion criteria Quality assessment Q2
D9 Coverage of relevant studies Quality assessment Q3
D10 Quality assessment questions Quality assessment Q4
D11 Method for describing selected studies Quality assessment Q5
D12 Data extraction methods and tools Quality assessment Q6
D13 Research questions Research topics, RQ2
D14 Research topics Research topics, RQ2
D15 | Technical implementation areas Application area, RQ3
D16 Future research directions Future research direction, RQ4

4. Research findings

The findings were derived from the data extracted from 44 selected secondary studies, 23 of them
are SMSs, while the remaining 21 are SLRs (refer to Table 3). The findings will be organized and
presented in alignment with the research questions.
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4.1 Publishing trends for secondary studies (RQ1)

The selected secondary studies span the publication period from 2016 to 2023. Fig. 2 presents the
publication trends of secondary studies based on the publishing venue.
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Fig. 2. Secondary studies publication trends by venue

It is obvious that the total number of studies has consistently grown over the years, and there has
been a notable shift from primarily conference proceedings to journals. Out of the 44 studies, 22
were published in conference proceedings, and another 22 were published in journals.

4.2 Topics inquired in secondary studies (RQ2)

The identification of topic areas in the selected secondary studies is based on a comprehensive
examination of each study. The extracted data corresponds to values in columns D13 (research
questions) and D14 (research topics) in Table 5. A general overview of the topics investigated in the
secondary studies is depicted in Fig. 3. It is worth noting that while most studies have a primary
focus on a specific topic, they also touch upon other related topics.

4.2.1 Architecture

Architectural design is essential for the development of microservice-based software systems
because it encompasses both the technical design of system functionalities and non-functional
requirements, which are often referred to as quality attributes. Well-designed architecture is
important for efficient development, operation, and maintenance of software systems. The main
topics related to microservices architecture in the selected secondary studies include Analysis,
Granularity, Patterns, Presentation, and Quality attributes (refer to Fig. 3). A more comprehensive
examination of architecture topics, including identified subtopics and the distribution of secondary
studies that mention them, is provided in Table 6.
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Fig. 3. General overview of microservices research topics
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Analysis. The analysis of software architecture is crucial for understanding both new software
systems and those that require migration to microservice architectures. It focuses on the following
aspects:
(1) Methods - various methods can be distinguished, including Static Analysis, Dynamic
Analysis, Combined Dynamic and Static Analysis, Model-Based Analysis, Graph-Based
Analysis, and Pattern-Based Analysis;
(2) Tools - specific tools tailored to each analysis method, facilitating automated work; and
(3) Challenges — these encompass architectural analysis, software architecture
reconstruction, technical debt analysis, quality attribute analysis, and fault analysis.
Granularity. Granularity refers to the size of individual microservices within a software system
based on the microservices architecture. It plays a crucial role in determining the functioning of the
system and its quality attributes, including performance, maintainability, data storage, and
scalability. Determining the optimal granularity involves finding the right balance between the level
of functionality encapsulated within each microservice and the need for modularity, maintainability,
and scalability. Insights from the selected studies on granularity reveal the following main subtopics:
(1) Methods or approaches for defining granularity;
(2) Metrics used for evaluating granularity; and

(3) Quality attributes affected by granularity.

Table 6. Topics and subtopics related to microservices architecture

Topic Subtopic Secondary studies
Methods SS09, SS27, SS35, SS39, SS44
Analysis Tools SS30, SS39
Challenges SS30, SS39
Approach SS04, SS09, SS17, SS24
Granularity Quality attributes | SS17
Metrics SS17
Patterns Design SS03, SS05, SS19, SS27, SS33, SS34, SS37, SS43
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Composition SS02, SS09, SS19, SS33, SS43
Communication SS03, SS05, SS06, SS19, SS33, SS37
Deployment SS03, SS06, SS37, SS19, SS33, SS37
Data storage SS03, SS19, SS33, SS37
Antipattern SS01, SS44
Languages SS22, SS27, SS29, SS33
Presentation Diagrams SS27, SS29
Visualization SS30
Reliability SS03, SS08, SS17, SS27, SS33, SS34
Security SS03, SS07, SS08, SS17, SS27, SS29, SS33, SS40
Compatibility SS03, SS27, SS33, SS34, SS40
Maintainability SS03, SS08, SS17, SS27, SS29, SS33, SS34
Performance SS03, SS07, SS17, SS19, SS27, SS29, SS33, SS34,
SS40
. . Portability SS03, SS27, SS33, SS34
Quality attributes —
Testability SS07, SS33
Auvailability SS07, SS08, SS17, SS33
Monitorability SS07, SS33
Scalability SS07, SS08, SS17, SS19, SS27, SS29, SS33, SS34,
SS40
Modularity SS17, SS29
Other ... SS29, SS33, SS40

Patterns. The identification and categorization of specific challenges and their corresponding
solutions during software development, operation, and maintenance contribute to the recognition of
recurring scenarios, commonly referred to as patterns. Incorporating patterns into the software life
cycle enables developers to find reliable solutions to common problems, enhances communication
among team members and with clients, and aids in meeting quality requirements. The following
categories of patterns are identified:

(1) Design — patterns used for structuring and organizing microservices efficiently (API
gateway, publish/subscribe, circuit breaker, proxy, and load balancer)

(2) Composition — patterns related to composing different microservices in a software system
(semantic annotation, best-fitting, and workload-based approaches);

(3) Communication — patterns related to communication between multiple microservices
(synchronous communication, publish/subscribe communication, combination of HTTP
and message queue, communication using message-oriented middleware, asynchronous
communication, point-to-point communication, and communication using binary
protocols);

(4) Deployment — patterns related to the deployment or distribution of microservices to
multiple resources for operational use (serverless deployment, service instances per VM,
and service instances per container); and (5) Data storage — patterns oriented towards
improving performances of data management systems (database-per-service pattern, the
database cluster pattern, and the shared database server pattern). In addition, antipatterns
refer to design and implementation choices that result in inadequate/poor software system
design, leading to issues during operation and maintenance.
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Presentation. Efficient design and utilization of microservice-based systems require the
presentation of software architecture through various approaches that depict the system’s structure
and behavior. The secondary studies identified the following subtopics:

(1) Languages — specific languages for describing the architecture, such as RAML, YAML,
Jolie, or various pseudocodes;

(2) Diagrams — visual diagrams, ranging from informal drawings to specialized and
sophisticated diagrams such as Component/Container, Process/Behavior, Sequence,
Execution Timeline, Deployment, Class, Use Case, Type Graph, Instance Graph, and
Dependency Graph; and

(3) Visualization — dynamic analysis techniques, supported with specialized tools, for
analyzing or recovering software architecture.

Quality attributes. Quality characteristics of software systems are typically reflected in the form of
quality attributes, which are associated with non-functional requirements. While there are numerous
quality attributes, it is often challenging to satisfy all of them simultaneously. In such cases, trade-
offs must be made when considering quality attributes. The most common quality attributes
mentioned in many studies are Reliability, Security, Compatibility, Maintainability, Performance,
Portability, Testability, Availability, Monitorability, Scalability, and Modularity. These attributes
have been extensively discussed in various sources and are relevant throughout the software life
cycle, from design to operational use and maintenance. The selected secondary studies also mention
additional quality attributes, such as Modifiability, Usability, Deployability, Flexibility, Reusability,
Manageability, Independence, Traceability, Complexity, Load balancing, and Organizational
alignment. To effectively address quality attributes, appropriate metrics need to be proposed, such
as time, complexity, number of requests, or number of affected files. These metrics facilitate
continuous improvements in quality attributes over time.

4.2.2 Life cycle scope

Microservice-based systems undergo various lifecycle phases that bring forth unique challenges,
necessitating the utilization of specific methods, approaches, and tools. The primary topics identified
in the selected secondary studies pertaining to the life cycle scope of microservices encompass
Design, Implementation, Testing, Deployment, Maintenance and Operation, Runtime,
Organizational issues, and the Human factor (refer to Fig. 3). A review of life cycle scope topics,
subtopics and the distribution of secondary studies mentioning them is given in Table 7.

Table 7. Topics and subtopics related to the life cycle scope of microservices

Topic Subtopic Secondary studies
Identification strategies | SS02, SS04
Design Domain Driven Design | SS04, SS39
Representations SS04, SS34, SS36, SS39
Design for failure SS08, SS36
Technology stack SS08, SS36, SS37
Implementation Supporting systems SS08, SS34, SS36, SS37
Services interfaces SS08, SS34
Testing Approaches SS14, SS23, SS25, SS36, SS37, SS40
Tools SS25, SS37, SS40
Platform SS08, SS32, SS34, SS37
Deployment Monitoring SS08, SS14, SS23, SS32, SS34, SS36, SS39
Approaches SS06, SS23, SS32, SS37
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Load balancing SS11, SS34

Fault diagnosis SS11, SS23, SS36, SS37, SS39
Maintenance & Autoscaling SS11, SS12, SS21, SS34, SS37
Operation Anomaly detection SS13, SS37

Resource Scheduling SS13, SS33

Analysis SS36, SS39

Virtualization SS08, SS43

Discovery SS14, SS43

. Control SS08, SS34, SS39

Runtime

Verification and SS08, SS21

Validation

Visualization SS30, SS39, SS44

DevOps SS08, SS19, SS25, SS32, SS33, SS34, SS37,
Organizational issue 5543

Continuous processes SS08, SS25, SS43

Roles SS04, SS17
Human factor -

Skills SS04, SS38

Design. The design phase of the lifecycle is crucial for achieving the desired system structure and
fulfilling the proposed quality characteristics. The following subtopics are identified in the
secondary studies:

(1) Identification strategies —focuses on the identification of services during the design of
complex systems;

(2) Domain-Driven Design — relates to the use of principles, patterns, and domain-specific
knowledge during system design;

(3) Representations —the use of various methods and tools for representing microservice
system being developed; and

(4) Design for failure — relates to design principles and methods that enable the design of
systems with increased fault tolerance, self-healing capabilities, and variability
characteristics.

Implementation. The implementation phase utilizes the products and decisions from the design
phase to create microservices and integrate them into a system. The following subtopics are
identified:

(1) Technology stack —the use of various languages (formal, scripting, object-oriented),
interaction models for communication flow, and protocols for data exchange (e.g.,
REST/HTTP, RPC-alike, message queues);

(2) Supporting systems —focuses on data storage systems for distributed microservices (e.g.,
SQL, graph-oriented, document-oriented) and systems for service discovery in a dynamic
environment; and

(3) Service interfaces — concerns the specification of contracts for microservices
communication.
Testing. The complex nature and dynamic behavior of microservice-based systems present several
challenges in their testing. The following subtopics are identified:

(1) Approaches —encompasses various testing approaches employed during development,
ranging from unit testing to integration testing (continuous testing as part of DevOps and
continuous engineering practices, testing of microservices and system performance,
testing during migration, and model-based testing); and
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(2) Tools — relates to tools utilized in the testing process, with a preference for automated
testing. It includes libraries and frameworks that enable specific types of tests.
Deployment. A deployment practice encompasses activities, methods, and tools necessary for the
establishment of heterogeneous microservices to meet the requirements of contemporary businesses.
Automated and continuous development and deployment processes are essential in ensuring the
reliable and scalable delivery and operation of microservice-based systems. The following subtopics

are identified:

(1) Platform — pertains to the selection of a hosting system for running microservices;

(2) Monitoring — relates to the activities performed to prevent or respond to failures or
changes in the environment; and

(3) Approaches — addresses the various ways and strategies for facilitating the utilization of
microservices-based systems.
Maintenance & Operation. The primary focus of maintenance and operation activities in the
software life cycle is to ensure the usability and operability of the software. The following subtopics
are identified:

(1) Load balancing — pertains to the coordination and management of a large number of
service requests in systems with heterogeneous and distributed microservices;

(2) Fault diagnosis — involves improving the quality and efficiency of software operation by
detecting faults (monitoring and localization of faults, identifying fault types, and fault
modeling);

(3) Autoscaling — relates to the adjustment of system resources to meet changing needs and
growing requirements (resource allocation, prediction and scheduling methods);

(4) Anomaly detection — focuses on identifying critical behaviors or abnormal states in
application performance;

(5) Resource scheduling — involves the dynamic adjustments of system resources in response
to the overall system state and workload.; and (6) Analysis — covers methods and tools
for analyzing the states and behaviors of microservice-based systems during operational
use.

Runtime. Analyzing the architecture, functioning, and performance of microservices-based systems
requires extracting information from both static and dynamic sources during runtime, which is
crucial due to the changes in structure and communication. The following subtopics are identified:

(1) Virtualization — pertains to different levels of platform abstraction, isolation, and sharing;
(2) Discovery — relates to identifying and finding appropriate services based on workload,
scalability, and service quality considerations;

(3) Control — involves managing execution at both the local level of individual microservices
and the system level as a whole;
(4) Verification and Validation — focuses on assessing the quality of microservices during
runtime; and
(5) Visualization — relates to visually representing the microservices architecture during runtime,
which covers techniques, tools, and types of information to be presented.
Organizational issue. Software development, operation, and maintenance take place within specific
organizational contexts, including software development organizations and client organizations.
These contexts have their own processes, procedures, challenges, and cultures that impact the
technical and technological aspects of software processes. The following subtopics are identified:
(1) DevOps —encompasses the cultural and practical aspects of organizing stakeholders
involved in the development and operation; and
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(2) Continuous Delivery, Integration, and Deployment — focuses on continuous activities that
facilitate a seamless and smooth transition between life cycle phases in microservices-
based systems.

Human factor. Even though the literature primarily emphasizes technical and technological aspects,
it is important to recognize that all activities in the software systems’ life cycle are carried out and
supervised by people. The following subtopics are identified:

(1) Roles — pertains to the various roles that individuals assume in the microservice life cycle;
and

(2) Skills — focuses on the technical and soft skills that are necessary for individuals in
different roles. It encompasses the specific knowledge, expertise, and abilities required to
effectively perform their tasks.

4.2.3 Migration

One of the primary challenges with monolithic legacy software systems is the need for subsequent
modifications to keep them operational and useful for end users. Frequent modifications can increase
software complexity, reduce performance, and make maintenance challenging. A common solution
is migrating software systems to microservices architectures. The main topics related to migration
to microservices are Approach, Process/Roadmap, and Challenges (refer to Fig. 3). A more detailed
review of migration topics, including identified subtopics and the distribution of secondary studies
that mention them, is presented in Table 8.

Approach. In practice, different types of legacy systems require varying approaches for
modernization and migration to microservice architectures. The identified subtopics are:

(1) Strategy — pertains to the overall strategy chosen in a migration project, such as clustering,
candidate identification based on quality attributes, data-driven approaches, or bottom-up
approaches;

(2) Decomposition method — focuses on the selection of the analysis method used to
decompose the legacy system and identify microservices;

(3) Unit level — involves selecting the most suitable level of software artifacts during the
decomposition of the old system and migration to microservices (business functions,
database tables, classes, use cases); and

(4) Evolution — relates to supporting the scalability and maintainability features throughout
the migration process.

Table 8. Topics and subtopics related to migration to microservices

Topic Subtopic Secondary studies

Strategy S$S24, SS13, SS26, SS38

Decomposition method | SS09, SS24, SS13, SS26
Approach -

Unit level SS09, SS24, SS38

Evolution SS09, SS24, SS38

Definition SS24, SS26, SS38

Input information SS24, SS26, SS38
Process/Roadmap | Output information SS24, SS26

Success factors SS38

Motivation SS24

Technical SS24, SS26, SS38
Challenges Organizational SS26, SS38

Knowledge and skills SS04, SS26, SS38
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Process/Roadmap. Every migration project follows a process or roadmap that guides the
organization of activities and determines the input and output information. The identified subtopics
are:

(1) Definition — pertains to the selection or proposal of different processes, guidelines, and
roadmaps, supported by specific tools;

(2) Input information — focuses on identifying the required input information for the
migration process;

(3) Output information — relates to the information produced upon completing the migration
process (e.g., microservices candidates, communication approaches);

(4) Success factors — encompasses the factors that influence the successful execution and
completion of the migration process; and

(5) Motivation — explores the motivations or driving factors (technical, operational, or
organizational) behind organizing a migration project.

Challenges. The migration of existing systems to a new microservice-based architecture is a
challenging project that poses various obstacles for organizations, teams, and individuals. The
identified subtopics are:

(1) Technical — focuses on the introduction of new technologies and the selection of the most
suitable tools for the migration process;

(2) Organizational — pertains to organizational changes within an IT company that
undertakes a migration process; and

(3) Knowledge and skills — emphasizes the importance of selecting team members with the
appropriate knowledge and a combination of technical and non-technical skills necessary
for the successful implementation of the migration project.

4.2.4 Challenges

The adoption of microservices in industrial practice presents numerous challenges for both
practitioners and researchers, given the inherent complexity and heterogeneity of microservice-
based systems. Fig. 3 illustrates eight challenges that have been mentioned in at least three secondary
studies, with additional challenges categorized under the shape “Other ...”. A comprehensive list of
21 identified challenges, along with the corresponding secondary studies that reference them, is
presented in Table 9. By understanding and tackling these challenges, practitioners, and researchers
can make significant strides in overcoming the obstacles inherent in microservice adoption.
Regardless of the topics covered, all studies identified specific challenges and proposed
corresponding solutions. Among the challenges identified, Security emerges as the most crucial,
with 13 occurrences across the studies. These discussions encompass a wide range of topics, needs,
and scenarios, with proposed taxonomies or frameworks to address security issues. Following
closely, Communication is mentioned in seven studies as the second most frequently cited challenge.
Communication challenges may arise from remote calls, during replication of services or data, or
service discovery. The third most frequently mentioned challenge pertains to Testing and quality
assurance of microservice-based systems. This encompasses various specific challenges, including
faster test feedback, automated testing, intercommunication testing, granularity testing, runtime
testing, integration testing, and performance testing.

Table 9. Challenges related to microservices

Challenge Secondary studies Frequency
Security SS14, SS15, SS16, S18, SS23, SS27, SS28, SS29, SS33, SS34, | 13

SS35, SS36, SS42
Communication SS06, SS14, SS18, SS23, SS27, SS29, SS34 7
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Testing & Quality | SS14, SS23, SS25, SS27, SS34, SS36 6
assurance

Performance SS14, SS23, SS29, SS33, SS36 5
Deployment SS06, SS23, SS29, SS32, SS36 5
Monitoring & Tracing SS14, SS23, SS29, SS32, SS36 5
Service discovery SS14, SS23, SS29 3
Data management SS14, SS27, SS34 3
Scalability SS21, SS36 2
Migration SS26, SS38 2
Complexity SS27, SS34 2
Composition SS27, SS34 2
Decomposition SS14 1
Orchestration SS14 1
Modeling SS23 1
Context awareness SS23 1
Integration SS29 1
Fault tolerance SS29 1
Publishing SS32 1
Upgrading SS32 1
Availability SS36 1

4.3 Technical implementation and integration (RQ3)

The dynamics and the increasing need for integrating heterogeneous and complex systems in various
sectors such as healthcare, industry, and transportation necessitate the adoption of service-oriented
architectures, especially microservices-based architectures, to facilitate distributed processing
capabilities and data integration. The identified topics are Service type, Service domain, and Industry
adoption (refer to Fig. 3). Table 10 provides a detailed overview of the identified related subtopics
and the distribution of secondary studies that mention them.

Table 10. Topics and subtopics related to technical implementation and integration of microservices.

Topic Subtopic Secondary studies
. Functional SS05, SS34
Service type
Infrastructure SS05, SS34
Smart systems SS05, SS09, SS31, SS43
Fog applications SS42
Domain Big Data SS20
Blockchain SS31
Enterprise SS31, SS33, SS43
Readiness level SS27, SS34
. Industry involvement SS27, SS34
Industry adoption
Tools and system support SS27, SS34
Evaluation & Benchmarking SS27, SS31, SS34

Service type. Microservices are deployed within complex and heterogeneous systems, requiring
sophisticated infrastructures for hosting and execution. Apart from the functional services that cater
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to user needs, it is crucial to deploy services that support the infrastructure essential for the proper
functioning of microservices. Subtopics in this context are:

(1) Functional services — are responsible for providing functionalities to users, enabling them
to perform tasks or access features; and

(2) Infrastructure services — non-functional requirements, infrastructure, and service
monitoring, as well as maintenance tasks that are not directly related to user
functionalities.

Domain. The secondary studies have identified the following subtopics:

(1) Smart systems — focuses on the implementation of microservices for technical integration
in smart systems, such as smart cities, smart transportation, and loT applications;

(2) Fog applications — explores the use of microservices in fog computing applications;
(3) Big Data — examines the utilization of microservices in Big Data applications;

(4) Blockchain — investigates the combination of microservices with blockchain
technologies; and

(5) Enterprise — focuses on the use of microservices in various business domains, such as
healthcare, online commerce, supply chain management, financial systems, and
telecommunications.

Industry adoption. The majority of studies report the widespread acceptance and adoption of
microservices in various business scenarios, establishing them as a prominent software development
approach in the software and IT industry. The identified subtopics are:

(1) Readiness level — pertains to the maturity level of specific methods, tools, and technologies
intended for implementation in industrial projects;

(2) Industry involvement — explores the degree of engagement and participation of industry
experts in research projects;

(3) Tools and system support — examines the utilization of specialized tools and systems that
support the development and operation of microservice-based systems; and

(4) Evaluation & Benchmarking — emphasizes the use of evaluation and benchmarking tools
to assess the quality and effectiveness of designed microservice-based architectures.

4.4 Directions for future research (RQ4)

Potential future research directions have been identified by analyzing the discussion sections and
concluding remarks of each examined secondary study. Therefore, we searched within the secondary
studies using keywords such as ‘future’ in combination with the words ‘research’, ‘work’, and
‘direction’, as well as the keywords ‘further’, ‘challenge’, and ‘gap’.

Notably, the majority of authors indicate future research directions in two main ways:

() by highlighting and elaborating on potential research gaps, open challenges, and issues
encountered during their analysis, and using them as a basis to propose broader research
directions; and

(b) by proposing specific research directions that are closely related to the research
methodology employed in their study.

In the coming years, the research focus will center on addressing the following issues:

e Exploring various types of microservice architectures, their structure, and design aspects.
This involves expanding the existing knowledge base in a systematic, structured, and
consistent manner, (a) by including both theoretical and practical learning and exploration,
(b) by investigating the application of microservices in specific domains or real-world
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scenarios, and (c) by considering organizational factors and addressing human-related
issues in microservice architectures.

e To ensure the quality of microservice architectures, it is crucial to assess the associated
quality attributes, while considering their complex interactions and trade-offs. By
evaluating and addressing these attributes, researchers and practitioners can optimize the
performance, robustness, and overall effectiveness of microservice architectures. This
comprehensive assessment can help in developing resilient and adaptable systems.

e Focusing on the industrial adoption of microservices architecture, which involves several
crucial phases, including design, implementation, validation, operation, deployment,
maintenance, and testing of microservice architectural designs in practice. By emphasizing
these essential phases, organizations can effectively adopt microservice architectures and
reap the benefits of scalability, flexibility, and maintainability offered by this architectural
style.

e Standardizing microservice architecture, interfaces, and related aspects such as load
balancing, fault detection, and autoscaling.

e Designing fault-tolerant and event-driven/asynchronous microservices, particularly for
smart systems, fog applications, and loT applications.

e Transitioning from specific solutions and their related validation to more general solutions
through fundamental research, reusable practices, and lessons learned.

e Addressing the complexities of the migration process from monolithic applications to
microservice-based architectures systematically, as well as tackling challenges related to
microservice identification, granulation, and proper design.

¢ Conducting additional systematic literature reviews that consider gray literature to compare
findings and challenges identified in both white and gray literature, extending existing
secondary studies to include the latest knowledge supplements, or exploring additional
databases for comprehensive coverage, and enhancing literature review approaches by
improving data extraction and synthesis methods, validity, and quality assessment of
primary studies.
All these research directions aim to advance our understanding of microservices architecture
research and facilitate the development of the best practices, standardized approaches, and improved
methodologies in this rapidly evolving field.
The analysis of the directions for future research reveals that they are numerous and diverse. This
can be attributed to the relative novelty of microservice architectures, and their unique, yet relatively
unexplored nature, characterized by heterogeneity, decentralization, and independence. The breadth
of future research directions signifies that the field of microservice analysis remains open to
innovations and methodologies.
This study provides a valuable roadmap for researchers, highlighting areas that require further
exploration. It also serves as a guide for practitioners, enabling them to assess the progress made
thus far and determine which tools and approaches are suitable for practical implementation.

5. Recommendations for future literature reviews

This section provides comprehensive recommendations for further literature reviews in the field of
microservices, encompassing primary, secondary, and tertiary studies. These recommendations are
drawn directly from the research findings of this study and aimed at enhancing existing research and
enriching the knowledge base on microservices. Recommendations relate to quality assessment of
selected studies, microservices architecture, life cycle issues, migration, technical implementation
in different domains, and further research directions.

123



Stojanov Z., Hristoski I., Stojanov J., Stojkov A. Research Trends and Recommendations for Future Microservices Research. Trudy ISP
RAN/Proc. ISP RAS, vol. 36, issue 1, 2024. pp. 105-130.

Quality assessment of selected studies. According to guidelines for conducting literature reviews,
quality assessment of included studies is typically considered a mandatory component of SLRs,
whereas it may not be required for SMSs. Consequently, the quality assessment question Q4
received a low score of 0.37. Therefore, the primary recommendation for addressing this issue is to
assess the quality of all the studies selected for inclusion in the review and to establish a minimum
value threshold for study inclusion to maintain rigorous standards throughout the review process.
Architecture. Research about microservices architecture exhibits a significant level of research
maturity, particularly in the areas of architecture analysis, pattern utilization, and the adoption of
various methods for architectural representation. Moreover, considerable attention has been given
to exploring quality attributes and their associated trade-offs. However, the research findings
indicate that there is a need to assess quality attributes and metrics pertaining to granularity, runtime
architecture visualization, as well as specific quality attributes such as context awareness,
integrability, fault tolerance, upgrading, and availability.

Life cycle issues. Attention to life cycle issues, particularly the utilization of contemporary
approaches like DevOps and continuous software engineering practices (continuous integration,
continuous delivery, continuous deployment, and monitoring) increased in recent years. However,
human factor issues, domain-driven design, and specific maintenance and operation concerns need
more attention in further research.

Migration. The migration of legacy systems, typically characterized by monolithic architectures, to
microservice architectures is a challenging research topic. Numerous methods and tools have been
proposed and evaluated in real-world settings, forming a substantial knowledge base for
practitioners and researchers. Based on the study findings, it is evident that motivation and success
factors have not been sufficiently addressed in the existing research requiring further studies.
Technical implementation in different domains. Limited research has been documented in
research studies and literature reviews concerning the technical implementation of microservices
across various domains. Most of the research focuses on the initial development of microservice-
based systems, with limited evaluations conducted in real-world settings. In addition, projects
carried out by academic institutions often lack involvement of industry experts. There is an evident
need to conduct implementation studies within real settings across different domains and to engage
industry experts to gain a more comprehensive understanding of microservice-based system
implementations.

Methodological issues for further research. Recommendations in the methodological areas are:

(1) Integration of gray literature aimed for complementing the insights obtained from white
literature, as well as for increasing understanding of the industry experts’ perspectives
and the current state of practice;

(2) Utilization of data extraction and synthesis methods from social sciences that enable
identification of patterns in practice and the development of theories necessary for
building and extending a knowledge base in this area of software engineering.

6. Conclusions

This tertiary study focuses on publication trends, research topics, domains of implementation, and
future research challenges in the domain of microservices. Conducted systematic literature review
resulted in the selection of 44 secondary studies that are used for deriving findings. Based on the
emerging findings, recommendations for further literature reviews are discussed. The main
contributions of this study are detailed and structured recommendations for future literature reviews,
which include improvement of quality assessment of analyzed studies, more detailed analysis of
architecture quality attributes, analysis of implementation in various domains of business and human
life, exploration of human factors and organizational issues, and addressing maintenance and
operation challenges. In addition, the inclusion of domain experts in the preparation and
implementation of these literature reviews is recommended for increasing the accuracy and validity
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of the findings. And finally, the creation of multidisciplinary teams with experts from social sciences
(e.g., sociologists, psychologists, economists) will enable a more comprehensive approach to the
analysis of human and organizational factors at different stages of the microservice life cycle,
resulting in more comprehensive and reliable literature reviews.

From the methodological standpoint, it is recommended to use qualitative social science methods to
obtain more structured findings and methodologically grounded data analysis of unstructured text in
analyzed studies. This research recommendation will lead to the development of theories about the
practice, increasing the knowledge base in this area of software engineering.
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Abstract. The Requirements Engineering (ER) phase plays a critical role in software development, as any
shortcomings during this stage can lead to project failure. Analysts rely on Requirements Specification (RS) to
define a comprehensive list of quality requirements. The process of requirements classification, within RS,
involves assigning each requirement to its respective class, presenting analysts with the challenge of accurate
categorization. This research focuses on enhancing the classification of non-functional requirements (NFR)
using a Convolutional Neural Network (CNN). The study also emphasizes the significance of preprocessing
techniques, the implementation of sampling strategies, and the incorporation of pre-trained word embeddings
such as Fasttext, Glove, and Word2vec. Evaluation of the proposed approach is performed using metrics like
Recall, Precision, and F1, resulting in an average performance improvement of up to 30% compared to related
work. Additionally, the model is assessed concerning its utilization of pre-trained word embeddings through
ANOVA analysis, providing valuable insights into its effectiveness. This study aims to demonstrate the utility
of CNNs and pre-trained word embeddings in the classification of NFRs, offering valuable contributions to the
field of Requirements Engineering and enhancing the overall software development process.
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Annotanus. ®aza paspaboTtku Tpebosanuii (ER) urpaer pemaromyo poias B pa3paboTKe MPOrpaMMHOTO
obecreyeHus, MOCKOJIbKY JIF00bIe HEeJOCTATKH Ha 3TOM 3Tale MOT'YT PUBECTH K IIPOBAJLY POCKTA. AHAJIUTUKH
noyararotcsi Ha cnerudukanuro TpedoBanuii (RS) st onpenenenns NomHOro crucka TpeGoBaHUH K KauecTBY.
Iponecc kmaccndpukanum TpeOoBaHMH B paMkax RS BIOYaeT OTHeceHHE KaXKIOTO TPeOOBaHUS K
COOTBETCTBYIOIIEMY KJIacCy, YTO CTaBHUT IIepej aHAIUTUKAMH 3aJady TOYHOU Kiaccupukanuu. JaHHOe
HCCIIeJOBaHNE HAMTPABJICHO Ha YIIy4IlICHHE KaueCTBa Kiaccuukaiiu HeyHKIMOHaIbHBIX TpeGoBanuit (NFR)
Ha OCHOBe mHpHMeHeHusi cBeprouHoii Heiiponuoil cern (CNN). B uccienoBaHuy Takke MMOJUSPKUBACTCS
BOKHOCTh METOJOB IIPE/BAPUTENIBHON 00paOOTKH, pealH3allii CTpaTerdii BBIOOPKM W BKIIOYCHHS
npeBapUTeIbHO O0YyYEHHBIX BEKTOPHBIX MPEJCTAaBICHMI CIIOB, Takux Kak Fasttext, Glove u Word2vec.
OrieHKa MpeIaraeMoro 1mo/IX0/1a BBIMOIHSIETCS ¢ UCIOIb30BaHNEM TaKUX METPHK, kak Recall, Precision u F1,
YTO HPHUBOJIHT K CPETHEMY YIy4LICHHIO TPOU3BOIUTENHLHOCTH 10 30% 10 CpaBHEHUIO C IPYTUMH MOIXOJAMH.
Kpome Toro, Mozenb OleHHBAeTCS B OTHOILICHUH HCIIOIB30BAaHMS IPEIBAPUTEILHO O0YUSHHBIX BEKTOPHBIX
mpejicTaBieHud cioB ¢ momompio  aHamuza ANOVA, mpenmoctaBiss ICHHYIO HHPOpPMAIHIO O e¢
s¢dexTrBHOCTH. DTO HCCIEAOBaHNE HANPaBICHO Ha TO, YTOOBI MpoaeMoHcTpupoBaTh noje3HocTs CNN u
MIpeIBAPUTENHFHO O0YUYCHHBIX BEKTOPHBIX MpEACTaBIcHUH caoB B kinaccupukannu NFR, npeanaras neHHbIH
BKJIaJ B OOJACTH HWHXKEHEpHH TpeOOBaHMHA H ymy4mas oOmmMid mmporecc pa3pabOTKU IMPOrpaMMHOTO
obecnedyeHus.

KioueBsble ciioBa: rirybokoe oOyueHHe, He)yHKIHOHANBHBIE TPeOOBaHUS; CBEpPTOYHAs HEWPOHHAS CETh,
WHXeHepHs TpeOOoBaHU.

Jst uutupoBanmus: Maptunec-I'apcus C. D., ®epnannec-u-dOeprangec K. A., Pamoc-Ilepec 3. I'. I'my6okoe
oOydeHne npHu BBIPaOOTKe HeyHKIMOHAIBHBIX TPeOOBaHMIl: MOAXOX HAa OCHOBE CBEPTOYHBIX HEHPOHHBIX
cereit. Tpymst MCIT PAH, tom 36, Bem. 1, 2024 r., crp. 131-142 (ma anrmmiickom s3eike). DOI:
10.15514/ISPRAS-2024-36(1)-8.

Hoanblii Texker: Maptunec [apcus C. D., Depnanpec-u-®Oepuangec K. A., Pamoc Ilepec DO. T.
Krnaccudukarms HedyHKIIMOHATBHBIX TPEOOBaHUI HA OCHOBE CBEPTOYHBIX HEWPOHHBIX cerei. Programming
and Computer Software, 2023, 1. 49, No §, ctp. 705-711 (ma anrmiickoM s3pike). DOI:
10.1134/S0361768823080133.

1. Introduction

During the initial phases of the software development life cycle, regardless of the model that is
intended to be followed, the requirements phase is declared as a key piece to achieving a successful
development [1-3, 8, 31]. If the requirements are not discovered and defined correctly in this early
phase, failures arise during development, which promotes that the final delivery is that of incomplete
software, that is to say, that it does not do what it should do, adding to that the Established times are
not met and are extended, which will cause previously estimated costs to rise [2, 24].

For this reason, this phase is considered vital since the correct execution of the activities will prevent
failure of software development [2, 5, 27, 30]. To combat this problem, analysts have used
Requirements Engineering (RE) [4, 17, 23], which is characterized by producing a list of quality
requirements as a final result. When carrying out the classification of requirements, there are
difficulties of interpretation and identification [13, 18] (an inherent characteristic of natural language
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[9, 25, 28]) to determine to which class each of these belong, since there are functional (FR) and
non-functional (NFR) requirements, of which the latter contain subclasses. In addition to this
difficulty, the extensive list of requirements is also presented, which can number in the thousands,
so it would be a job that takes too much time and effort [12, 20, 26].

In this research machine learning techniques are used to apply them in the RE in the Requirements
Specification (RS) activity, specifically on the classification of requirements. Said activity consists
of identifying the class of requirement to which it belongs or simply differentiating between a
requirement and information [13-14]. In particular, it will focus on NFRs, since they are frequently
discriminated against because they are considered of little or no importance for software
development, as well as the lack of knowledge to identify them [6-7, 11, 16].

2. Background

2.1 Data set

The NFR quality attributes data set, also known as the PROMISE [29] corpus, is a compilation of
requirements specifications for 15 software projects developed by students at DePaul University as
a term project for a course in Requirements Engineering; The language of the content is in English.
The data set consists of 326 NFRs and 358 FR requirements. The NFR dataset lends itself, for
purposes of this research, to the multi-label classification of various types of NFR requirements.

2.2 Input format for classifier

A classifier expects the data to be in the form of a list of strings of requirements (referred to as
examples) in the form of a vector of one-hot words one-hot and an attached list of vectors
representing the associated requirement class.

2.3 Sampling Strategies

The objective of the sampling strategies is to avoid the imbalance in the distribution of the class that
the datasets constantly present, this imbalance causes the automatic learning algorithms to have low
performance in the minority class; since the cost of misclassifying it is usually much higher than the
cost of other misclassifications [10, 19, 32]. Therefore, when selecting the Promise data set, it was
observed that the distribution of the set is unbalanced, so it is appropriate to use this strategy.

2.4 Evaluation metrics for classifier performance

To evaluate the model, the same metrics used by [10, 15, 33] will be taken as a reference, since in
addition to establishing the improvement of the work done, they measure the performance of the
model with respect to the correct predictions it makes. They are briefly shown below:

e Accuracy. It is the total percentage of cases classified correctly.

e Recall. It is the number of data correctly identified as positive out of the total number of
true positives.

e Score F1. It can be interpreted as a weighted average of precision and recall, where an F1
score reaches its best value at 1 and its worst score at 0.

e Precision. Accuracy is the ratio of correct predictions to the total number of predicted
correct predictions.
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2.5 Related work

The aim of this section is to explore, identify and improve the CNN preprocessing and configuration
bases proposed by [10, 15, 33]. The key point for the classification of NFR is that its nature is
multiclass.

e In [33] does not use the Promise dataset, and performs binary classification. In their
research, they do not show which configuration was used, and they do not mention any type
of validation used, in addition, the authors mention that because the data set they used
contains little information, the requirements classification obtained an accuracy of 73.

e [15], perform multiclass classification, if you have the Promise data set, but use all 12
classes, that is, both Functional and Non-functional Requirements. He used the embedded
fastText model. He got 80 %, using cross- validation with parameters of k = 10 and applying
the optimizer AdamOptimizer.

e [10], performs multiclass classification, also occupies Promise and implements
experimentation on NFR, especially on 9 classes, since the other two that belong to this
type of requirements have few examples, which that prevents the use of sampling strategies;
therefore, at least two examples are required to carry it out. It does not refer to what type
of strategy obtained the results it presents, so for the purposes of this paper both random
oversampling (ROS) and random undersampling (RUS) were tested, however, in this
section only the optimal result, which was ROS, is presented, to see the results of the
experimentation with RUS see the section in the index. He used the embedded fastText and
Word2Vec models. The accuracy result was 80.4% with the Word2Vec vectorization
method, this was the highest compared to the pre-trained Fasttext matrix and a random
weights matrix.

3. Experimentation and results

The experimentation seeks to determine the influence of the text preprocessing, the vectorization of
the data, the ROS sampling strategy, the implementation of the pre-trained embedded matrices of
Word2Vec, fastText, and Glove in the embedded layer of the CNN, and the hyper parameterization
of its subsequent layers. The key point for the classification of NFR is that its nature is multiclass,
so it was determined, based on previous experiments, to build models combining the improvements
made in each previous experiment and, if possible, adapt them to this model. rating with CNN to try
to increase rating metrics. So, the points to consider are the following:

e Preprocessing. Whether or not to include pre-cleaning of the Promise dataset, as well as
applying lemmatization to words. It is also tested with 3 types of vectorizers: TF-IDF,
Tokenizer, and CountVectorizer.

e Hyperparameterization in the data partition. Implementation of the sampling strategy
ROS proposal.

e CNN architecture. Starting with the base architecture including or not the weights of the
pre-trained matrices.

3.1 Results and comparison

The results shown below are presented gradually; that is, it indicates the way in which by adding the
proposed techniques to a base CNN architecture, the classification performance improves.

Now we show the concentration of results obtained from experimentation with a progressive
integration of proposals to improve the classification of NFR using NFR. First, in Table 1, where an
average of Recall of 0.11, Precision of 0.01 and F1 of 0.02 was achieved for the vectorizer test. TF-
IDF; On the other hand, with the Tokenizer vectorizer, an average of 0.44 was obtained for Recall,
0.46 for Precision and 0.44 for the metric F1. On the other hand, with the CountVectorizer
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vectorizer, it can be seen that the training of the network with that tool gained a Recall with 0.59,
Precision with 0.53, and F1 with 0.54. The second part of the experimentation is integrating the
previous cleaning and lemmatization, in addition to making the hyper parameterization in the data
partition; therefore, the averages resulting from this stage are those shown in Table 2. An increase
in accuracy is observed, however, when directing attention to the average of the metrics, it is
examined that when applying these proposals, a notable improvement is found for the case of the
vectorizer CountVectorizer, where emphRecall has a 0.70, Precision with a 0.69 and F1 with a 0.67.
Therefore, the classifier has shown a particular behavior on CountVectorizer, both in this test and in
the previous one. Finally, one more proposal is added, which is to train the model with the weights
of the pre- trained matrix Word2vec, since it was a common denominator among the proposals of
[10, 15, 33]. The averages obtained can be seen in Table 3, Recall with 0.72, Precision with 0.74,
and F1 with 0.72; Therefore, an increase in the averages could be observed using said weight matrix.
Therefore, when observing the effect of each of these proposals implemented on the classifier, it
was possible to determine that for the following experiments, it is convenient to use CountVectorizer
since with the 2 vectorizers it can be seen that they do not promote an improvement with respect to
the processing of the data. In addition to continuing to use the proposals based on what has been
observed in the experiments already carried out.

Table 1. Base model results

i Average
Test Vectorizer Recall | Precision F1
1 TF-IDF 0.11 0.01 0.02
2 Tokenizer 0.44 0.46 0.44
3 CountVectorizer | 0.59 0.53 0.54
Table 2. Base model results with integration of two proposals
., . Average
Test Vectorizer Recall | Precision F1
1 TE-IDF 0.11 0.02 0.04
2 Tokenizer 0.41 0.45 0.39
3 CountVectorizer 0.70 0.69 0.67
Table 3. Base model results with integration of three proposals
i Average
Test Vectorizer Recall | Precision F1
1 TF-IDF 0.11 0.02 0.04
2 Tokenizer 0.42 0.41 0.40
3 CountVectorizer | 0.72 0.74 0.72

CNN with the implementation of pre-trained matrices and ROS sampling strategy: For this
experiment, a Dropout layer was added, after the embedded layer, as well as another set of a
convolution followed by a MaxPooling layer.

Table 4 shows the results of the metrics obtained by implementing each of the different pre-trained
embedded matrices. The text preprocessing, the ROS sampling strategy, and the new architecture
were used for this training that was carried out with 100 epochs. However, the data vectorization
was the important factor in improving the results. For this, the CountVectorizer library was used,
which in addition to obtaining properties such as eliminating stopwords, calculating the frequency
of words among others, also has the ngram range argument. This argument determines the lower
and upper bound of the range of n values for different words, called n-grams [21-22]. Hence, this
argument was essential and was considered to obtain a vectorization of words that helps to make
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sense of each of the requirements according to their context. The ngram range that allowed the
results shown in Table 4 to be obtained was (1, 4) for fastText and Word2Vec and (1, 2) for Glove.
It is important to highlight that tests were carried out without ngram range and with ranges of (1,1),
(1,2), (1,3), and (1,4), for each experimentation with the embedded matrices selected. Therefore, 5
tests were carried out for each script.

Making the comparison in Table 5, it can be seen how the base proposal with 100 epochs reflected
a notable increase with respect to the optimal results obtained by [10] with 140 epochs. To determine
if there really is an improvement with respect to the initial configurations, it has been proposed to
carry out a statistical analysis in the following section.

Table 4. CNN results with 100 epochs for NFR classification using 3 types of embedded arrays

Embedded Average
matrix Recall Precision F1
Word2vec 0.88 0.90 0.88
FastText 0.83 0.85 0.83
Glove 0.82 0.79 0.79

3.2 Evaluation of the proposals implemented to the CNN model with cross-
validation k-fold by analysis of variance

To evaluate the model implemented for the CNN with the different 3 pre-trained matrices used, the
analysis of variance (ANOVA) was performed. Taking the averages of F1 resulting from cross-
validation training k-fold with k=10, since said metric represents the average between Recall and
Precision. The goodness of F1 is useful when there is an unequal distribution in the classes, this
being the case of the data set being used, for this reason, it was decided to perform ANOVA on that
metric.

Table 5. Results of the metrics obtained from the optimal preprocessing and architecture of [10] vs. results of
the preprocessing and base architecture proposed in this paper

(a) Results obtained by [10] for 140 epochs

Embedded Average
matrix Recall Precision F1
Random 0.66 0.66 0.66
Word2vec 0.75 0.79 0.77
FastText 0.73 0.76 0.76
(b) Results obtained in this paper for 100 epochs as initial run for base architecture
Embedded Average
matrix Recall Precision F1
Glove 0.82 0.79 0.79
Word2vec 0.88 0.90 0.88
FastText 0.83 0.85 0.83

To begin the ANOVA calculation, the average F1 metric results of each display obtained from cross-
validated training for Word2vec, Glove, and FastText were collected. An analysis of the distribution
of said data was carried out, where it can be seen with the naked eye in Fig. 1a that for the model
with Glove atypical values are reflected, for example, containing an average of 0.02 (see Fig. 1a)
for fold number 6 and 10, on the other hand, Word2vec presents outliers to the average, in contrast
to FastText which contains no outliers.

Now, as already mentioned, the purpose of this proposal was to evaluate the difference between each
model and the proposals implemented with respect to the metric F1. The overall mean of the metric
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F1, as shown in Fig. 2a, was 0.81 for 30 samples (N) and its confidence interval (Cl, for its acronym
in English) at 95% was (0.72,0.89). The specific means for the groups by model with N=10 were
the following (see Fig. 2b): FastText with a mean of 0.88 and a CI at 95% of (0.86,0.88), for Glove’s
case obtained an average of 0.67 with a 95% CI of (0.45,0.90), on the other hand, Word2vec returned
an average of 0.87 and a 95% CI of (0.86,0.88).

Boxplot gr{:uﬁed by model
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(a) Boxplot of the averages of the F1 metrics belonging to the models trained with the 3 embedded matrices

Kl | k2 | K3 | k4 | k5 | k6 | kK7 | KB | kKD | K10
Wivec 088 | 088 | 087 | 088 | 088 | 085 | 087 | 088 | 087 | 0.84
Glove 080 | 088 | 085 | 081 | 086 | 002 | 085 | 083 | 084 | 0.02
FastText || 0.90 | 0.8% | 08 | 085 | 087 | 086 | 085 | 0.88 | 088 | 090

(b) Table of averages of the F1 metric for models trained with pre-trained matrices

Fig. 1: Table of averages of the F1 metric for the trained models and distribution diagram of said data

Variable

N

Average

sD

SE

95% Conf

Interval

F1

30 0.81

0.21

0.04

0.72

0.89

(a) Summary table for total samples against F1 metric averages

Variable Average SD SE 95% Conf Interval
V1 057 0.05 0.01 054 0.60
V2 0.70 0.04 0.01 0.67 072
Vi 0.88 0.02 0.01 0.86 0.89

(b) Table of F1 averages of individual models
Fig. 2: Tables of general and particular averages of the models analyzed with respect to F1

The standard significance value of = 0.05 was taken as a reference, however, when calculating
ANOVA for the samples presented, it can be seen in Table 6 that there is a statistically significant
difference between the models presented because it was obtained a p=1.148591e-16. Therefore, with
the observed data, there is sufficient evidence to assume a significant difference between the models
exposed in this evaluation. It is worth mentioning that the assumptions of the test were verified using
the Kruskall-Wallis non-parametric test. In addition, the honestly significant difference test of Tukey
(Tukey’s HSD) was performed, which is used to test the differences between the means of the sample
in terms of significance, testing the differences by peers.
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Table 6: ANOVA result for the models with respect to F1

degrees average
of (oum of F P
freedom o1 Squares sguares
Models 2.0 0.48 0.24 191.17 1.14e-16
Residual 270 0.03 0.001

4. Conclusions and future work

NLP, a subset of Al, has been great allies in solving text classification problems. However, the
solution to these problems is generally reserved for large-scale problems with large volumes of data
samples, so working with databases with few examples suggests low results with respect to
classification performance. This problem has been present when trying to optimize the classification
of software requirements since during the analysis of these they are embodied in a document that is
frequently represented by sentences with little text or information. Furthermore, requirements data
sets only contain hundreds to thousands of documents, which is orders of magnitude less in volume
than is typically considered necessary for deep learning. In addition, taking into account that there
are different classes of requirements, especially the NFRs that are obtained from the Promise data
set, which makes the classification task difficult to obtain desired results. That is why in this work,
an investigation was carried out to determine which were the best strategies used in the state of the
art that led to obtaining acceptable results in each of the investigations, in order to unify them and
observe if said strategies together reflected a performance efficiency for the classification of NFRs
using convolutional neural networks. In principle, it was possible to observe, for experimentation,
how to vectorize the data set with the embedding of words, apply methods of Random over sampling
strategies, hyper parameterize the configuration when performing the data partition, an increase in
the average of the metrics was reflected Recall, Precision and F1 against the state of the art, since
unlike [10] up to 30% was obtained in the average increase of the mentioned metrics. This is the
first guideline to apply them to CNN. When implementing these proposals to the CNN architecture,
as well as performing its hyper parameterization, it was decided to test with an embedded layer with
or without weights, thus showing the importance of using pre-trained matrices that allow
improvement in terms of the classification of text. To determine if there really was an improvement
in the classifier, the ANOVA analysis was performed, which revealed a p-value of 0.05, therefore,
according to the standard significance of, if there is a significant improvement between the models
presented. Hence, it can be said that the application of the proposals for the classification of NFR
with CNN resulted in the improvement of the performance of the classifier with respect to the state
of the art.

The future work that is planned to be carried out in the first instance is to search for data sets with
more examples to observe the performance behavior of the classifier, as well as to experiment with
recurrent neural networks such as LSTM. Also, due to the challenge represented by carrying out the
training with k-folds and the CNN base architecture on hardware in which the memory did not
support the execution, it is planned to look for an institution that can provide some resources for
research on this topic.
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AHHOTanus. BoBleYeHHOCTb TOJb30OBAaTENEW — OSTO TIOKa3aTeslb, JEMOHCTPUPYIOIIMH Ty YacTh
MIOJTb30BATEIBCKOTO OIBITA, KOTOPask XapaKTePHU3yeTcs aTpHOYTaMH PEaKIiy, BUAMNMOCTH U B3aUMOACHCTBHS
HOJIL30BATENs € MapTHepaMu. J{jist co3aaHust HOBOTO METO/Ia pacyeTa BOBICUEHHOCTH 110JIb30BaTelei Ha (aH-
crpanunax Facebook™, opreHTHPOBaHHBIX HA PACHPOCTPAHCHHE HAYYHOrO KOHTEHTA, HOBOCTEH M COOBITHIA
HCTIOJIb30BAJICS KOJIMYECTBEHHBIH U Ka4eCTBEHHBIN aHann3. ABTOpPHI OBUIM COCPEIOTOYCHBI Ha IIpoleccax B
COIMABHBIX CETSIX, OCHOBAHHBIX Ha Kodddurmenrax xoppesinun CrupMeHa H KaTeropu3aniy MyOankanuit
0 THITy opMara U MO UCTOYHUKY KOHTEHTA. Pa3nuuus B MpUBIEKAaTEIbHOCTH IS OTACIBHBIX TOCTOB ObIIN
00BACHEHBI C IOMOIIBIO MOJEIN MHOXECTBEHHON JIMHEHHON PerpeccHy U IojcyeTa KOJIMYECTBAa KIMKOB U
YPOBHSI TOCTYITHOCTH TOCTOB ¢ TOYHOCTBIO 10 91% (R2). Pa3Mmenienne B CeTH OpPUTMHAIBHOTO KOHTEHTA U
¢oTorpaduii CylecTBEHHO CKa3bIBAeTCsl HA POCTE MOIb30BATEIHCKON BOBICUCHHOCTH.

KiioueBble c10Ba: perpeccHoHHas MoJenb; MecceHmkep Facebook™; xoaddurment paHroBoii koppesuu
CrnupMeHa; BOBJICUYCHHOCTb TT0JIb30BATENS.

Jas nurupoBanusi: Benackec-Comuc I1., Mbappa-Ockep X. E., Acropra-Baprac M., ®mopec-Puoc b. JI.,
Kapuito-benbrpan M., I'apcus-Ilauexo 1. A. KonnuecTBeHHbIE U KaUeCTBEHHBIE IIOAXObI K U3yUEHUIO YPOBHS
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BaaromapnocTn. Hacrosimee ncciepoBanue Obuto moanepikaHo YHuBepcuteroM Hmknell Kammdpopuun
rpanToM HammoHnanesHOro coBera mo Hayke M TexHuke Ne 668484 mnepBomy aBTOpYy Ha HOATOTOBKY
nccepranuu PhD.

1. Introduction

Social networks have been used as a tool that stimulates interaction, shaping new forms in which
people communicate, make decisions, socialize, collaborate, and learn [1-2]. In social networks it is
features provide unique and interesting conditions for investigating the interaction of multiple
individuals and the incorporation of organizations in user’s self-expression [3-4]. There are research
papers on social networks, which have used Cloud Computing, broadband networks, Big Data
Analysis [5], text analysis [6] and smart devices like internet of people does [7].

Interactivity of social networks, particularly Facebook*, can be used to study the impacts of users’
increase of activity towards a specific brand [3, 8], products [9], services [10] and benefiting from
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new opportunities [11]. On this way, Facebook* measures interactions by means of Engagement
and other metrics [9].

Engagement is obtained from the behavior shown by users through their activity on social networks
[2-3, 12]. This is a quantitative metric of the bidirectional interaction between organizations and
users of social networks [9]. Through the data collected from Facebook* and the metrics used, a
post (publication) can be evaluated [9, 13], but the User Engagement and Engagement Rate
formulas, provided by Facebook*, calculate Engagement, but do not reveal the differences between
participation levels [14].

The research objectives are to analyze how metrics on Table 1 are correlated with the calculation of
User Engagement. Then, using those metrics as independent variables to create a regression model
to interpret User Engagement in Facebook™ fan pages with an interest on dissemination of scientific
information and activities.

Table 1. Facebook* Quantitative Metrics

Metrics Description
The number of people who viewed the post at least once. Does not include

Reach .

people who saw your story when another user shared it.

. The number of people who viewed the content in News Feed, no need to

Impressions | . .

interact with the post.

. The number of clicks on posts that led to destinations or experiences on or

Clicks

off Facebook*.

. The total number of reactions on the post. This includes "like", "love",

Reactions

"haha", "wow", "sad", and "angry".

Comments | The total number of user comments on the post.

The total number of times users shared the post. This includes in your
profile or as a private message.

Shared

In this study, the emphasis is on the fact of incorporating social networking processes for the
dissemination of scientific content, as a mutually beneficial collaboration between universities and
research centers with society, that makes research information and knowledge useful outside the
academic community, helping them to establish specific interest groups. To this end, the following
hypotheses were established:

e H1 User Engagement changes as a function of content type
e H2 User Engagement is larger for original content.

2. User engagement calculation on Facebook*

When logging into to Facebook*, is possible to manage fan pages or groups that enable other types
of communication and strategies aimed mainly at organizations, institutions, and social or
commercial ventures [2, 15].

Some investigations about Facebook*, on fan page or groups, found posting types and topics have
a significant effect on Engagement. In [16] authors suggest Poisson regression models to be
deployed to analyze the collected data and assess the effect of brand posts characteristics related to
online Engagement. The data Facebook™ regression analysis made by [13] indicated that
Engagement is positively affected by posting visual content (photos), negatively affected by evening
posting, while Post frequency displays no statistically significant effect on Engagement.

The authors in [17] and [18] performed linear and multiple regression models to understand the
relationship between cultural values and users’ engagement with Facebook* advertising and found
that attitude to Facebook* advertising, subjective norms and perceived herd behavior positively
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determines the Engagement. In the work of [19], qualitative research was conducted on Facebook*
users and their activity on the social network. The authors in [20] presented a study with mixed
qualitative and quantitative approach, where they integrate the opinion of experts and subsequently
proceed to analyze the data statistically, implementing the calculation and analysis of engagement
based on metrics from Facebook*. The User Engagement analysis [8, 13, 17, 21-22] and its
prediction continue to be an area of opportunity to identify the acceptance of content on Social
networks [23-24].

Having an index from the variables implemented by different formulas and models supports the
identification of an integrated measure of Engagement, underscoring the importance of having the
parameters normalized [12]. There exist diverse formulas and models for calculating User
Engagement based on data obtained from Facebook* fan pages or groups (Table 2).

In Facebook*, User Engagement is calculated as the sum of all interactions in the post (equation 1).

User Engagement = Np + N.+ N (1)
where:

e N, Number of reactions on the publication.

e N., Number of comments on the publication.

e Ng, Number of times the publication has been shared.
Considering the proposals of the related work, a User Engagement regression model is proposed to
measure the effect of each metrics associated to a Facebook* fan page focused on topics of scientific
dissemination.
Table 2. Formulas to calculate User Engagement on Facebook*
NL = number of likes NRr = Number of reactions
Nc = Number of comments Ns = Number of times the publication has been shared Nr = number followers

Authors Proposed Formula
NMessage fanpage/group
Np
N, + Ng + N
Ng
N, + Ns + N
Np

& (Interactivity)

Bonsén & Ratkai, 2013 [25]

Niciporuc, 2014 [26]

Oviedo-Garcia et al.,2014 [9]
HUscope fanpage
Np

Herrera-Torres (2017) [27]

Ge & Grezel, 2017 [28]
Eriksson et al., 2019 [12]

Vadivu & Neelamalar (2015) Np + Ns + N

Ng + 5Ng + 10N

100
Peruta & Shields, 2017 [29] Niikes fanpage ¥
Phuntusil & Np + 5N, + 10N, < 10*
Limpiyakorn, 2017 [30] Nipikes fanpage®®
: Ng + No + N
Ballesteros-Herencia, 2018 [31] R e
Scope post
_ Ng + 5N, + 10N,
Jayasingh Sudarsan, 2019 [17] — x 100

Niikes fanpage®?
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Martinez-Sala & Np + N; + N
Segarra-Saavedra, 2020 [22] Npost X Npgns

x 100

In this way, the following questions addressed this research are:
(RQ1) What is the best regression model to explain User Engagement on Facebook*?
(RQ2) Which content type generates a higher percentage of User Engagement?
(RQ3) What is the correlation between the different variables related to Facebook™?

3. Research methodology

The methodology used is an adaptation of the phases proposed by [24] and extended with the tools
and roles of [2].

3.1. Data Preparation

During data preparation phase a Facebook* fan page (FP) for thematic elements around
disseminating scientific content was selected as a study case
(https://www.Facebook*.com/mujeresinvestigacion). This fan page is part of a scientific
dissemination program of Instituto de Ingenieria of the Universidad Auténoma de Baja California,
Mexico. Data were obtained in the form of a CVS file from Facebook* Insights, containing
interaction details for 166 posts from the year 2022. Five different categories of posts were identified
in Table 3 (link, event, photo, podcast, video).

Additionally in Table 4, a categorization was created, corresponding to the origin of the material
presented in the posts:

1) external scientific fan page,

2) external universities FP,

3) our university FP,

4) study case, and

5) posts related to the activities of an external dissemination event in which some members
of the extension program participated.

To carry out the data preprocessing process, the Anaconda and RStudio tools were used.

3.2. Engagement Interpretation

To examine the relationships between Facebook* metrics with the User Engagement calculation, an
analysis was carried out using the importance of the extracted metrics and the results of Spearman
correlation coefficients [18]. The preprocessed Facebook* data allowed us to obtain proposals for a
regression model with a better fit for Engagement.

4. Data analysis and findings

4.1 Analysis of the variables

To answer to H1 and H2, Tables 3 and 4 present a detailed characterization of posts. The categorical
variables allowed an analysis of the means and clearly present the frequencies of each identified
element. For User Engagement, equation 1 was used, where the highest value was obtained from
photo-type posts (120, p = 25), followed by video-type posts (13, u = 17) in which at least three of
these posts were above average (H1). A first approach to the behavior of the data can be seen in Fig.
1 with User Engagement by type of post.

The highest concentration of elements on the fan page corresponds to photos (72% of the content),
and coincides with the element that has the highest User Engagement. Regarding the original content
of the fan page (Table 4), they have been separated into fan page study case and Dissemination
event. For these cases, User Engagement was higher for posts related to the dissemination event (u
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= 166) than for regular posts of the fan page (1 = 16.5). Responding to H2, it is observed in the data
that for both categories of original content, the engagement was higher than in the others. But in
content generated for a specific objective (Category 5 in Table 4), the Engagement mean was even
higher.

Table 3. Characterization of the posts by type of content

. pn Engagement
Categories Frequency Percentage Formula
Link 16 9.63 12
Event 14 8.43 16
Photo 120 72.28 25
Podcast 3 1.80 18
Video 13 7.83 17
Total 166 100
Table 4. Characterization of the post by source
. E t
Categories Percentage # Lngagemen
Formula
1. External FP 15 13
2. External Universities FP 9 10.5
3. Our University FP 27 125
4 Study case* 16 16.5
5. Dissemination event® 33 166
* Original Content, FP = Fan page
&
O Content type
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A Event
O
600 - O Photo
—I— Podcast
i > Video
c
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Fig. 1. Graph with the content type shared by the fan page over a span of one year
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Fig. 2 allowed us to observe the Coefficient correlations between the different metrics extracted
from the data set. This helped to verify the relationship between Reach and Impressions as causal
variables, so it was decided to rule out the use of the impressions variable when generating the
regression model.
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Fig. 2. Spearman correlation coefficients calculation

4.2 Analysis of regression models

Based on the data set obtained for the behavior of the FP, and the categorical variables, several
multiple regression models were explored (Table 5), with the purpose of obtaining an adjusted model
that integrates most of the variables available for the calculation of User Engagement, omitting the
reactions, comments and number of times it is shared. This in order to avoid multicollinearity [8].
First, we validated the variables using the values of the Spearman correlation coefficients (Fig. 2),
looking for variables that maintained a positive correlation, considered between medium and strong
in their combination. It can be seen that there is a linear relationship between Clicks and Reactions
(rs = 0.755). Hence it is inferred that with each click there is a probability of obtaining a reaction,
unlike the other variables implemented to calculate Engagement on Facebook™, like Comments (rs
=0.736) and Shares (rs = 0.612). One of the highest values is found in the Engagement and Reactions
variables (rs = 0.906), with the understanding that there is a relation between the variables. So, it
was considered important to explore the relationship between clicks and the formula that Facebook™
uses to calculate Engagement (rs = 0.938).

We proceeded to give an interpretation of the determination coefficients obtained as a result of the
three regression models (Table 5). First, we validated the variables using the values of the Spearman
correlation coefficients (Fig. 2), looking for variables that maintained a positive correlation,
considered between medium and strong in their combination. It can be seen that there is a linear
relationship between Clicks and Reactions (rs = 0.755).

Hence it is inferred that with each click there is a probability of obtaining a reaction, unlike the other
variables implemented to calculate Engagement on Facebook*, like Comments (rs = 0.736) and
Shares (rs = 0.612). One of the highest values is found in the Engagement and Reactions variables
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(rs = 0.906), with the understanding that there is a relation between the variables. So, it was
considered important to explore the relationship between clicks and the formula that Facebook* uses
to calculate Engagement (rs = 0.938). We proceeded to give an interpretation of the determination
coefficients obtained as a result of the three regression models (Table 5).

Table 5. Regression models selected

Dependent variable Independent variables R? Error
Reach
User Engagement Type of content 0.679 61.52
Source of content
Type of content
User Engagement Source of content 0.28 57.52
User Engagement Clicks 0.91 40.46
9ag Reach ' '

Throughout several iterations of adjustment, the best regression model with two independent
variables was obtained. In the first one, two categorical variables (Type and source) were used
together with Reach, obtaining an acceptable prediction of R2 of 0.679. The addition of categorical
variables Source and Types did not show a significant difference in the models, so it was decided to
implement them separately. The combination of the type and source categorical variables represents
only an R2 at 0.28 of prediction. These experiments showed a relationship between the interaction
on the contents between the number of Clicks and the Reach, visualized in Fig. 2.

Considering the result of the correlation of the variables available in the sample, it was detected that
the sample had a linear relationship between Clicks and Reach with reactions. The selected model
(equation 2) is more suitable because it has a lower margin of error and a 91% representativeness of
the variables. Therefore, the selected regression model was model three in Table 5:

User Engagement = 1.7 Clicks - 0.05 Reach 2

The regression model defined (equation 2) obtained a coefficient of multiple determination (R?) of
0.91 of influence of the independent variables. We worked with a p-value (2.2e-16) of less than 0.05.
This means that the User Engagement regression model for a post that has not reached anyone or
received clicks would be zero, obtained by moving the origin to the means of the predictors. The 1.7
coefficient of the clicks is associated with the opportunity of obtaining reactions during the
interaction. While the 0.05 coefficient of the reach represents the decrement in Engagement for each
click received by the post. It means that a person who is reached by the post, but who does not
interact (clicks) causes a decrease in User Engagement. Meanwhile with the User Engagement
calculation by the formula that implements reactions, comments and shares (Equation 1), the User
Engagement had a value of 47. This is considered highly representative and allows predicting User
Engagement in future posts based on clicks per post and people reached. To identify additional
information, clustering was performed. From a test with the elbow method, four will be extended as
the ideal number of clusters. Fig. 3 considers that the Engagement is made up of the interactions
(Reactions, Comments, Shares) and the scope belongs to the total number of people who viewed on
the publication.

Therefore, each of the dots represents an individual publication. The first group 1 (Red) is associated
with the fact that they are publications that have less Interactivity and, as a consequence, there is
less reach. In group 2 (Purple), there are behaviors close to group 1, but there is a publication that
had a high Interaction rate in relation to the others, keeping the scope below one thousand, showing
the main characteristic of this group. It had moderate interactions, but with a low reach. Group 3
(Green) is made up of those publications that had a reach of more than one thousand and less than
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three thousand, regardless of the value of interactions they got. And finally, group 4 (Blue) has those
posts that had a greater reach and are associated with higher Engagement.
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Fig. 3. Clustering by engagement and people reached

5. Discussion

In the qualitative analysis of unstructured data, relationships and groups are extracted that allowed
us to take advantage not only of the descriptions obtained but also of the relationships. In this way,
qualitative analysis supports the identification of the various types of relationships within data
interactivity in the Facebook* social network. A study was carried out to create a regression model
of the User Engagement percentage of a sample of posts about scientific dissemination on a
Facebook* FP. According to RQ1, the multiple linear regression model with the highest precision
was defined using only the number of Clicks and the Reach of the posts (equation 2). The calculation
of User Engagement through a regression model has the advantage of adapting to the frequent
changes that Facebook* introduces in the establishment of its variables (i.e., number of clicks, scope,
impressions, number of comments, number of reactions, number of times a post is shared), which
can influence the results as independent variables, unlike the Facebook™ proposal based on count
values. The regression models generated in this research provide an example of the dynamism that
exists in the data generated within social networks, particularly Facebook*.

On the other hand, according to RQ2 using this same model, User Engagement increases preferably
for posts with original content and with photos. From the perspective of a Facebook* user, the crucial
factors to increase the levels of User Engagement are the interactivity of the users with the posts, in
relation to the type of format they have. Finally, RQ3 allowed us to examine the relationships that
exist between the metrics extracted from Facebook* involved in the regression model. Using
Spearman correlation coefficients [18] provided a more qualitative interpretation of the
determination coefficients obtained as a result, compared to proposals made with Pearson's
correlation coefficients [29] and Poisson [16].

In the analysis and visualization of the variables of each publication, clustering was also applied as
a data mining technique, demonstrating that self-produced content provides a higher Engagement.
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6. Conclusions

The scientific community considers the analysis of social network data as a multidisciplinary
research area that enables the creation, extension, and adaptation of methods [32] and data analysis
models which empirically provide quantitative results using statistical methods [2]. For this reason,
statistical analysis methods and qualitative analysis were used to establish a new method for
calculating User Engagement on a Facebook* fan page for scientific dissemination content. The
results of this research were the analysis of the posts, as well as a model using multiple linear
regression with an accuracy of up to 91% (R2). According to the correlation values, it was shown
that the number of clicks is the most effective metric compared to the usual interactivity metrics
such as the number of comments, number of reactions, and number of times a post is shared.

For the roles involved in the management of social networks (Community manager or social media
manager), the results of this research can be used as an idea of how to increase the level of User
Engagement in posts by understanding the users interested in science topics. The output of the
regression model can be used as a method to select the most fruitful or attractive post structures.
Together with other Facebook* metrics, such as follower growth and new likes, they help to
understand User Engagement and add precision by predicting the specific needs of each fan pages
in the future.

The objective was to analyze the participation of the followers and the User Engagement in the
content of the posts of a fan page with scientific dissemination topics. As future work,
Disengagement (Negative Engagement) can be studied as a key consequence and its effect on the
interactivity with the contents, as well as to determine whether the motivations are the same for the
different categories of content types. In addition, the characteristics of the model obtained retain the
scalability quality attribute and are adapted to other fan pages that are dedicated to dissemination or
diffusion, validating its application and impact on decision-making.
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Abstract. The aim of this work is to contribute to the personalization of intelligent learning environments by
analyzing user-object interaction data to identify On-Task and Off-Task behaviors. This is accomplished by
monitoring and analyzing users' interactions while performing academic activities with a tangible-intangible
hybrid system in a university intelligent environment configuration. With the proposal of a framework and the
Orange Data Mining tool and the Neural Network, Random Forest, Naive Bayes, and Tree classification
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intelligent educational system to contribute to build personalized environments.
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Abstract. Ienb 3T0if paboThl COCTOUT B Pa3BUTHU CTEIICHU MMEPCOHATM3ANN HHTCIUICKTYaIbHBIX yIeOHBIX
CpeJ IyTeM aHaJIN3a JaHHBIX B3aHMMOJEHCTBHS II0JIB30BaTEIIs C 00BEKTOM, YTOOBI ONIPEACIUTE eT0 TI0BEICHHE
NPH PEeIeHHH 33/1aun U B riepepbiBax B pabote (On-Task/Off-Task). Do mocturaercs myreM MOHUTOPHHTA
aHaM3a B3aUMOJCHCTBHS IIOJIb30BATENEl MpPU BBIIONHEHHH YYeOHBIX 3aJaHUH C THOPHUAHOW CHCTEMOH,
aTanTHPOBAHHOM JJIS HHTEJUICKTYalIbHOM yHUBEpCUTETCKOH cpenpl. [IpeanoxenHas KOHQUTYypalys CHCTEMBL,
JIOTIOJIHEHHAs! MHCTpyMEHTapueM ao0bruM JaHHeIX Orange M kinaccupuKaTopamMM Ha OCHOBE Mojeneit
HEHpPOHHOH ceTH, cilydaifHoro seca, HauBHOro kiaccuduxaropa baiieca u nepeBa kiaccupukanuu ObLIO
IIpoBeieHO 00ydeHNe B3aUMOICHCTBISIM ¢ 00BeKTaMH U TecTupoBanue 13 crynentos (11 st oOyueHus u aBa
JUIS TECTUPOBAHUS), YTO MO3BOJIMIIO BBIIBUTH IIPECTaBUTENIbHBIC IIOCIEA0BATENBHOCTH AeiicTBri. HecMoTps
Ha HeOOJBIIOE KOJINYECTBO JAHHBIX, YAAIOChH MOHITh, YTO HAMIyYIINe Pe3yJabTaThl IIOKa3aId JBE MOJEIH —
HEHpOHHAs CeTh W HaUBHBIA Kiaccuduratop baiieca. X0oTs i afeKBaTHOTO BBINOJHEHUS KJIACCU(UKAIUU
HeoOxoquM OoJiee 3HAUUTENBHBIH 00BbEM JaHHBIX, MPOBEJCHHBIH OMBIT MO3BOIMI JydIle MOHATH IPOIIECC.
BrocnenctBum ero MOXKHO OyA€T MONHOCTBIO BKIIOYHTH B HHTEIIEKTYaIbHYIO 00pa30BaTENIbHYIO CHCTEMY,
YTO MO3BOJUT BHECTH BKJIAJ B CO3JaHHE NIEPCOHATN3UPOBAHHBIX CPE.

KiroueBrbie cjioBa: HUHTCJUJICKTYAJIbHOE OKPYXKCHUE 06y‘-{eHI/I${; I/IZ[CHTI/I(bI/IKaLII/IH IMOBEACHHUS I0JIb30BaTEIIs,
JAHHBIC T10 B3aHMOZ[efICTBPIIO T10JIB30BATECIIA C OGLCKTOM; U3BJICUCHUC TaHHBIX.

Jasa uuruposanusi: DpHannec-Kansaepon X.I'., benutec-I'eppepo 3.U., Poxano-Kacepec X.P., Mecypa-
lomoit K. OT mpocToro B3auMOACHCTBHSA K TEPCOHATU3UPOBAHHOMY OOYYCHHUIO: HCCIICIOBaHUE
B3aMMOJICUCTBHI MOJTB30BATENS ¢ OOBEKTOM B MHTEIUIEKTyanbHOM okpykeHuu. Tpyast UCIT PAH, Tom. 36,
Boi. 1, 2024. ctp. 157-174 (ua anrmuiickom si3eike). DOI: 10.15514/ISPRAS-2024-6(1)-10.
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Baaronapuocru. IlepBbiit aBrop Onmaromaput HarwoHanbHbIi coBeT MEKCHKH 10 HayKe M TEXHUKE
(CONAHCYT) 3a crunenauto Ne 421557 nyist oGyueHus B aclupanType.

1. Introduction

Human behavior refers to how an individual responds to various stimuli in their environment,
physically and mentally. Computationally, it is possible to determine user behavior from observation
and comparative analysis, and it is conceivable to classify their behavior by monitoring the
development of a person's activities. In an intelligent environment, behavior patterns can be obtained
from analyzing user interactions data [1]. For a computer system, modeling the behavior of users
and understanding signs of the patterns it identifies involves various tasks, the first of which is to
monitor and collect data related to user interactions, and then analyze the detected behavior signals
considering the context.

Generally, behaviors are detected initially by identifying movements or events that happen within
the environment. These are low-level and do require temporal or contextual knowledge to be placed
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[2]. In intelligent environments, this information is collected by sensors when any movement or
interaction is detected; then, the set of registered events and their space-time relationships give rise
to activities.

There exist different challenges to building behavior-aware intelligent environments. An example
of these challenges is the development of robust approaches for recognizing activities [3]. Another
situation to face is that when detecting human activities, they are complex to model and dynamic
because they constantly change and evolve with the user [2].

One approach considers that a critical factor for interpreting human behavior relates to the moment
the actions are performed and their duration [2]. Moreover, concurrent activities (executed at the
same time) [4] and sequential activities can be recognized [5]. In ubiquitous computing applications,
advances in activity recognition have allowed passing from low-level recognition to identifying
daily life activities.

This paper presents an approach for identifying user behavior through the analysis of user-object
interactions. This is addressed in the context of a case study related to students solving academic
activities using a Tangible-Intangible hybrid system that allows detecting and collecting user-object
interaction data. The main contribution of this paper is the analysis of user-object interaction data to
find relevant information related to user behavior while performing an academic activity in a
technologically enhanced environment.

The remainder of this paper is organized as follows. Section 2 presents background information
related to behavior representation, behavior detection, and behavior analysis. Section 3 describes a
framework for analyzing user-object interaction data, that encompasses 3 phases: 1) Extraction and
processing, 2) Transformation, and 3) Pattern recognition and evaluation; further explained in
Sections 4, 5, and 6 respectively. Section 7 presents the discussion and limitations. Finally, Section
8 concludes this paper.

2. Background

Human behavior refers to how an individual responds to various stimuli in their environment,
physically and mentally. Computationally, it is possible to determine user behavior from observation
and comparative analysis, and it is conceivable to classify their behavior by monitoring the
development of a person's activities. In an intelligent environment, behavior patterns can be obtained
from analyzing user interactions data [1]. For a computer system, modeling the behavior of users
and understanding signs of the patterns it identifies involves various tasks, the first of which is to
monitor and collect data related to user interactions, and then analyze the detected behavior signals
considering the context.

This section describes the characteristics of the styles used in this document.

2.1 Behavior representation

In the educational field, different research projects have defined student behavior from different
perspectives and classifications, the most general being On-Task and Off-Task behaviors [6-7].

On-Task behavior is defined as the activity performed by the student that complies with the
instructions given by the teacher for the task or lesson; for example, listening to the teacher's
instructions, writing, reading a text, talking to the teacher, and looking up words in the dictionary.
In addition, it defines Off-Task behavior as any activity performed by the student that is not directly
associated with the task in the way that it was instructed, for example, leaving the classroom,
excessive erasing, drawing on the desk, or looking at a point in space [6]. Another definition of On-
Task behavior refers to the student's attention during class time. While Off-Task behavior, as student
inattention during class time as self-distractions, interactions with their peers, environmental
distractions, or others that include things or actions that are not classifiable into previous categories
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In addition, it is possible to find that behaviors studied and classified in educational settings include
affective states such as boredom, commitment, and concentration [8], mental states such as flow
experience [9], and dedication or absorption during tasks [10-11].

2.2 Behavior detection

Different research projects have studied human-object interaction detection. One example is the
improvement of the accuracy while detecting interactions between persons and objects using
computer vision and a graph neural network [12], or a graph model-based algorithm [13]; an
application for smart glasses that assists workers in an industrial site recognizing human-object
interactions [14]; as a contribution in the visual understanding field [15-16], or to help to solve the
problem of missing human behavior objects [17]. It can be observed that behavior detection is related
to the technologies available in the intelligent environment configuration, the sensors installed in
the background, or can be related to the data sources, such as the case of images, videos, interactions
with software systems [18], cameras for collecting images, microphones to record sounds within the
classroom [19], and the dialogue between student and teacher and wearable devices [20] through
which it is possible to identify tasks and student behavior in a classroom or digital learning
environments as intelligent tutors. These data provide information that identifies individual and
group behaviors [21]. Although observation methods for identifying student behaviors predominate
in the educational field, there are efforts to identify them from the interaction data that the student
has with a computer program, as observed in the work of [6, 8, 22, 23].

However, there is no defined record structure to store user interaction data in intelligent educational
environments. Even though works such as [13, 24-31] use sensor data to address the situations of
interest of each job, no defined structure is observed that they share among themselves.

2.3 Behavior analysis

Several approaches are observed to analyze data generated by users in intelligent environment
settings. These include visual representations and analysis routines that allow the teacher to track
the performance of one or several students to track their progress [27, 32-33]; comparison, and
classification. Analysis of the accelerometer data to identify activities of daily living using a
Gaussian mixture model and Gaussian mixture regression [34] to classify the data at runtime. Also,
the use of multi-agent systems to analyze user behavior [35] and logistic regression models to
predict, at runtime, behaviors of lack of commitment or gaming the system behavior.

Different research projects have used various techniques for data analysis to identify user behavior.
In intelligent environment settings, these techniques include but are not limited to the Hidden
Markov Model (HMM), probabilistic hierarchical models of human behavior using HMM,
conditional random fields, and dynamic Bayesian networks. Other works, such as those by [36] and
[37], consider artificial neural networks for monitoring and predicting activities of daily living; On
the other hand, [38] proposes a hybrid inference approach to detect abnormal user behavior, and [39]
uses sequential pattern mining. Also, for the analysis of human behavior, [40] has proposed using a
temporal structure or a set of actions over time with T-patterns, broadly used by [41] and [42] or
sequential patterns through the GSP algorithm, proposed by Skirant [43]. This algorithm allows the
discovery of sequential patterns with a minimum support specified by the user, where the support of
a pattern is the number of data sequences containing that pattern. It makes multiple passes over the
data [43].

3. Framework for analyzing user-object interaction data

This section describes a proposal, based on [44-45], for a framework to analyze user-object
interaction data for student modeling in intelligent learning environments. It consists of three phases:
data acquisition and storage, transformation, and analysis.
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Extraction and processing. The main objective of this phase is to collect and store user-object
interaction data in an intelligent learning environment setting from a Tangible User Interface, the
TanQuery prototype [46]. In TanQuery, there are three different areas where student interactions
take place and are identified: the assignment area, the work area, and the result area. In the
assignment area, the user assigns a value to the tokens he will use, depending on the token type and
the information available in the database. In the work area, the user places the tokens to build a query
tree and the system can identify the objects that compose it (root, left child, right child, or attributes);
this distribution of objects is evaluated, and relational algebra expressions are constructed. The
relational algebra expression (and the equivalent SQL expression) as well as the results of its
evaluation are displayed in the result area. Fig. 1 shows the configuration of the TanQuery prototype.
During the activity, the student interacts with different tokens (objects) and generates different
records of user-object interactions. This user-object interaction data is stored in a local database with
a structure based on the physical layer of the intelligent desktop conceptual model [44] and considers
the identity of each object visible to the system, the type of object (relation, attribute, operator,
among others), the position (X, y), and the degrees used to calculate the location of the object in the
application domain. Also, this record considers the domain information in the root, right child, left
child, parent, and attributes, each for each component of the query tree; it also considers the date
and interaction time.

Fig. 1. Implementation of TanQuery prototype

Transformation. This phase transforms the interaction data into user behaviors considering an
interval. This phase considers a model of the student's behavior during the activity allowing, based
on the presence or absence of activities in an observation period, to identify whether the student has
On-Task or Off-Task behavior. Once the behavior is defined, the same behaviors in contiguous
intervals generate behavior sequences with different durations. Furthermore, during this phase, the
data is preprocessed as input for the GSP algorithm.
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Pattern recognition and evaluation. With a sequential algorithm, a process to identify the student
behavioral patterns is carried out to identify representative behavioral sequences of each
performance quadrant and train a classifier to condense the sequences of student behavior so that
the intelligent environment can readily apprehend similarities and dissimilarities.

4. Data extraction and processing

For this study, a group of 16 students (12 male, 4 female) with similar ages (Max: 24 y/o, Min: 20
ylo, Average: 21 y/0), and basic relational database knowledge, all the participants were enrolled in
the fifth semester of undergraduate studies. Also, and a teacher (Male with 14 years of experience)
from the educational program related to information technology participated voluntarily (using a
non-probabilistic sampling scheme) from a university in the southeast of Mexico, they were enrolled
in the Databases subject. The participants were asked to participate in an open call, in which the
evaluation process and the instruments to be used are explained. Based on the Belmont Report [47]
on interaction with human beings, they were asked to request signing a letter as a requirement of
consent. The study sample included participants whose reported age was 20 years or older, who had
the same credit advancement in the Bachelor of Computational Technologies from the same class,
and who were enrolled in the educational experience databases.

All participants interacted individually to solve relational algebra exercises using the TanQuery
prototype, while a system stores the interaction data in a database table with the user-object
interaction record structure. The connection to the database management system and the insertion in
the online records are made each time the user interacts with the objects within the intelligent
environment. It is sought that these are always available so that any component of the system and
the environment can use them if required. The organization of these data is according to the user
who generates them and the session in which they execute the activities. Table 1 illustrates an
example of user-object interaction records.

Table 1. Example of User-Object interaction records

Name Example Example Example Example
ID 8 20 24 45
Type Relation Attribute Attribute Operator
X position 865 1080 1171 993
Y position 692 864 937 795
Value STUDENT_INF NOM_EST EMAIL_EST PROYECTION
Rotating degrees 0 358 355 86
Action updateTUIODbj updateTUIObj updateTUIODbj updateTUIODbj
Root PROYECTION PROYECTION PROYECTION PROYECTION
Right child - - - -
Left child - - - 8
Parent node 45 45 20 -
Attributes - 24 - 20
Date 06/04/17 06/04/17 06/04/17 06/04/17
Time 12:52:57 12:52:57 12:52:57 12:52:57

5. Transformation

Once the dataset is created, the system finds the ObservedBehavior, Interval, StartTime, and
EndTime columns. The possible intervals are obtained considering the analysis interval. For this
work, an interval of 7 seconds is configured. Based on the interaction record and the number of
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possible intervals, an iterative process is carried out that obtains the records generated by the student
to determine if he manifests an On-Task behavior or an Off-Task behavior.

After the analysis is finished, is possible to know the observed behavior, the analysis interval, and
the moment of the student's interaction in which the interval begins and ends; an example is shown
in Table 2.

Subsequently, the user-object interaction data for each student is recovered to identify the On-Task
and Off-Task behaviors manifested during the activity to find sequences of student behavior. Also,
the characteristics of the activity and the student's result are stored manually in the database to
calculate the student's performance in the activity.

To execute the analysis, the behavior sequence structure IS modified by calculating the duration, in
intervals, of the behavior and assigning the prefix ONT for On-Task behavior and OFFT for Off-
Task behavior. For example, the behavior sequence of student 1, where he manifests the On-Task
behavior from intervals 9 to 14, was represented as ONT6, and the Off-Task behavior during interval
15 was represented as OFFT1. To identify the student's performance, the number of hits obtained
by the student is recovered. The total time in the activity is calculated by subtracting the time of the
last record and the time of the first record. From the activity information, the Minimum Expected
Grade (MEG), defined as the minimum score to pass the activity, and the maximum time to develop
the activity are recovered (both defined by the professor); these values serve as parameters of the
defineStudentTaskPerformance function [44].

Table 2. Identification of student behavior intervals

Observed behavior Interval Start time endTime
On-Task 1 06/04/2017 12:48:07 06/04/2017 12:48:37
On-Task 2 06/04/2017 12:48:37 06/04/2017 12:49:07
On-Task 3 06/04/2017 12:49:07 06/04/2017 12:49:37
On-Task 4 06/04/2017 12:49:37 06/04/2017 12:50:07
On-Task 5 06/04/2017 12:50:07 06/04/2017 12:50:37
On-Task 6 06/04/2017 12:50:37 06/04/2017 12:51:07
Off-Task 7 06/04/2017 12:51:07 06/04/2017 12:51:37
On-Task 8 06/04/2017 12:51:37 06/04/2017 12:52:07
On-Task 9 06/04/2017 12:52:07 06/04/2017 12:52:37
On-Task 10 06/04/2017 12:52:37 06/04/2017 12:53:07
On-Task 11 06/04/2017 12:53:07 06/04/2017 12:53:37
On-Task 12 06/04/2017 12:53:37 06/04/2017 12:54:07
On-Task 13 06/04/2017 12:54:07 06/04/2017 12:54:37

The student performance quadrant scheme allows to classify the students considering the activity's
results and time. Each quadrant represents the confluence between the time developed in the activity

and the result obtained according to the following:

e Quadrant A: the grade obtained by the student is greater than the MEG, and the time it

took to complete the task could be more optimal.

e Quadrant B: the grade obtained by the student is greater than the MEG, and the time it

took her to complete the task is greater than optimal.

e Quadrant C: the grade obtained by the student is below the MEG, and the time it took her

to complete the task could be more optimal.

e Quadrant D: the grade obtained by the student is below the MEG, and the time it took her

to complete the task is greater than optimal.
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6. Pattern recognition and evaluation

The objective of this stage is to calculate a classification model from the data related to the student’s
behaviors. Since the sequences have different lengths for each student (see Fig. 2), it was necessary
to characterize all the sequences in the same way. One possible way was to characterize each
sequence by the number of On-Task and Off-Task behaviors present in the sequence; however, with
this way of doing it, the temporary nature of the sequences was lost. As an alternative, we decided
to characterize a sequence by subsequences, which we call motifs. Thus, all the possible motifs were
calculated from all the sequences of students' behaviors and, later, each sequence was characterized
in terms of the presence or absence of a motif in it, thus representing all the sequences in a
homogeneous way. In the end, each student is represented by characterizing their sequence in terms
of motifs plus the performance quadrant to which they belong. The data represented in this way were
analyzed using machine learning techniques to arrive at the classification model. Section 6.1 details
the characterization of the sequences in terms of motifs and section 6.2 explains the analysis using
machine learning techniques.

Endl of
activity

Student - Optimal time

On Task [ Off Task 1R

Performance
quadrant

1 o n 11

2 | T I T | 1 mIl

w
o
-
o1 |

14 | | 1 I mn mm m

Fig.2. Participant’s behavioral sequences

6.1 Characterization of sequences

Once having represented the behavioral sequences considering the performance quadrant and
student behavior, the behavioral sequences were ordered alphabetically to assign them a numerical
value, shown in Table 3, and they were substituted in the sequences of each participant. The set of
behavior sequences for each quadrant was sent as a parameter to the GSP algorithm, and the
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sequential patterns and support for each one was obtained. The complete number sequences of
quadrants A, B, C, and D students were 213.

Table 3. Example sequence of student 1’s behavior representation (Rep)

Participant Beg:rr:tervallznd Behavior Rep.. idSec
Studentl 1 2 On-Task ONT2 22
Studentl 3 4 Off-Task OFFT2 3
Studentl 5 6 On-Task ONT?2 22
Studentl 7 8 Off-Task OFFT2 5
Studentl 9 14 On-Task ONT6 51
Studentl 15 15 Off-Task OFFT1 1
Studentl 16 18 On-Task ONT3 30
Studentl 19 20 Off-Task OFFT2 3
Studentl 21 37 On-Task ONT17 19
Studentl 38 38 Off-Task OFFT1 1
Studentl 39 41 On-Task ONT3 30

The Minimum Support Value (MinSup) represented as a percentage of occurrence (support) of the
transactions containing all the pattern items in the GSP algorithm was set to 50%. For quadrant A,
56 sequences were found with support equal to or greater than four and equal to or less than eight.
In quadrant B, 74 sequences with support equal to or greater than three and equal to or less than five
were found. In performance quadrants C and D, no sequences with support equal to 50% were found.
However, 83 sequences with a support value equal to two were found. It is observed that the patterns
with a higher support number contain fewer behavioral sequences, and those with a lower support
number are made up of more complex sequences.

An example of the behavioral patterns of quadrant A is shown in Table 4. It can be noted that the
shortest patterns contain only one behavior sequence, and the longest contains five. The highest
support found in the patterns is eight. The patterns with this support manifest the OFFT1 sequence,
which is the presence of the Off-Task behavior during a seven-second interval at different times of
the activity, but no more than three times during the entire activity. Sequences with a support of 6
involve the behavior Off-Task with a longer duration (OFFT2) or the presence of OFFT1 four times
during the entire activity. Behavior patterns with less support (minimum four) are also observed that
involve the occurrence of sequences of behavior Off-Task for two or more periods of seven seconds
(OFFT2, OFFT3) and the presence of behaviors On Task and Off-Task at time intervals greater than
21 seconds (ONT3, ONT4). Considering the scope of application, this is interpreted as students in
this quadrant spending very little time outside of the activity and combining short periods of
inactivity with periods of activity of intermediate duration. Most of the time, they interact and say
they are doing the activity continuously. In other words, they spend the most time doing something.

Table 4. Example of behavioral patterns found in quad-A

Sequence Support
OFFT1, 8.0
OFFT1, OFFT2, 6.0
OFFT1, OFFT1, ONTS3, 5.0
ONT2, OFFT2, OFFT1, OFFT1, 4.0

Table 5 summarizes the results of measuring the student's performance and identifying the
behaviors, showing the occurrence of behaviors (On-Task and Off-Task) manifested by each student
during the interaction session grouped by performance quadrant.

In quadrant B, the shortest patterns contain one behavior sequence, while the longest contains ten.
The highest support found is five for the pattern with a single sequence of behavior and three for the
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pattern with the most extended sequence. The patterns with longer sequences and support three are
shown below. In them, it is observed that the OFFT1 behavior sequence predominates, and it is
observed in the pattern with a length of eight that this Off Task behavior sequences occur after the
student manifests an On-Task behavior for 28 seconds. (ONT4). It is interpreted that the students of
quadrant B, during the activity, manifest a more significant amount of dead time. When they return
to do it, they do so for more extended periods. Compared to the students in performance quadrant
A, the students in performance quadrant B interrupt a more significant number of times, for short
periods, performing the activity. After that, they begin to perform it for a longer time. In other words,
they tend to manifest periods of inactivity more frequently, followed by periods of activity
periodically, causing them to take longer to perform. However, they could have answered the
activity exercises correctly.

Table 5. Student behaviors and performance quadrant

Participant Performance On-Task Off-Task
Quadrant
Studentl A 183 14
Student2 A 220 30
Student3 B 227 34
Student4 A 241 9
Student5 B 284 3
Student6 B 262 10
Student? A 171 6
Student8 A 215 12
Student9 B 253 27
Student10 B 250 14
Student11 A 218 11
Student12 A 170 13
Student13 C 224 18
Student14 D 245 18
Student15 A 234 23
Student16 D 269 9

In quadrant C, no patterns with support more significant than three were found because only one
student was assigned in this quadrant based on his performance in the activity. It is necessary to
have more students be able to identify sequences of behavior in common.

In quadrant D, all the patterns found have support two and range in length from one to eight behavior
sequences. The most representative sequence in most patterns is ONT9, which means that the student
manifested On Task behavior for 63 consecutive seconds during the activity. It is essential to
mention that students from quadrants A and B do not manifest this sequence. In other words, students
in the F quadrant spend more time in short periods of inactivity than doing the task and occasionally
tend to resume the activity for long periods.

An analysis of the sub-sequences found from quadrants A and B was performed to allow the system
to identify the performance quadrant based on the sequence of behaviors manifested during the
activity. For this sequential analysis, the authors considered the works of [48-49].

The procedure for the analysis of each student sequence is as follows:

e The sub-sequence identifier algorithm finds all quadrants' sub-sequences in the sequence.

e Each sub-sequence occurrence is stored, a matrix is generated, and this matrix is sent to
the classifier.

The sequences of the students are those identified when the atomic behaviors manifested during the
study session were coupled. The sub-sequences used for this exercise are those found by the GSP
algorithm from performance quadrants A and B. The sub-sequences of quadrants C and D weren't
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considered due to the small number of students who, according to the calculation of their
performance, have 1 and 2 students, respectively.

Table 6 presents an example of sub-sequence organization considering the motif approach.
Subsequently, the sub-sequences found were counted for each student (13 students, eight from
quadrant A and five from quadrant B). The students from C and D quadrants were not considered
because their GSP patterns were not representative due to the small number of students belonging
to those quadrants. Subsequently, these were organized, considering the structure of the motifs of
the article [48] and the analysis process [48-49], resulting in the information being organized as
presented in Table 7. A total of 128 sub-sequences correspond to the performance quadrants A and
B after removing two repeated sequences in both performance quadrants.

Table 6. Example of sub-sequences and motif organization

Sub-sequence Motif
OFFT1 motifl
OFFT2 motif2
OFFT3 motif3
ONT?2 motif4
OFFT1, OFFT1, OFFT1, OFFT1, OFFT2 motif53
OFFT1, OFFT1, OFFT1, ONT3, OFFT1 motif54
OFFT1 motif55
OFFT2 motif56
Table 7. Example of motif(m) occurrence in each student (St) sequence

St{ml|{m2|m3|m4| m8| ml0 | ml3

1 |6 4 0 2 |15 | 20 12

2 8 3 2 2 28 7 3

3 14 1 1 1 91 3 10

4 5 2 0 1 10 3 5

5 3 0 0 0 3 0 0

6 10 0 0 0 45 0 0

7 4 1 0 1 6 0 0

10 | 8 3 0 1 28 12 7

11 | 5 0 2 0 10 0 0

12 | 3 1 0 0 3 2 0

15 | 9 4 2 1 36 6 6

6.2 Analysis of sub-sequences of student behavior

Once the occurrence of each behavior sub-sequence in each sequence of the 13 students was
recovered, two students were randomly drawn. The remaining 11 were used to train the classifier
using the Orange Data Mining tool, version 3.30. 1. The data on sub-sequence occurrence from the
two students separated from the original group were used to assess whether the classification was
adequate. The results of the different classification models in the Orange Data Mining tool are shown
in Table 8. There we can see that of the four selected models (Neural Network, Random Forest,
Naive Bayes, Tree), the two models that had the best results, despite the small data, were the Neural
Network and Naive Bayes.

Various feature elimination methods were used to know the most representative sub-sequences of
quadrants A and B. The authors used ReliefF and Information Gain as scoring methods. The results
are shown in Table 9.

One of the approaches to identify the performance quadrant while the student is performing the
activity is through decision trees, defined by [44] as "a prediction model that, given a set of data,
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diagrams of logical constructions are made, which serve to represent and categorize a series of
conditions that occur successively, for the resolution of a problem™.

Table 8. Evaluation results

Model AUC CA F1 Precision Recall
Tree 0.214 0.455 0.398 0.354 0.455
Random 0.143 0.273 0.285 0.315 0.273
Forest
Neural 0.500 0.636 0.636 0.636 0.636
Network
Naive Bayes 0.500 0.636 0.636 0.636 0.636

Table 9. Best-scored sub-sequences using the Scoring Methods (SM): ReliefF (RF) and Information Gain
(16)

SM | Id Sub-sequence Value
RF 58 ONT20 0.192
RF 67 ONT10, ONT4 0.178
RF | 80 ONT4, ONT10, OFFT1 0.163
IG | 58 ONT20 0.468
1G 67 ONT10, ONT4 0.468
1G 80 ONT4, ONT10, OFFT1 0.370

Finally, to identify in an intelligent educational environment, at runtime, the student's performance
quadrant based on the interaction with objects, it is necessary to find a set of rules that, incorporated
into the ambient intelligence system, allow personalized support without waiting to finish the
activity. A decision tree and the data set of the 11 previously selected students were used to find
them.
Fig. 3 shows the resulting decision tree, from which the following rules are identified:

e |If (motifl > 9) = QuadrantedperformanceB.

o If (motifl < 9)&(motif58 < 0) = QuadrantedperformanceA.

o If (motifl < 9)&(motif58 > 0) = QuadrantedperformanceB.

® ® Tree Viewer (1)
Tree
5 nodes, 3 leaves

Display A , |
ZOOM; e 63.6%,7M
e motiff1
Depth:  Unlimited [S] T
; : SO _ gl — >9
Edge width:  Relative to parent B e
A
Target class:  None (V] 77.8%,7/9 -
! motiff58
BB | A8 B-in

Fig. 3. Decision tree
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The rules obtained from the decision tree are likely used so that, during the activity, the intelligent
environment can generate personalized interventions that improve student performance. For
example, if it is identified from the interaction records (that the student generates during the activity)
that the student may result in low performance, the environment would intervene to help him
improve his final performance in a personalized way.

7. Discussion

Including personalization mechanisms in an intelligent educational environment will allow the
environment or educational systems to execute prompt interventions by identifying students in at-
risk situations and aiding based on teaching-learning experiences [50].

To achieve this, it is necessary to consider contextual information about the student (academic and
personal) to identify the student's learning needs, why they need to learn it, and the most appropriate
way to learn it. With this, it is possible to design a personalized learning path for each student that,
through a non-intrusive follow-up supported by technology, would allow the identification of
deviations in those paths and, therefore, students in risk situations.

Knowing the student's behaviors while performing the activity would allow the intelligent
educational environment to improve student performance by helping them move from a C or D
quadrant, which performs below the desired level, to an A or B. An intelligent educational
environment would provide support materials or interventions on the activity's topics.

The process described in this work can be helpful to incorporate personalization mechanisms into
educational environments and to enhance customization services or applications like affective
feedback systems [51], identifying the competency level of students [52], monitoring students while
writing academic tasks [53], and learning monitoring and customization in mobile learning
platforms [54]. To analyze data from user interaction with objects or with educational software and
provide customized learning materials for each student considering their strengths, needs, skills,
interests, and academic performance.

8. Conclusions and future work

The proposal addressed in this work contributes to identifying user behaviors through monitoring
the user-object interactions manifested when performing academic activities and monitoring through
a non-intrusive observation of the activities carried out in intelligent educational environments.
Mainly, when addressing the case study, it is intended to contribute to the improvement of teaching-
learning processes by supporting its users by identifying their behaviors and associating them with
the performance of the academic task they are performing to identify needs presented by students or
to identify ways to improve their performance in a university intelligent learning environment
setting.

It was necessary to analyze recent works on intelligent environments, ubiquitous computing, and
ambient intelligence that address identifying user behaviors and those applied in the educational
field. This topic is partially covered in the educational field, so it was in our interest to work on it.
During the data-collection process, light conditions changed from natural to artificial to avoid
problems related to the detection of markers. Also, a local database server was set up to avoid
misconnection and data-storage problems.

The test results showed that it is possible to measure the student's performance quadrant and identify
her performance by analyzing her interactions with objects. Also, a higher concentration of students
is observed in the A and B performance quadrants, and fewer students in the C and D quadrants.
However, this is an unexpected result due to the balance of the quadrants for the classification of
students and subsequent discovery of patterns; it is a positive result that indicates that the students,
for the most part, perform well in terms of having a higher-than-expected result in the activity. Most
students exhibited On Task behavior for most of the activity; it is possible to interpret this as a
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greater involvement of the participants in the task. Nevertheless, it is possible to develop further
studies in a controlled environment where the student is in a more familiar environment for him and
with more freedom.

Although it is not possible to generalize the results from such a limited sample, observable
indications and differences are obtained in the development of the activity of the students in each of
the quadrants. Students in quadrants A and C show more behavior Off Task at the beginning and
end of the activity, while students in quadrant B show this behavior throughout the development of
the activity. In the two students in performance quadrant D, the development of the activity is
different.

Concerning the use of observed behavior patterns, identifying the occurrence of sub-sequences in
each behavior sequence of the students in quadrants A and B was carried out due to having a more
significant number of students. Using the Orange Data Mining tool and the classification models
Neural Network, Random Forest, Naive Bayes, and Tree, training, and testing were done with the
data of the 13 students (11 for training and two for testing).

The number of participants for this work is small and it is not possible to generalize results. Due to
this very limited number of data, the performance of the classifiers is low and can be improved by
increasing the sample. Therefore, the results obtained are not conclusive, so more experiments with
a larger number of participants will be needed to obtain more reliable results.

Future work considers the evaluation with a larger number of participants, also the incorporation of
the analysis process into a system to automatically identify student behavior and performance during
the activity to provide customized assistance during the learning process.
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Abstract. The field of vision-based human event recognition in smart environments has emerged as a thriving
and successful discipline, with extensive efforts in research and development driving notable progress. This
progress has not only yielded valuable insights but also practical applications across various domains. Within
this context, human actions, activities, interactions, and behaviors are all considered as events of interest in
smart environments. However, when focusing on smart classrooms, a lack of unified consensus on the
definition of "human event" poses a significant challenge for educators, researchers, and developers. This lack
of agreement hinders their ability to precisely identify and classify specific situations that are relevant to the
educational context. To address this challenge, the aim of this paper is to conduct a systematic literature review
of significant events, with a particular emphasis on their applications in assistive technology. The review
encompasses a comprehensive analysis of 227 published documents spanning from 2012 to 2022. It delves into
key algorithms, methodologies, and applications of vision-based event recognition in smart environments. As
a primary outcome, the review identifies the most significant events, categorizing them according to single-
person behavior, multiple-person interactions, or object-person interactions, examining their practical
applications within the educational context. The paper concludes with a discussion on the relevance and
practicality of vision-based human event recognition in smart classrooms, especially in the post-COVID era.
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Cucrematnyeckmn o63op nurepatypbl N0 BU3yarbHOMY
pacno3HaBaHUIO COObLITUN C NOABMMU:
BbISIBNIEHWE 3Ha4YUMbIX COOLITUM U UX NPUMEHEHUEe
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Daxyrbmem cmamucmuxy u uHgpopmamuxu ynusepcumema Bepaxpyca,
Xanana, Bepaxpyc, Mexcuxo.

AnHoTtauusi. O6nacTh pacrno3HaBaHUs YEOBEUYCCKUX COOBITHII Ha OCHOBE BHJCHHS B HHTECIUICKTYaJIbHBIX
cpezax cTaia MpoIBETaroNlell M yCIeHON ANCIUIIIMHOM, a OOMMpHEIe YCWINS B 00JIACTH MCCIICIOBaHUN H
pa3paboTOK IPHUBENHN K 3aMETHOMY IIporpeccy. DTOT Mporpecc He TOJIBKO Aal EHHYI0 HH(POPMANHIo, HO TaKXKe
OTKPBUI BO3MOXHOCTh MPAaKTHYECKUX NMPUMCHCHHH B Pa3NH4YHBIX 00nacTsx. B 3TOM KOHTEKCTE ACHCTBUS
YeJIOBEKa, ACHCTBHUS, B3aMMOJCHCTBHSA M IOBEICHHE PAaCCMAaTPHBAIOTCA KaK COOBITHSA, NMPEICTABISIOLINE
UHTEpPEC B MHTEIUIEKTYAIbHBIX cpefax. OJMHAKO INpU COCPEAOTOYCHWM BHUMAaHWA Ha YMHBIX Kiaccax
OTCYTCTBHE OOIICTIPU3HAHHOTO ONPEIETICHUS «UeIOBEYECKOI0 COOBITHS» CO3/aeT CEPbE3HYI0 POOIeMy s
[IEJIaroroB, HMCCienoBaTeleii H pa3paboTYNKOB. DTO OTCYTCTBHE COTJIACHS HPEISTCTBYET UX CIIOCOOHOCTH
TOYHO ONPENEIITh U KJIacCH(HUIUPOBATh KOHKPETHBIE CUTYAIMH, HMEIOIIe OTHOLICHHE K 00pa30BaTeIbHOMY
KOHTEKCTYy. UTOOBI pemuTh 3Ty NMpobieMy, aBTOPHI ITOCTaBWIIM b IIPOBECTH CHCTEMaTHYeCKuil 0030p
JIUTEpPaTypbl O 3HAYUTENILHBIX COOBITHSIX, yIesas oco0oe BHUMAaHHE MX NPUMEHEHHIO B BCIIOMOTATEIbHBIX
TexHosorusax. OO030p BKIOWaeT B ceOs BCECTOPOHHWH aHanmn3 227 OIyOJMKOBaHHBIX JTOKYMEHTOB,
oxBarbiBaroux mepuoa ¢ 2012 mo 2022 roa. Ou yriryGuisieTcst B KIIIOYEBBIC AITOPHUTMBI, METOIOJIOTHH H
NPHUJIOKEHHUST Paclo3HaBaHUs COOBITMI Ha OCHOBE BHJICHMS B MHTCIUICKTYaJbHBIX cpelax. B kadecTse
OCHOBHOTO pe3yibTaTa 0030p ompeaensieT Hanbojee 3HaYMMbIe COOBITHS, KIACCH(PHUIUPYS UX B COOTBETCTBUU
C MOBEJICHUEM OJIHOTO YeIOBEKa, B3aUMOICHCTBUSIMH MEXy HECKOIBKUMH JIFOJJbMH HIIM B3aUMOICHCTBUSMU
MEXy OOBEKTOM ¥ YEJIOBEKOM, HM3ydas HMX IPaKTHUECKOe NPUMEHEHHEe B 00pa30BaTeIbHOM KOHTEKCTE.
JIoKyMeHT 3aBepmIaeTcsi OOCYXKICHHEM aKTyalbHOCTH M IPAKTHYHOCTH PAaCHO3HABAHMS YEJIOBEYECKHX
cOOBITHI Ha OCHOBE BHICHHS B YMHBIX KJlaccax, 0coOeHHO B 31oxy nocie COVID.

KiawueBble ci0Ba: pacro3HaBaHWE COOBITHII C JIFOABMH; YMHBIM KJIAcC; KOMIIBIOTEPHOE 3pEHHE;
HCKYCCTBEHHBII HHTEIUIEKT; 00pa30BaTeIbHbBIC TEXHOIOTHH.

Jas murupoBanmsi: Kopaosa-Tnakckaneteko M. JI., benurtec-I'eppepo D. Cucremaruueckuii 00630p
JIATEPaTyphl 10 BU3YaJbHOMY PACIIO3HABAHUIO COOBITHH C JIFOJBMH: BBIIBICHAE 3HAYMMBIX COOBITHH M HX
npumernenne. Tpyasr UCIT PAH, tom 36, Bem. 1, 2024 r., ctp. 175-198 (ma amrmumiickom s3eike). DOI:
10.15514/ISPRAS-2024-36(1)-11.

Hoanwrii Texer: M.JI. Kopnosa-Tnakckansreko, 3. berurec-I'eppepo. PacioznaBanue coObITHIA € TIOIMHA B
YMHBIX KJIaCCaX Ha OCHOBE MAIIMHHOIO 3PEHHs: CHCTEMaTHYecKuil 0030p suteparypbl. Programming and
Computer Software, 2023, 1. 49, Ne 8, crp. 625642 (wa auriwmiickom s3eike). DOl
10.1134/S0361768823080066.

1. Introduction

Human Event Recognition (HER) in Smart Classrooms (SC) involves using computer techniques to
identify some human actions, activities, interactions, and behaviors within educational spaces
equipped with data acquisition and processing infrastructure. Specifically, video data obtained from
cameras in smart classrooms is of particular interest for interpreting educational scenes. This
technology enables the detection, learning, recognition, and prediction of learners' and teachers'
actions, allowing the system to assess and assist them accordingly [1]. This topic has proven
beneficial for classroom management (e.g., automated attendance tracking), learning and teaching
support (e.g., detecting social interactions and collaborative learning), and enhancing students'
academic performance (e.g., identifying action patterns related to academic achievement) [2][4][5].
Previous reviews have addressed video-based HER (see Table 1). For instance, reference [9]
provides an overview of recent vision-based techniques for recognizing human behaviors and
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surveillance systems. In [10], deep learning methods with automatic feature extraction for vision-
based human event recognition are reviewed. The authors of [11] present a comprehensive review
of approaches to recognizing and representing human actions through visual data. Reference [12]
presents a state-of-the-art review on recognizing suspicious behaviors in surveillance videos,
including six different systems. Finally, reference [13] describes major video datasets for human
event recognition. It's worth noting that while these works are important as they share common
underlying techniques, none of them specifically focuses on SCs. In [243], a conceptual account of
SC evolution and its relationship with Al and emerging educational technologies is provided.

This paper aims to analyze the state of the art in vision-based recognition of human events in smart
classrooms, with a specific focus on identifying the most significant events. It seeks to provide
educators, researchers, and educational technology developers with a comprehensive overview of
the topic while also highlighting the lack of consensus on what events are considered the most
significant in this context. To achieve this, the paper presents a systematic literature review of
published works in the last 10 years. The review covers key concepts and methodologies, drawing
from the analysis of 227 documents, and identifies relevant events and their applications in
educational settings. By doing so, it aims to address research gaps and identify opportunities for
further exploration in this evolving field

The paper is organized as follows. Section 2 provides background information on HER and SCs.
Section 3 outlines the systematic review method. Section 4 presents the review's results, including
a list of relevant events with references and brief descriptions. Finally, Section 5 concludes the paper.

Table 1. List of similar reviews in the literature

2004 | [53]
2005 | [54]
2008 | [55]
2009 | [7]

2010 | [56]
2011 | [58]

2012 | [59], [60], [61]

2013 | [62], [63], [64]

2014 | [57], [65], [66]

2015 | [67], [68], [69]

2016 | [70], [71]

2017 | [72], [73], [74], [75]

2018 | [12], [11]

2019 | [10], [77], [78], [79], [801, [81], [82], [83], [84], [85]
2020 | [9]

2. Background

This section is organized as follows. First, the discussion focuses on HER and SCs. Next, Computer
Vision methods for object extraction are presented. Finally, event understanding from video scenes
is examined.

2.1 SC and HER in the Context of Educational Technology

The origins of Smart Classroom (SC) and Human Event Recognition (HER) can be traced back to
the late 20th century when computers and the Internet were introduced in educational settings in the
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1980s. The 1990s saw the emergence of Computer Supported Collaborative Learning (CSCL),
which linked education and computational technology in collaborative settings. The early 2000s
witnessed the growth of e-learning, online education, and the Internet of Things (l1oT), leading to
the establishment of educational spaces with high technological content. Concurrently,
advancements in Machine Learning (ML) and Artificial Intelligence (Al) enabled robust and precise
object detection and classification based on data, making it applicable in complex situations.

Since 2010, the widespread use of smartphones, mobile devices, and cloud computing has facilitated
data collection, storage, processing, and sharing, giving rise to the concept of Smart Environments
(SE). The COVID-19 pandemic in 2020 further emphasized the need for technologically assisted
educational services in modern society. However, the complexity of the current educational setting
remains a significant challenge for HER in SCs [6].

According to the taxonomy in [244], there are four types of SCs: Basic, Interactive, Collaborative,
and Immersive. The majority of the reviewed research presented in this article corresponds to Basic
SCs, equipped with multimedia equipment and a computer connected to the Internet. In this context,
Computer Vision proves advantageous in easily obtaining SC data compared to the use of biometric,
ambient, or wearable sensors. Moreover, much of the reviewed research focuses on the
psychological, social, or behavioral dimensions of educational experiences. Current trends aim to
combine multimodal data acquisition in 10T with data fusion in Al to cater to face-to-face, online,
or hybrid educational modalities [85]. References from [231] to [242] review hybrid and sensor-
based approaches to HER.

2.2 Computer Vision methods for object extraction

In video data analysis, the first step involves detecting features known as objects, which can be
things, people, or combinations of both (see fig. 1). Object Detection (OD), Object Classification
(OC), and Object Tracking (OT) are the common processes for extracting features or objects.

| Tesk | Wiethod Aigorithms |
Optical flow
Background sustraction
Object
detection Frame difference
Gaussian Misture Model
Shape- based
Feature Object P
extraction clasification Feature-based

Motion-based
Object < Tracking matching method
brarking State space models

Fig. 1. Schematic representation of methods and algorithms for feature extraction
with information from [246], created by the authors
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The techniques for feature extraction include Optical Flow, Background Subtraction, Frame
Difference, and Gaussian Mixture Model. Optical flow is described in [14], background subtraction
in [15], and frame difference in [16]. Gaussian Mixture Model is used to estimate probability
distributions, such as Gaussian distribution [17] or a mixture of Gaussian distribution [18], with fast
estimation algorithms shown in [19] or [20]. For a more detailed discussion, refer to [246], upon
which this section is primarily based.

OC (Object Classification) is the next step, involving shape-based, motion-based, and feature-based
methods. Shape-based OC uses geometric properties like height/width ratio, perimeter, and area
[21], useful for human figure classification [13, 22-23]. Motion-based classification relies on
distinguishing objects based on their motion characteristics, recognizing human movements like
walking or running [24-25]. Feature-based classification uses specific frame elements, such as skin
color [26], which can also be combined with other descriptors [27].

The final stage is OT (Object Tracking), which creates a track of each object by capturing their
locations over time [28]. Tracking Matching Methods find correspondence between object
detections in different frames [29-30]. Another category, State Space Models, estimates object state
(position, velocity, etc.) using a motion model corrected by incomplete measurements [32], with
complete measurements obtained through OD algorithms [32].

2.3 Event understanding from video

Event understanding in video scenes involves interpreting elements based on known context (see
fig. 2). It can be data-driven, using supervised and unsupervised machine learning methods like
decision trees, KNN, SVMs, HMMs, and Bayesian networks [41]. Unsupervised learning constructs
recognition models from unlabeled data using density estimation or clustering methods [35],
including graphical models and eigen-decomposition [33-34].

————n
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Generatives |

Data-driven

Discriminatives |

Understanding

| Mining-driven |

Knowledge-|

. Logic-driven |
driven

Ontology-driven |

Fig. 2. Schematic representation of methods and algorithms for event understanding
with information from [245], created by the authors

Data-driven algorithms in event understanding (fig. 3) can be classified into generative and
discriminative methods [35]. Generative methods like Bayes classifiers, Hidden Markov Processes,
and Bayesian Networks provide a complete description but require large data volumes for learning
parameters. On the other hand, discriminative methods like Deep Learning Neural Networks, SVM,
and Nearest Neighbor have lower computational costs but do not fully explain human events. Hybrid
methods that combine both approaches have also been proposed [36].
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Knowledge-driven understanding in event recognition utilizes formal knowledge [245]. Logical
formalisms like Plans Recognition Theory [37-38], and Event Theory [39] are used for HER.
Knowledge-driven methods (fig. 4) can be categorized into mining-driven, logic-driven, and
ontology-driven approaches [40]. Mining-driven methods learn from pre-defined data to classify
behaviors, while logic-driven methods use semantic representations and reasoning mechanisms.
Ontology-driven methods, gaining interest in behavior recognition, offer an explicit representation
of behavior definitions for broader applicability.

| Method | | Algorithms |

Hidden Markov Process (HMP) |

Generatives

Bayesian Networks |

Data-
driven

Artificial Neural Networks (ANN) |

Support Vector Machine (SVM) |

Dicriminatives

Nearest Neighbor Search (NNS) |

ZANGIAN

Some Variants of HMP |

Fig. 3. Schematic representation of algorithms for data driven methods in HER, created by the authors

_____________________

Temporal Logic

CoBrA
SOCAM
CONON |

Ontology-driven

i Method | [ Algorithms |

Bayesian Networks |
Mining-driven
Neural Metworks |
Plan Recognition i
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) Logic-driven — ,

driven Description Logic |

AN AN/

Fig. 4. Schematic representation of algorithms for knowledge-driven methods in HER, created by the authors

Ontologies offer advantages like independence from specific algorithms, promoting portability,
interoperability, and reuse of technologies and systems. They have been used to model social
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interaction in various domains, such as nursing homes, meeting videos, and bank monitoring.
Researchers have created a video event ontology for surveillance, leading to its use in scenarios like
bank and car park monitoring. While ontologies provide common terms for event definitions, scene
interpretation may involve individually preferred algorithms, like rule-based systems and finite-state
machines, which may share limitations with logical-based methods.

3. Method of the systematic review

The SLR method used in this study is based on the approach proposed in [52], which involves several
stages depicted in Fig. 5.

1. Formulation of the problem, selecting the research questions.

2. Elaboration of a review protocol.

3. Search the literature.

4, Screen for inclusion

5. Assessment of quality.

6. Extraction of data.

7. Analysis of data.

8. Report of findings.

Fig. 5. Schematic representation of the methodology followed on the review, created by the authors

The research process in this study involved several stages:

1. Establishment of Research Questions:
1.1. RQL. What research has been conducted on acknowledging events from single-
person or non-interacting behavior?
1.2. RQ2. What research has been conducted on the recognition of events involving
multiple-person interactions?
1.3. RQ3. What research has been conducted on the recognition of events involving
people-object interactions?
2. Definition of the Study Plan:
The plan included determining information sources, inclusion criteria, search strategies,
quality assessment criteria, screening procedures, and strategies for data extraction,
synthesis, and reporting. The selected digital libraries were ACM, IEEE, Elsevier, and
Springer, as they are prominent in the computing field and accessible to the authors.
Inclusion criteria covered publications from the last ten years, containing the specified
keywords in the title, abstract, or complete document, while reviews or surveys were
excluded. The search string used was:

("event" OR "behavior" OR "action" OR "activity" OR "interaction™) AND
("recognition" OR "detection" OR "tracking") AND
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("smart classroom™ OR "classroom™) AND ("video™" OR "vision™).

Searching for Relevant Papers:

The search string was adapted for each source, and relevant papers were sought in the
selected digital libraries.

Screening and Selection of Papers:

A two-step process was applied, involving the review of titles and abstracts for inclusion
and a full-text review of selected papers.

Quality Assessment:

While quality assessment is important for reviews aiming for generalization, it was not
used as a criterion to exclude papers in this study, which sought to discover studies at
different quality levels for a more comprehensive overview.

Data Extraction:

Relevant data for answering the research questions was extracted from the selected
papers.

. Analysis

The gathered data was thoroughly analyzed to draw meaningful conclusions.

Reporting:

The collected data was analyzed, and the resulting findings were comprehensively
reported in this paper.

4. Results of the review

4.1 Quantitative results
This section presents the results of the SLR conducted in this research, as shown in Fig. 6.
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Out of 1,117 documents initially selected, 227 papers met the inclusion-exclusion criteria after
thorough reviews of titles, abstracts, and content (fig. 7). The list of papers remained unchanged
throughout stages 5 and 6.

The papers were grouped by publication year and database. Over the years, the number of papers
increased, showing growing interest in the field. Among the 227 documents (fig. 8), IEEE had the
most papers (131, 57.7%), followed by Elsevier (35, 15.4%), SPRINGER (33, 14.6%), and ACM
(28, 12.3%).

Qualitative analysis results presented by research question.

Documents by year

30 o7 97

25 25 9y

23

21
20 20

18 47

2012 2013 2074 2015 2016 2017 2018 2019 2020 2021 2022

Fig. 7. A total of 227 articles with the search of the keywords, created by the authors
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Fig. 8. Total of reviewed articles, by source, created by the authors

183



Cordoba-Tlaxcalteco M.L., Benitez-Guerrero E. A Systematic Literature Review on Vision-Based Human Event Recognition in Smart
Classrooms: Identifying Significant Events and Their Applications. Trudy ISP RAN/Proc. ISP RAS, vol. 36, issue 1, 2024. pp. 175-198.

4.2 RQ1: Single person or non-interaction events

4.2.1 Event 1. Students being distracted from learning

In the context of educational settings, detecting events related to single person or non-interaction
scenarios, such as students being distracted from learning, has been explored using various methods.
Gesture analysis has been utilized to identify boredom and lack of attention in students [92].
Additionally, facial expressions have been studied as indicators of students' feelings, and methods
like image recognition and facial muscle tension measurement have been employed to capture facial
expressions [93-94, 96].

Eye-gaze and face-gaze analysis have also proven to be important indicators of cognitive
engagement among students [97-98]. Researchers have recorded and analyzed human gaze behavior
in different scenarios, including conversational gaze and tutoring interactions [98-99, 101-103].
Pose estimation methods have been applied to detect self-absorbed or sleeping students [106-108].
These methods often involve probabilistic and compositional graphical models, but they may
encounter challenges in handling errors arising from small body parts in still images [107]. Video
pose estimation methods, which incorporate motion information, have been used as well [109].
However, they may have limitations in handling action datasets with larger human motion and
appearance variations due to viewpoint changes.

4.2.2 Event 2. Detection of behavior related to developmental disorders

Developmental disorders such as autism and attention disorders, like ADHD, can be detected in the
classroom using various computer-based methods.

For autism detection, eye-tracking from computer searching tasks has been employed as an easier,
cheaper, and less-obtrusive alternative to fMRI data recording [110-113].

Regarding ADHD diagnosis, facial expression analysis has been a focus of some research works
[114-117]. For instance, [114] proposed a methodology using RGBD sensors for diagnostic
predictions of ADHD and ASD. Depth capturing cameras, like Microsoft Kinect, have been used to
monitor the movement of children in a classroom setting [115]. These cameras allow tracking and
analysis of head motion and velocity profiles to measure hyperactivity. Additionally, computerized
continuous performance tests are conducted to measure inattention and impulsivity. The test results
are then compared to norm data, generating reports for assessment by clinicians.

Overall, these computer-based approaches offer promising avenues for early detection and
intervention for developmental disorders in educational environments.

4.2.3 Event 3. Hand-raising gesture detection

Hand-raising is a behavior studied in gaming, Human-Computer Interaction, and classroom settings
[119-121]. Detecting hand-raising in a real classroom can be challenging, but vision-based models
using video cameras [122-123] and Kinect [124-126] have been developed to address this. Hand
gesture recognition involves tracking, representation, and conversion into meaningful commands
for human-computer interaction. Techniques include contact-based and vision-based devices [127-
129]. Hand gesture recognition relies on detection, tracking, and recognition using visual features
like skin color, shape, and motion [131-132]. Model-based methods use tracking to enhance
robustness [133-135].

Vision-based hand gesture recognition includes static and dynamic gestures, using classifiers like
Hidden Markov Models [137-139]. Learning algorithms vary based on gesture representation,
including supervised, unsupervised, and reinforcement learning [122, 140]. For example, static hand
gestures are recognized using the Fourier descriptor of a segmentation image [142].
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4.3 RQ2. Multiple-person interactions

4.3.1 Event 1. Speaking and talking

Detecting human speaking is important for Human-Computer Interaction and fatigue detection
[143]. Lip movement is used to detect speaking, and video-based approaches have been proposed
[145]. Methods like lip motion analysis [146-148], Viola-Jones with skin color pixel detection [149],
skin-color segmentation with edge projection [150], and fuzzy c-means clustering [151] have been
used for lip detection and speech recognition. Feature extraction methods like Log-polar Signature
[153] and Haar-like wavelets [154] have been proposed for lip tracking and speech recognition
[157].

4.3.2 Event 2. Social interactions

Video-based studies of human sociality focus on workplace settings and classrooms, observing
action and sense-making practices in social interactions [158-160]. Social abilities have been linked
to academic success, and Proxemics Theory is used to detect human relationships, including non-
verbal relations in classrooms [163-165]. Immediacy, which enhances physical and psychological
closeness between individuals [168-170], can impact effective communication in educational
settings. Teachers' variable physical proximities with students foster effective communication in
classrooms [172-173]. Interaction, where learners share perspectives and collaborate, is another
important aspect of non-verbal behaviors [174-175]. Learner-centered approaches and collaborative
learning are emphasized in education [176], and providing pre-service teachers with video scenes
where students interact with each other can support their understanding of these approaches [178].
However, empirical research is needed to validate assumptions regarding video-based cases and
student-student interactions in educational settings [177, 180].

4.4 RQ3. People-objects interaction

4.4.1 Unique event. Student engagement detected by interaction with objects

Various works have classified engagement in different ways [181], including student involvement
in terms of effort, persistence, and concentration [179], emotional engagement related to feelings of
interest or attitude, and cognitive engagement focusing on cognitive effort and strategies [182].
Agentic engagement emphasizes proactive actions taken by students during learning tasks, involving
interaction with surroundings or learning objects.

To assess the level of engagement, traditional methods and measures have been introduced [183],
such as using student responses as indicators in intelligent tutoring systems [184-185]. Facial
movements and features extracted from them have been used [186-187], along with automated
measures like response time to problems and quizzes [188-189]. Physiological and neurological
measures like electroencephalogram, heart rate, and skin response have also been employed [190-
193]. Some studies utilize facial features and SVM classifiers to analyze affective states of students
while solving problems [194-195], while others focus on facial expressions and body movements to
detect various affective states of engagement [196].

Engagement detection and localization can be performed using face and facial landmark positions
in video frames [197], extracting features from small segments of video, and employing regression
models or LSTM-based networks for engagement prediction [196]. Open-source utility software
like OpenFace has been used to automatically track changes in body posture and facial movements
to infer engagement levels through eye gaze and head movement features [198-201].

Several works have classified engagement in different ways [181]. For example, [179] explains
student’s involvement in terms of effort, persistence and concentration. Emotional Engagement is
related to feelings of interest or attitude towards a particular theme. Cognitive Engagement focuses
on allocation of effort, a strategy used, in terms of cognitive effort, for the accomplishment of the
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task. Other models have introduced another dimension known as Agentic Engagement and
emphasize on proactive actions taken by the student for learning a particular task [182]. These tasks
sometimes involve interaction of students with surroundings elements or learning objects.

5. Conclusion

The reviewed works show that there are relatively few studies dedicated to Smart Classroom (SC)
event recognition [202-203]. While other smart environments like smart homes or smart offices have
more extensive research, SC lacks conventions defining relevant events or behaviors [204]. In SC,
event recognition is often a step within an application system, where it serves as input for decision-
making processes aimed at assisting users [163].

Overall, video-based Human Event Recognition (HER) in SC has shown positive results, but some
projects' costs may hinder widespread implementation [163]. Comparatively, other educational
developments like E-learning, M-learning, and MOOCs have gained more traction, especially during
the COVID-19 pandemic, but they may lack the non-verbal communication found in traditional
classrooms [165]. HER has been suggested as a potential solution to address this limitation [6].
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Y ®akynomema unoicenepuu, Hapoousiii asmonomusiii ynusepcumem Ilys6aa,
Ilys6na, Mexcuka.
2 Huemumym evruucnenuii, Texnonozuueckuii ynusepcumem Muwimexa,
Yaxyanan oe Jleon, Oaxaxa, Mexcuxa..

AHHOTanMs. B mpencTaBieHHOW CTaThe ONMCHIBAIOTCSA KOJMYECTBCHHBIC MCCIENOBAHUS, Kacaloluecs
3HAHWH, JMYHOCTHBIX M TEXHHYECKHX HABBIKOB M ONbITA, MPHOOPETCHHOIO CTYICHTaMH, HaHATBIMU
YHHUBEPCUTETCKOH KoMITaHneH 1o pazpaboTke nporpamMmmuoro obecnedenus (USDC). [Toka3aHb! mpeioKeHUs
no co3nanuro komnanuit USDC B akaeMH4ecKoii cpeze, paboTaoIUX ¢ pealbHbIMU KIHEHTaMu. B craTbe
TIPE/ICTABIICH paHee MPUOOPETEHHBIH OTIBIT, KaK ITOJI0XKUTEIBHBIH, TaK M OTPHLATENILHBIN. OMUCHIBACTCS TAKKE
BOCIIPUSITHE COTPYJHHYECTBA C IOJOOHBIMH KOMIIAHHSAMH YyYaluMUCS. J{Jisi BBISBJICHUS BOCIIPHSITHS
yyaruxcsi ObUT IPHMEHEH ONPOC M aHKETHPOBAaHHE YYacTHHKOB. HaJe)KHOCTh 3KCIEPUMEHTa BBIYMCIIAIAC
yepe3 anbda-kodpdumuent Kponbaxa (o = .89). Kpome TOro, 4yToOBI MOBBICUTH HAAEKHOCTH ONpOCa U
OIIPEJIEUTh BOIIPOCHI, KOTOPBIE JIy4IlIe 3 HETO YAAIUTh, ObLT paccyuTaH KodhduuneHT koppemsiiuu [Tupcona
(r). Pe3ynbTarel MOTYT GBITH TIOJIE3HBI, €CIIM OOpA30BATENIbHAS OpraHU3aIMs, BEAyIlas OOydeHHs METOIaM
pa3paboTKH mporpaMMHOTro obecrieueHus xouet co3nats USDC.

KiioueBble c€j10Ba: CTYISHTHl NPOrPaMMHMCTCKHMX CIELHAIBHOCTEH; JMYHOCTHBIC HABBIKH; TEXHHYCCKUC
HaBBIKH; BOCHIPHATHE YUAIHXCSL.

Jasa nurupoBanus: Arunap-Cuchepoc X.P., ®deprannec-u-®epnannec K. A. JIN4HOCTHBIE U TEXHHUYECKHE
HaBBIKM CTYICHTOB-IPOTPaMMHCTOB, IIOJly4eHHbIE B YHHBEPCHTETCKOH KOMIIaHMM TI0 pa3paboTke
nporpammuoro obecneuenus. Tpymnsr UCIT PAH, tom 36, Bbim. 1, 2024 r., crp. 199-208 (na anrmiickom
sizsike). DOI: 10.15514/ISPRAS-2024-36(1)-12.

Honnbni texer: Arunap Cuchepoc X.P., ®epnannec-u-®depnangec K.A. JIMYHOCTHBIE M TeXHHYECKUE
HaBBIKH CTYJCHTOB, MOJyUeHHBIE TP PabOTe HaJ PEATLHBIMH NMPOSKTAMHU B YHHBEPCHTETCKOI KOMIIAHUH IO
pa3paboTke mporpaMMHoro odecredenus. Programming and Computer Software, 2023, 1. 49, Ne 8, ctp. 599—
609 (na aarnmiickoM s3e1ke). DOIL: 10.1134/S0361768823080029.

1. Introduction

Software system development requires a set of knowledge, hard & soft skills, experience, and values
[1-2]. Traditionally, software Engineering (SE) theory and values are acquired at Universities.
Experience and skills (reinforcement) are acquired through real developments. Nowadays,
universities and industries follow different strategies to help students gain SE skills and professional
experience. Among others,

i) Students' mobility from academia to industry [3],
ii) Internships [4],
iii) Cooperative Education (Co-Op) programs [5],
iv) Capstone projects [6],
v) Open Source contributions [7].

Additionally, there are some efforts like,

a) Companies spend resources to train new personnel, who are not ready for different SE
roles [8],

b) Industry and Academic Collaboration programs,
¢) Workshops and panels organized in research conferences [9],
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d) Industry proposing a set of real challenges to be solved by students (hackathons).

SE teaching should be more practical than theoretical. SE programs would need a USDC (University
Software Development Company) to carry out R&D activities.

It is recommendable to look for strategies to increase students’ professional hard & soft skills before
they finish their professional careers. In this sense, a USDC (Luminisoft) was created, more than ten
years ago, at the Information and Communication Technology Faculty (ICTF) at the UPAEP, a
university in México. This paper shows outcomes related to students’ perception regarding
LuminiSoft, and gives some advice to universities interested in replicating this model.

The paper is structured as follows. Section 2 provides a research background. Section 3 describes
the research methodology. Section 4 presents the results of the study. In section 5, the results are
discussed in more detail. Section 6 summarizes the key findings obtained. Finally, section 7 outlines
areas for future work.

2. Research background

SE Education plays an important role in keeping students updated with software technologies,
processes, and practices, unfortunately, some authors [10] point out gaps between Industry and
Education [11]. A good way to understand some topics is by working in a practical way, or “learning
by doing” [12].

There are a few interesting cases of this approach. For example, [13] describes using agile practices
on a large-scale project. In addition, the University of Sheffield has a module, Genesys Solutions,
where the students run their own software company [14].

In [15], try exposing SE students to the latest industry practice and research with an industry-
academia team teaching a course. In [16], students create a consulting company where they work
with a corporate sponsor on a project.

For undergraduate students, to teach proper SE they developed a “mock software company” to create
a microcosm and teach real lessons about SE [17].

3. Research methodology

An online questionnaire (survey) was applied. The questionnaire was based on CLEI (Computer
Laboratory Environment Inventory), and ACCC (Attitude towards Computing and Computing
Courses Questionnaire) tools.

Table 1. Characteristics of SE education approaches

Business Practical Focus on Real- Emphasis on

Paper . Active Learnin ] .
ape Environment ctive Learning Experience world Competencies Teamwork

v (working with
[8] v v v v
corporate sponsor)

[9] v (simulated) v v v v
[7] v/
[5] v (simulated) v v

v/ (students run
[6] v v v
own company)

3.1 Motivation

Some research questions arise: RQ1. What kind of skills can be acquired by students when they
participate in a university software development company? RQZ2. What are the main aspects to
consider when a university software development company will be set in a university program?
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RQ3. What are the main aspects to consider when students are hired at a university software
development company? and RQ4. What kind of events were meaningful to increase students'
experience?

3.2 Methodology

The methodology was based on a voluntary online survey applied to students who have been hired
by USDC from 2010 to 2022. The survey instrument was divided into two sections to provide
quantitative and qualitative data. The first section gathered demographic questions. The second
section was based on CLEI [19] Scales: Cohesiveness (C), Open-mindedness (OM), Integration (1),
Technology adequacy (TA), and Facility Availability (FA).

C. Extent to which students know, help, and are supportive of each other.

OM.  The extent to which the USDC activities encourage an open-minded approach to the use of
computers and troubleshooting.

1. The extent to which the USDC activities encourage learning new technologies in addition
to the theory learned in classes.

TA. The extent to which the hardware and software are adequate for the tasks required.
FA. The extent to which the facilities are available for use.

Additionally, ACCC [20] scales were taken into account: Anxiety (A), Usefulness of computers
(UC), and Usefulness of the USDC.

Anxiety.The extent to which the student feels comfortable or has experience using computers,
software, development framework, and so on.

The usefulness of computers. The extent to which the students believe computers are useful.
The usefulness of the USDC. The extent to which the students found the USDC useful.

This section measured students’ perception of participating in USDC. The variables were measured
using a five-point Likert scale ranging from 1 to 5, (strongly disagree to strongly agree, respectively).
Attitudes, skills, and students' experiences were identified. Independent and dependent variables
were defined.

Independent variable
1. Gender,
2. Career,
3. How long were you working at LuminiSoft?
The dependent variable, some of them are shown:
1. I have enough skills to use computers
2. | have enough skills to learn new software development frameworks

7. 1 have enough skills to use CASE tools*
8. My experience as a team member improved

19. When technology is new, Luminisoft pays for the time required to learn the new
technology™

21. LuminiSoft is a complement to academic preparation in order to increase professional
experience.
(* these questions were deleted in order to increase questionnaire reliability)

202



Arunap Cuchepoc X.P., ®epuannec-u-dOepuannec K.A. JIM4HOCTHBIC U TEXHUYECKHE HABBIKK CTYICHTOB-IIPOrPAMMHUCTOB, MOJIY4YCHHbBIC B
YHHUBEPCHTETCKOW KOMIIAHHH IO pa3paboTKe mporpamMMmHoro obecnedenust. Ipyos UCIT PAH, 2024, tom 36 Beim. 1, ctp. 199-208.

3.3 Instrument

For this research study, a questionnaire was designed for analyzing students’ attitudes, skills, and
experience, among other constructors.

3.4 Data Collection and Analysis.

Data for developing this research were collected from students who signed a contract.

This research collected data from 36.66% of hired students. A sample of 11 students was collected.
The results were significant because they show a high correlation, a = 0.917. The participants
completed the questionnaire through google forms.

4. Results
First of all, the internal consistency of the questionnaire was assessed through Cronbach’s alpha
coefficient. The questionnaire was composed of 21 questions.

The Cronbach's alpha was computed. It was o = 0.87. After that, Questions: Q7, and Q19 were
removed because of the Pearson correlation coefficient results, see Table 2.

Table 2. Lower Mean

Questions Mr:aa Std. Dev. K
Q1. I have enough skills to use computers 4.7 0.516 6
Q7. I have enough skills to use CASE tool 3.8 0.752 6
Q9. I like to share my knowledge with others at LuminiSoft 4.5 0.547 6
Q10. I should have to learn new technologies at LuminiSoft 4.5 0.836 6
Q19. When it was necessary, LiminiSoft paid the required

. - 3.7 1.211 6
time to learn new technologies

Table 3 shows the correlation matrix. When question 7 was analyzed, low correlations were
identified, indeed some of them were negative. Hence, question Q7 and Q19 were removed.

After this action, the Cronbach's alpha coefficient increases from 0.87 to o =0.89, see Fig. 1.

Table 3. Pearson correlation Matrix

Qs 1 3 4 5 6 7 21

1 1| 0.67082| 0.751779| 0.833333| 0.67082| 0.833333| 0.180021)... 0.388889
2 0.67082 1| 0.263117| 0.559017 1| 0.804984| -0.06901]... 0.67082
3 0.751779| 0.263117 1| 0.86618| 0.263117| 0.470673| 0.015131]... 0.392232
4 0.833333| 0.559017| 0.86618 1| 0.559017| 0.816667| -0.03858(... 0.527778
5 0.67082 1| 0.263117| 0.559017 1| 0.8304984| -0.06901]... 0.67082
6 0.833333| 0.804984( 0.470679| 0.816667| 0.83049384 1| 0.046291]... 0.466667
7 0.180021| -0.06901) 0.015131| -0.03858| -0.06501| 0.046291 2 | oz -0.10287
19 -0.24721 0 -0.43633| -0.43633 0 0 -0.3433]... 0
20 0.240563| 0.516398( 0.198148| 0.288675| 0.516398| 0.288675| 0.111359 0.7698
21 0.388889| 0.67082( 0.392232| 0.527778| 0.67082| 0.466667| -0.10287 1

5. Discussion

Regarding demographic results, there have been more male participants than female participants,
see Fig. 2.

There are more male students than female students enrolled in ICTF. That's the reason for this
situation.
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Regarding how long hired students remain working at LuminiSoft. Usually, they spend more than
one year, see Fig. 3. Hired students receive payment and gain professional experience, hence it is
very common that they spend more than one year working as developers at LuminiSoft.

Subject Q1 Q2 Q3 Q4 Qs . Q21

1 4 4 a4 3 4 . 4

2 3 ] ] 3 3 3

3 4 5 3 3 5 5

4 5 5 5 5 5 5

5 5 5] ] 4 3 5

6 5 5 5 5 5 . 5

7 5 5 5 5 5 5

g8 5 5] ] 5 3 5

9 5 5 a4 4 5 . L}

10 5 5 a4 4 5 . 5

11 5 5] ] 5 3 5

Mode 5 5 5 5 5 5
Mean 4.8 4.9 4.5 4.4 4.9 4.8

Median 5 5 5 5 5 5

Cronbach’s alpha--= 0.89 I

Fig. 1. Cronbach’s alpha coefficient after some questions were deleted

By Gender

Female
36%

Male
64%

Female » Male

Fig, 2. Developers by gender

More than 1

mioithaniles How long at LuminiSoft
than six months More than 1 year

% B

Mare than sin

months and less

than 1 year
18%

Fig. 3. How long working at LuminiSoft
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Regarding attitudes towards computing, developing frameworks, sharing knowledge, hard & soft
skills, and experience gained while participants worked at LuminiSoft, research questions were
answered. These questions were answered taking into account CLEI and ACCC scales. The next
paragraphs describe the outcomes.

The CLEI scales assessed were: C, OM, I, and TA. C, the extent to which hired students by
LuminiSoft, help, and are supportive of each other. To answer this question, one question was asked:
“I like to share my knowledge with others at LuminSoft”. OM is the extent to which the USDC
activities encourage an open-minded approach to the use of computers and troubleshooting by
themselves. To answer this question, one question was asked: “If there should be a problem to solve
in a software system, where | am programming, I will try to solve it”. I, the extent to which the
USDC activities encourage learning new technologies in addition to the theory learned in classes.
To answer this question some questions were asked, one of them: “I should have to learn new
development frameworks at LuminiSoft”. TA is the extent to which the hardware and software are
adequate for the tasks required. To answer this question, one question was asked: “When it is
necessary, Luminisoft provides me with technology to develop a software project”. FA is the extent
to which the facilities and resources are available for use. To answer this question, one question was
asked: “Luminisoft provides facilities to develop a software project”.

The ACCC scales assessed were: Anxiety, the extent to which the student feels comfortable or has
experience using computers, software, development framework, and so on. To answer this question,
some questions were asked, one of them being: “I feel comfortable when developing a software
System”. The usefulness of computers, the extent to which the students believe computers are useful.
To answer this question, one question was asked: “I believe software systems and computers are
essential in our lives”. The usefulness of the USDC, and the extent to which the students found the
USDC useful. To answer this question, some questions were asked, one of them: “Participating in
LuminiSoft was useful to my professional development”.

RQ1, this question was answered by taking into account. ACCC Scales: C, OM, and I. Usually,
hired students share knowledge among themselves, mainly tacit knowledge through face-to-face
interaction or virtual interaction; additionally, pair programming is applied when junior developers
are required to learn from senior developers. Students working at LuminiSoft enjoy sharing their
knowledge. This is true because the question related to this information had a mean equal to 4, and
the standard deviation = 0.54. It means they agreed to share their knowledge. Additionally, students
working at LuminiSoft get skills by themselves, when they try to solve problems, when software
projects generate a new problem, the problem has to be solved in order to reach a successful project.
There are different kinds of problems. There are technical and social problems. When technical
problems arise, they are solved by the whole team. Social problems are related to communication,
interaction, support, and so on. To solve it, the team has to establish communication ways and has
to design strategies in order to increase commitment among team members. The questions related
to this aspect had a mean equal to 4.2, and the standard deviation = 0.40. It means they agreed to
look for a solution when troubles arise. Students working at LuminiSoft felt encouraged to learn
new technologies during their stay. This action provides them with new hard skills. This scenery
was associated with: Learning new technologies, increasing software development experience,
learning new development frameworks, and participating in training activities, among others. It was
evident because questions related to this had an average mean equal to 4.6 and a standard deviation
=0.66.

RQ2, this question was answered by taking into account, CLEI Scales: TA, and FA. LuminiSoft is
economically self-sustaining. It means the USDC does not receive economic support either from the
ICTF or from the University, hence, Luminisoft must generate its own economic resources.
Customers pay for developments. These economic resources are used to pay salaries and to buy
software and hardware needed to develop software. This is the main reason students face real
situations. When money is not involved, the situation is not real, when budgets to develop a software
system are negotiated with customers, they are expecting to receive the system they have paid for.
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Hence, in order to provide technology to develop a software system, the USDC must generate its
economic resources by itself. Additionally, facilities must be provided by the USDC. Hence, if a
University or Faculty wishes to establish a USDC, facilities must be provided.

RQ3, this question was answered taking into account, Scales: Anxiety, OM, I, and TA. Some hard
skills (technical skills) include coding, database knowledge, modeling techniques, algorithms
building, testing methodologies, operating systems, development IDEs, documentation techniques,
and so on. Soft skills (social skills) needed, among others, are verbal communication, written
communication, logical thinking, OM, teamwork, collaboration, organization, problem-solving,
critical thinking, accountability, good attitude, and emotional intelligence. Some of them are
required before students are hired. Hard skills are required but are not imperative because these skills
are gained through practice. Soft skills are more important than hard skills when students are hired.
Soft skills are difficult to acquire because they are intrinsic to each person. A strategy to reinforce
these kinds of skills should be developed in academic programs. There were some indirect questions
related to Soft Skills (SS) and Hard Skills (HS). For instance, | have enough skills to use computers
(HS & SS), | feel comfortable using computers (HS & SS), | feel comfortable using development
frameworks (HS & SS), | feel comfortable when developing a software System (HS & SS), | have
enough skills to learn new software development frameworks (HS & SS), If there should be a
problem to solve in a software system where | am programming, | try to solve it (SS), I like to share
my knowledge with others at LuminSoft (SS), I should have to learn new technologies at LuminiSoft
(HS), I increase my software development experience at Luminisoft (SS), | should have to learn
new development frameworks at LuminiSoft (HS), My experience as a team member improve (SS).
Questions directly related to RQ3 had an X = 4.6 and a ¢ = 0.66. Hence, they were appropriately
assessed by the participants. It means participants realized they are acquiring HS and SS.

RQ4, this question was answered by taking into account ACCC Scales, and the usefulness of the
USDC. It means the extent to which the students found the USDC useful. Questions related to this
scale were: “My experience as a team member improved, I like to participate in software
development projects, participating in LuminiSoft was useful to my professional development, and
LuminiSoft is a complement to academic preparation in order to increase professional experience”.
These questions had an X = 4.67 and a ¢ = 0.5. The significant events to increase students’
experience are, among others, direct contact with customers when they describe problems, they want
to solve through a software system (elicitation requirements meetings), when students participate in
delivery meetings (sprint review meetings) when students face requirements change request (RCR)
because they have to evaluate time and money impact before they accept the RCR. Indirectly, these
events were assessed with 5 questions.

As can be seen, almost all information is regarding good experiences, but there have been some bad
experiences, mainly events related to staff turnover. Staff turnover must be taken into account
because it is a common phenomenon. When students receive an offer from an external company
they will resign from LuminiSoft. It is good and bad at the same time. It is good because students
have gained enough experience to be hired by an external company. It is a little bad for LuminiSoft
because the knowledge worker will be lost. In order to minimize the negative impact on Luminisoft,
a knowledge database has to be maintained constantly. It means all time processes, methodologies,
and solution troubles have to be documented. Knowledge wikis, and Frequently Technical Questions
have to be kept up to date. Additionally, senior developers have to share their tacit knowledge with
junior staff and code their tacit knowledge into explicit knowledge. Setting up a Knowledge
management framework is suggested.

6. Conclusion

When the SE discipline is taught in Universities, it would be a good idea to set up a University
Software Development Company for it. Mainly, because theory plus real practices are required when
software engineers are formed. SE cannot be taught exclusively with theory, and academic practices.
Students should be exposed to real-world situations where they can engage with customers,
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understand their problems, and work to provide solutions that help maintain the customers'
competitive advantage. This approach allows students to gain both hard and soft skills before
graduating from university.

This research has shown, the students increased their experience, got technical knowledge, and
reinforced their hard and soft skills. Additionally, Students gained the confidence to lead or
participate in team works as team members or leaders.

Our USDC allowed students to face real situations before they finish their careers. It is useful
because a considerable quantity of companies requires young people with professional experience,
but how could Students meet this requirement? The answer can be simple, setting up an internal
company in universities.

Regarding the questionnaire applied, it was reliable because Cronbach’s alpha coefficient was equal
to0 0.89.

RQ1 to RQ4, analyzed in section 5 have shown that having a USDC is useful to increase students'
professional experience, hence it is recommended to set up a USDC at universities or faculties when
it is possible.

7. Future work

The same questionnaire will be applied to more hired students, at least 50% has to be reached in
order to have additional information to be analyzed and compared actual outcomes with future
outcomes. The USDC will try to increase student participation. Transversal capstones will be
configured; several courses will be involved in each of them a single SDLC will be tackled.
Additionally, a marketing department will be set up in order to increase real software development
projects. So far, no marketing department exists and the Knowledge management framework must
be tuned.
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AHHoOTanus. B paborte paccMaTpuBaeTCst COCTOSHHUE MPUKIAAHBIX M HEPCIEKTUBHBIX IIPOrPAMMHBIX OOTOB B
pa3paboTKe IpOrpaMMHOTO 00ECHEYEHUS TOCPEICTBOM CUCTEMAaTHYECKOTO 0030pa nuTeparypsl. OXBaThIBast
nepuon ¢ 2003 mo 2022 rox u 83 MepBUYHBIX HCCIEAOBAHMSA, UCCIENOBAaHHE HACHTH(QHULIHUPYET YeThIpe
apxetuna OOTOB: OOTHI-COOCCETHUKH, OOTBHI-AaHAIUTHKH, OOTBI-PEMOHTHHUKH U  OOTHI-pa3pabOTUHKH.
KiroueBsle mpenMyIiecTBa HCIOJIB30BaHUS OOTOB 3aKIIOYAIOTCS B HOBBILICHHH KayecTBA IPOrPAMMHOTO
obecnieyeHus, B NPEIOCTAaBICHHH HH(pOpMaluy pa3paboT4nkaM M B OKOHOMHHM HX BPEMEHH 3a CUeT
aBToMaTH3anmu. OTMEYaloTcsl Takhue HENOCTaTKH, KaK OrpaHH4eHHas S(QEKTHBHOCTH M HCIIOJIb30BaHHE
CTOPOHHMX TeXHOJOTHH. MccnenoBaHne MOKa3bIBACT 3HAYUTEIIBHBI HOTEHIMAI OOTOB MPH UX HOJKIIOYCHUH
K pa3paboTKe IpOrpaMMHOTO 00ecTieUeHHsI X HEOOXOAMMOCTh TAbHEHIITIX HCCIICIOBAHUH B 3TO 00IACTH.
KnroueBbie cioBa: mporpamMMHubie GOTHI, OOTHI-pa3pabOTUMKH; pa3pabOTKa MPOrPAMMHOIO OOECIICUeHNS;
TEMaTHYeCKUH CHUHTE3.

Jas uutupoBanusi: Morenb-Canuec P., Maptunec-Ilanacuoc C.C., Ouapan-Opnangec X.O., Jlumon K.,
Canuec-T'apcust A. X. HccnenoBanue ponu 60ToB B pa3paboTke mporpamMMmHoro obecrnedenns. Tpyast UCIT
PAH, tom 36, Beim. 1, 2024 1., ctp. 209-224 (na anraumiickom szeike). DOI: 10.15514/ISPRAS-2024-36(1)—
13.

Moanwlii Texket: Morens-Canuec P., Maptunec-Ilanacuoc C.C., Ouapan-Dpnannec X.O., Jlumon K., Canuec-
Ilapcus A. X. Botsl B pa3paboTke MpOrpaMMHOrO OOECIIeUeHUs: CUCTEMaTHUeCKUH 0030p JIMTEepaTyphl U
TemaTHueckuii ananus. Programming and Computer Software, 2023, 1. 49, Ne 8, ¢. 712-734 (Ha aHruickoM
s3eike). DOI: 10.1134/S0361768823080145.

1. Introduction

Aligned with the current booming in Artificial Intelligence assisted software development, led by
popular projects such as GitHub Copilot and ChatGPT, in Software Engineering (SE), different tools
and techniques have been applied to each phase of the software development cycle to increase the
quality of the final product, while meeting their requirements. Such tools and techniques respond to
the increasing complexity found in modern systems and development environments [1].
Technologies to aid software developers have been arising under Artificial Intelligence (Al)
techniques, such as Machine Learning [2] and Natural Language Processing [3]. Development Bots
are one such emerging technology born outside the scope of software production.

Due to the broad field of applications for bots, there are multiple types of bots. A Bot can vary in
complexity based on its intended objective. "The term bot ranges from describing simple scripts that
automate a task in the background to complex applications that interact with one or more humans
and autonomously adapt to activities performed by humans and other systems, and even to software
applications that use artificial intelligence to mimic human behavior and intelligence" [4].

Bots have been proliferating, motivating research to define and classify bots [4-6], including
proposals for new bots that push the use of bots as human assistants [7-8]. Despite the increasing
emergence of new bots that aid in software development tasks, little research addresses the practical
use of bots in SE. To close this gap, we conducted a Literature Review to analyze published research
on bots applied in software development activities, highlighting practical benefits and challenges.
The results of this research may help software developers make well-informed decisions regarding
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adopting bots in their software development process. Our study can also serve as a steppingstone for
future research delving deeper into the emerging field of software bots.

This study is an extension, covering more research papers from 2022 and doing an iteration of
Forward and Backward Snowballing to get as many papers as possible that help achieve this
research's objective.

This paper is organized as follows. Section 2 presents related studies that contrast the need for this
study. Section 3 describes the method used in the planning and execution of the literature review.
Section 4 deals with the conduction of the research method. The results are presented in Section 5.
Section 6 addresses the discussion of the obtained results. Section 7 includes the threats to validity.
Finally, Section 8 draws the conclusions derived from the study.

2. Research method

To meet the stated objective, we conducted a Systematic Literature Review (RSL) following the
guidelines of Evidence-Based Software Engineering and Systematic Reviews [9].

2.1 Search Process

We used automatic search as a research strategy to identify primary studies to answer RQs.
Afterward, we performed a snowballing search to expand the pool of candidate studies. We applied
a process based on Creswell’s thematic analysis for data synthesis. The research questions are the
following:

RQ-1: In which software development activities are bots involved?
RQ-1.1: What is the goal of a bot in the activity it is used in?

RQ-1.2: Which software development activities supported by bots are the most
reported in the literature?

RQ-2: What are the benefits of applying a bot in a development activity?
RQ-3: Which problems arise in development activities that use bots?
RQ-4: What are the levels of intelligence of bots used for software development?

2.1.1 Search Strategy

A manual search was performed according to the steps outlined in the Automatic Search Process [9]
to identify primary studies in SE. Following the process, a Quasi-Gold Standard was created to
evaluate the performance of search strings to select a high-quality search string [10].

Identifying Scientific Databases: The first step was to identify venues from which to select articles
through an automatic search. As primary search engines IEEE Xplore and ACM Digital Library
were selected since they contain the entire catalog of articles published under the International
Conference of Software Engineering (ICSE), particularly its subsidiary conference Bots in Software
Engineering (BotSE), which is related to bots in software development. To bolster the rigorousness
of the search process, additional databases were included. These databases were Science Direct,
Springer Link, and EBSCO Host.

Afterward, a manual search was conducted for studies under ICSE to construct a Quasi-gold
Standard [10]. From the manual search, 20 relevant articles were identified. From the candidate
studies identified in the manual search, a set of concepts and keywords was extracted to craft search
strings to test for automatic pilot searches in IEEE Xplore. After applying the method for search
string selection, the selected search string is the following:

("Analysis bot" OR "Chatbot" OR "Conversational bot" OR "Conversational developer assistant"
OR "Developer assistant” OR "Repair bot" OR "Automated repair" OR "Review bot" OR
"Software bot") AND ("Software Development" OR "Software Project” OR "Open source project"
OR "Software Engineering" OR "Repair")
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2.2 Selection Process

Afterward, inclusion and exclusion criteria were defined to determine adequate studies for data
extraction. We only considered articles published inclusively between 2011 and 2022 for this
extraction method. This range of years of publication was chosen to drive the search scope toward
recent and current articles regarding bots for software development activities. Additionally, the topic
of bots has seen an increase in popularity with the creation of the BotSE conference in 2018, which
centers on applying bots in SE. The inclusion and exclusion criteria used to select articles from the
automatic search are shown in Table 1.
Table 1. Inclusion and Exclusion criteria for selecting studies on Automatic Search

Inclusion Criteria Exclusion Criteria
IC-1: The study is published between 2011 and 2022 EC-1: The study is secondary or tertiary.
EC-2: The study is an opinion, presentation, or

IC-2: The study is written in English

book chapter.
IC-3: The title and abstract suggest that at least RQ EC-3: The study is a duplicate found on a
can be answered. different database.
IC-4: The full-text answers at EC-4: The study scores lower than six on the
least one RQ. quality evaluation process.

2.3 Data Extraction Process

Publication data related to the demographics of each study were extracted. With this data, a particular
study can be quickly identified through its characteristics and group studies, considering its
publication year and publisher. For example, by cataloging the data by year, a count of how many
studies about development bots were published by year can be elaborated. With this information, it
can be determined whether there is a growing interest in the topic of bots in software development.
Likewise, by sorting studies by the publisher, conferences with the most papers in academia on the
topic of bots for SE can be identified. The Extraction Data fields are related to the RQ to be answered
in this research. The type of bot identified in each article is recorded to identify the demographics
of the types of bots used in SE. By extracting the development phase and activity in which a bot is
used, RQ-1, regarding where a bot is applied in the software development cycle, can be answered.
Similarly, the other data fields are related to RQs with Bot Adaptability, Reasoning, and Autonomy
associated with different aspects of the level of intelligence observable in bots. The template used
to extract the data is shown as part of a Zenodo data set [11] containing artifacts elaborated as part
of this research.

2.4 Snowballing Search Process

To expand upon the studies selected from the automatic search, a Snowballing search for SE was
executed based on the Guidelines for snowballing in systematic literature studies and replication in
software engineering [12]. This search process selects additional papers from the references and
citations of studies in an initial batch. This process was applied based on the primary studies
collected from the automatic search published between 2011 and 2022. First, an iteration of
backward snowballing was performed. Afterward, a single iteration of forward snowballing was
executed with the aid of the Google Scholar search engine. The same selection criteria filters for the
automatic search were applied to papers obtained through backward and forward snowballing,
excluding the IC-1 Inclusion Criteria because we reached some articles back from 2011. Likewise,
the same data extraction process was followed in the resulting studies.

2.4.1 Thematic Synthesis

Initially, an analysis was conducted through a narrative synthesis to answer the established RQs.
The synthesis is based on the bots identified in 83 primary studies, resulting from the quality
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evaluation of data extracted from automatic and snowballing searches. After that, a thematic
synthesis was elaborated following the Recommended Steps for Thematic Synthesis in Software
Engineering by Cruzes & Dyba [13] to relay the literature review results. As Result, a thematic
synthesis of the analyzed data in the form of answers to established RQs can be seen, along with
graphics to illustrate our responses.

3. Method conduction

The selection process was executed in five main stages, applying inclusion and exclusion criteria to
identify relevant studies. First, an automatic search was conducted. Then, based on the resulting full-
text studies, a backward snowballing search was performed. Afterward, a forward snowballing
search was applied to the studies obtained from the automatic search. Both referenced studies from
backward snowballing and citations from forward snowballing underwent the selection criteria
filtering. Lastly, the quality evaluation process was performed. From the automatic search and
supplementary snowballing search process, we obtained 83 primary studies. The artifacts produced
as part of this research for the method conduction can be seen as a Zenodo data set [11].

4. Results

This section addresses the demographics of the identified Primary Studies (PS) and answers the RQs
in order of appearance. For this section, we use the identifier PS-XX to refer to a specific study; the
list with all the Primary Studies can be found in the following link
https://drive.google.com/file/d/1kx9DKS6gJ7sGDlaMtZ7DK1LunD83gjjy.

4.1 Overview of Primary Studies

Fig. 1 shows a trend in the increase of publications of interest, especially between 2016 and 2022,
with a notable surge in 2019. This trend can be partially attributed to the BotSE conference, created
in 2019, contributing articles detailing the applications of bots in software development activities. It
is interesting to note that there were fewer articles in 2020 compared to 2019. This may be attributed
to the worldwide disruptions caused by the COVID-19 pandemic, which, to a lesser extent, also
affected publications from 2021 and beyond. Nonetheless, Bots in SE achieved high international
recognition partly thanks to BotSE.
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Fig. 1. Distribution of primary studies found by year
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Among the different types of articles, 25 come from backward snowballing, and 29 primary studies
come from IEEE Xplore Digital Library using the automatic search. The prevalence of the latter is
due to the hosting of conferences covered by ICSE, including the BotSE Workshop, one of the
leading conferences on this topic. With BotSE, it is evident that the topic of Bots has garnered
significant interest at the international level. Prior papers show that the topic existed and only needed
an international push to jump-start its popularity. Even so, existing works before 2019, although
they only represent 12%, should not be disregarded.

4.2 Answers to Research Questions

As our Research Method section mentioned, we proposed 4 RQs to meet the literature review
objectives. In this section, we aim to answer such questions with the results obtained from the 83
primary studies selected.

4.2.1 RQ-1

The software development activities where bots are involved. Fig. 2 presents the specific software
development activities found in the primary studies. We can highlight project management as the
most common activity involving bots.

velopment activities

., Software de

Fig. 2. Number of bots found by development activity

Software development teams spend a significant amount of time discussing solutions through
messaging platforms during the development of a project [15]. As project management was found
to be the most popular activity for the use of bots, it is clear there exist attempts to find different
alternatives to manage software projects. Primary studies covering bots for software management
follow. PS-13 showcases a chatbot to support project data analysis and team progress measurement.
Similarly, TA Bot in PS-21 is a bot for solving work delays during development, which also provides
graphs related to the impact that delays cause in development, recommending actions to mitigate the
adverse effects. Some of this type of bots are specific to the GitHub platform, such as Stale Bot in
PS-17 for identifying unattended pull requests; JIThot in PS-29 for prioritizing pull requests needing
a code review; and DependaBot detailed in PS-37 and PS-40 for updating dependencies in
repositories. We found some studies for source code management in GitHub, such as Code Climate
Bot in PS-23, which reminds developers about pending fixes, and StyleCl in PS-34, which applies
code style preferences. Magalhaes de Lima proposes another bot for code management in PS-33 to
update different project branches. Devy Bot in PS-18 is the most ambitious of all management bots,
being a conversational development assistant responsible for managing tedious, repetitive tasks with
low levels of abstraction, thereby liberating developers to focus on more demanding and complex
tasks.
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We identified 12 bots related to code debugging. As a representative example, PS-1 by Belskii A.
and Itsykson V. M. is a bot that starts by performing analysis, identifying bugs, generating possible
solutions, offering patch fixes, and finally notifying the developer of the results.

Among the main activities identified, another one is code analysis, characterized by code reviews
and static analyses executed in the software implementation and maintenance stages. The main
challenge in code review is the large amount of human effort involved, even for tool-assisted code
reviews [16]. This could be due to the excessive complexity of applying coding standards or
reviewers prioritizing logical checking [26]. The high number of bots identified shows that this
activity has great potential for bot inclusion. Repairnaitor in PS-6 identifies errors in failed builds
and proposes solutions autonomously. Other bots that perform code analysis and recommend follow-
up actions include Sankie in PS-11, CCBot in PS-25, and Danger Bot in PS-23. For a simple and
straightforward bot companion, C-3PR Bot in PS-27 provides details for detected bugs, and Review
Bot in PS-24 notifies coding standard violations. For GitHub, Saw-bot in PS-41 invokes SonarQube
— a tool for static code inspection, generates a patch and then integrates its solution into a pull
request. SapFix in PS-11 runs a code analysis on a pull request and then recommends different
DevOps activities to perform afterward.

As a sample from code integration, Sayme Bot, in PS-15, warns of potential direct and indirect
conflicts when uploading changes to a GitHub repository.

For Requirements Elicitation, there were five bot proposals. For instance, Dwitam F. and Rusli A.
in PS-4 propose a bot capable of conducting interviews with stakeholders in software projects to
elaborate user stories. Surana C. et al. in PS-22 propose a chatbot capable of simulating natural
conversations with Stakeholders that can extract and classify requirements based on conversations.
For software design, we identified five bots. RAPID bot in PS-31 offers design recommendations
based on non-functional requirements, and iContractBot in PS-39 creates models through a step-by-
step conversation. Gilson F. and Weyns D. envisioned a more social bot in EP-9. Their bot generates
design artifacts based on the chat logs of a development team instead of a single member.

Another notable activity is Onboarding, where new developers are introduced to the project, with
four bots identified. MSR Bot in PS-7 is envisioned as an assistant focused on answering guestions
about a GitHub repository’s documentation for project newcomers. The remaining identified bots
for Onboarding address questions from development team members, such as APIBot in PS-26 and
Smart Advisor in PS-16.

4.2.2 RQ-2
The benefits of applying a bot in a development activity are shown in Fig. 3.

Fully automate a task
Recommend bug fixes
Provide information via reports, notices or warnings

Partially automate a task

Benefits

[

I
-
w0

Facilitate understanding of the project context
Generate design artifacts

Increase Security

5 10 15 20 25

o

Quantity of Bots
Fig. 3. Frequency of benefits of the use of bots mentioned in studies

Fig. 3 describes the reported benefits of using bots, with task automation being the most frequently
observed benefit. The valuable benefit of time-saving bots is that bots help developers save time by
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partially or fully automating tasks. We found 20 bots that can completely automate tasks. For
example, Devy in PS-8 automates Git and GitHub tasks by creating commits to a repository,
assigning code reviews, and managing a repository via voice commands. Refactoring Bot in PS-18
saves time by fully automating code refactoring to resolve code smells identified by the SonarQube
static analysis tool; it then submits the changes to the developer for review via pull requests on
GitHub. Lastly, Review Bot in PS-24 automates static analyses by generating checks for coding
standard violations and common defect patterns and publishing the results of its analysis. In contrast,
we identified 14 bots that automate parts of a task. This includes a chatbot by Surana C. et al. in PS-
22, Travis Cl in PS-23, and Stale Bot in PS-17. These bots partially automate tasks such as user
interviews, continuous integration, and pull requests. Another bot, by Magalhaes de Lima in PS-33,
updates different branches based on changes pushed to a specific repository branch. These bots
provide a time-saving benefit, though to a lesser extent.

Another prevalent benefit of bots was the recommendation of fixing candidates for bugs. By getting
possible solutions to a faced problem using a bot, developers can make appropriate decisions
regarding the patches generated by the bot instead of spending time analyzing the problem on their
own. These bots are predominantly repairing bots that help the developer identify bugs and give
possible solutions that save time and improve the quality of the final product. For example, the
Repairnator bot in PS-6 generates patches for undetected bugs. When it finds a bug, Repairnator
attempts to replicate and repair the flaw, reporting the results to developers. Another example is R-
Hero in PS-36, which repairs code with compile errors. Similarly, C-3PR Bot in PS-27 suggests bug
fixes identified through static analysis on pull requests from a project repository. ConE in PS-32
also proposes recommendations for conflict resolution in pull requests, evaluating the danger of
introducing defects in open pull requests.

It is also reported that 17 bots proactively provide helpful information without requiring a direct
request from a developer. For instance, Sayme in PS-15 is a chatbot that provides notifications of
potential direct and indirect conflicts when pushing changes to a GitHub repository. Alternatively,
a chatbot can provide valuable information on demand, supporting developer decision-making, as is
the case for Smart Advisor in PS-16, with the ability to answer developer questions and give
appropriate alerts and recommendations during coding and maintenance.

Improvement in understanding the context of a software project is also a benefit found in six cases.
In three cases, chatbots are used for training new development team members. The first was API
Bot in PS-26, which introduces a developer to a documented API, answering questions about the
API. Similarly, Dominic J., Ritter C., and Rodeghero P.’s chatbot in PS-5 answers questions from
onboarding members. MSR Bot in PS-7 makes it easy to understand the context of a software
repository and the changes made by the team. Lastly, we found two bots that increase security. These
were PAutoBotCatcher in PS-35, designed to detect botnets attempting to breach a system, and
SEADER in PS-76, designed to detect and generate fixes to misuses of APIs for Java.

4.2.3 RQ-3
Problems that arise in development activities that use bots are shown in Fig. 4.
Low effectiveness of recommendations and suggestions 24
Low performance 14

£ High coupling to third-party technologies 9

g Reduces productivity 6

e

o Low variety of possible solutions 4

Identified errors and failures are false positives 3
No support for natural language commands 2

0 5 10 15 20 25 30
Quantity of bots
Fig. 4. Frequency of challenges with the use of bots mentioned in studies
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Fig. 4 details difficulties that emerge from using bots in software development activities. We can
identify two main complications: the low effectiveness of generated solutions and the poor
performance of a bot in a designated activity.

From the 24 identified cases of bot ineffectiveness, C-3PR Bot in PS-27 exemplifies a typical
scenario where developers reject bot fix suggestions. In this case, C-3PR Bot removed commented-
out code that developers wanted to keep. Another instance of low effectiveness is PTracer in PS-19.
It had a rejection rate of 32.45% for its generated solutions, as developers noted that the produced
patch failed to solve identified bugs. Similarly, the bot by Brown C. and Parnin C. in PS-12
reportedly had ineffective recommendations regarding the installation of a static analysis tool;
developers only accepted 3% of the bot recommendations, as the bot does not recognize the
developer's working context; when trying to install the tool, source code no longer compiled
correctly because it violated the file formats followed by developers. On the other hand, PS-23
reports that Travis Cl in PS-23 was not beneficial to developers, as they had difficulties executing
tests, preferring to debug manually.

Regarding difficulties due to bots' performance, creating fixes and patches for bugs is the limited
variety of fixes. In two sample cases, bots are reported to have a limited number of possible
solutions. This is the case of RefBot in PS-20, with a low variety of solutions, as the bot only focuses
on recent Pull Requests and not on the current developer context; furthermore, this bot focused only
on quality attributes based on the QMOOD Model, which can be counterproductive for developers
who do not use this model. Another case lacking recommendation variety is the TA Bot in PS-21,
as this chatbot did not have enough types of delays to give practical recommendations. The
recommendations of TA Bot did not address the cause of the delays, only the symptoms.

High dependence on third-party technologies is a reported drawback in nine other cases. For
example, various studies report that bots require a constant Internet connection, as in the case of the
MSR Bot chatbot in PS-7. The Sankie bot from PS-11 also had a high dependency on external
technologies. In this case, the bot analyzes coupling in the continuous integration and deployment
pipeline, depending on the DevOps services provided by the Microsoft Azure platform. Sankie bot
is also prone to respond with recommendations determined to be false negatives.

Regarding problems with false positives, the bots in PS-3 by Padgham L. et al., StaleBot in PS-38,
and Task Navigator in PS-46 all reportedly flagged as error actions by developers outside of the
original scope of the bot. In the case of the bot by Padgham L. et al., for categorizing warnings,
exceptions, and failures during test execution, it was deemed unreliable to trust the bot’s
categorization in case few unit tests were executed. StaleBot would flag as obsolete old pull requests
that developers would still find relevant, and TaskNavigator would not query questions from
developers in the case there were misspellings. However, the problems with TaskNavigator were
alleviated by implementing an autocorrect function.

Another rare but identified problem is bots lacking support for specific commands in natural
language. This is the case of the Refactoring Bot reported in PS-18, as commands in natural language
were not supported. Therefore, the learning curve to use the bot was high since a developer must
learn the specific commands of the chatbot. In the case of Devy in PS-8, the bot could not interpret
commands from specific phrases; for example, it did not interpret the question "Who has made
changes?" as a command to identify who has edited a file. The participants did not consider that the
bot can interpret commands more ambiguously, needing more specific commands.

4.2.4RQ-4
The intelligence characteristics we identify in this work are Adaptability, Reasoning, and Autonomy
[7]. The subsections that follow will specify each characteristic.

Capacity for Adaptability. Fig. 5 shows a pie chart detailing whether the bots identified are cable
of Adaptability, whether they can recognize changes in their environment, such as different project
configurations, or if they change their behavior to adapt functionality, supporting the developer's
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needs. To be able to adapt, a bot needs to be aware of the context of its development activities. In
other words, the bot refines its actions for the developer's benefit as the bot learns from their mutual
interactions. Of the 83 bots extracted from the primary studies, in 65% of the cases, bots can adapt
and recognize a context. In contrast, 27% of the studies report that the bot does not have this capacity.
The bot's intelligence level is not mentioned in the rest of the cases.

m [t does recognize context
H Does not recognize conext

m Not mentioned

Fig. 5. Percentage of bots found with the capacity for Adaptability

Bot reasoning ability. In this case, reasoning refers to the existence of an internal bot mechanism
to parse input data, perform a task to assist the developer, and provide output data to notify
developers about the results of actions. Natural Language Processing is the most mentioned
technique associated with bot reasoning, particularly for chatbots. Fig. 6 shows a pie chart detailing
whether the bots identified are cable of Reasoning. Of the 83 bots identified, in 74% of the cases, it
was possible to extract a reasoning mechanism for a bot. Of the remaining cases, in 11% of the cases,
the bots do not have this ability, and in 15% of the cases, a reasoning mechanism is not mentioned.

m Has reasoning
B Has no reasoning

= Mot mentioned

Fig. 6. Proportion of bots found with the capacity for Reasoning

Autonomy capacity. Fig. 7 presents a pie chart detailing whether the bots identified are capable of
Autonomy, which is the ability to provide a beneficial service without the need for explicit human
instructions. Bots that demonstrate Autonomy have a degree of independence and perform their
tasks on their own, contacting the developer via messages and notifications to provide information,
warnings, recommendations, or status reports, either periodically on their own or when requested by
a human. A case that illustrates high independence is JIT Bot from PS-29. After performing its initial
analysis, it keeps track of the repository and its changes without human intervention. Analysis Bots
can also be autonomous, like the C-3PR bot in PS-27. On its own, C-3PR suggests fixes for static
analysis violations via pull requests, which constructs after running an independent static analysis.
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A plurality of bots at 47% lack autonomy, whereas only 42% of bots identified were determined to
display it. Notably, in 11% of the group of bots identified autonomy was not mentioned and thus
could not be determined.

M It is autonomous
® It is not autonomous

® Not mentioned

Fig. 7. Proportion of bots found with the capacity for Autonomy

4.3 Thematic Synthesis Results

To produce a thematic map, we used MaxQDA, a tool for data analysis, integrating qualitative
methods. With this software, we identified and organized coded segments of data. Fig. 8 shows the
higher-order thematic map produced following the thematic synthesis process for software
engineering [13].

The diagram is divided into themes derived from codes based on excerpts from the 83 primary
studies found in the literature review. Eight higher-order themes, representing different concepts,
branch from the main theme about bots for software development. These themes, categorized in
clockwise order, are Reasons why developers use bots; Bot users; Benefit from the use of bots;
Activities that apply bots; Types of bots, classified by the platform for their use, and Lebeuf et al.’s
Taxonomy [9]; Mechanisms for the implementation of bots; Problems encountered with the use of
bots; and Areas of improvement proposed by authors. Each lower-order theme is linked to other
themes in different categories.

5. Discussion

This section presents a discussion regarding the results associated with each RQ. A significant
general observation is that primary studies on bots applied to software development before 2019 are
scarce. The surge of research articles afterward can be attributed in part to the creation of the first
international workshop on using Bots in software engineering (BotSE), a subsidiary of ICSE. It is
apparent from the results that this workshop significantly boosted the research on this topic. It is
also interesting to note that following the surge in 2019, in the following years, primary studies
decreased slightly. This may be due to the disruptions caused by COVID-19 at a global level from
2020 onwards.

5.1 Software development activities where bots are involved

The most popular activity found is project management, in which traceability of actions and
communication to facilitate collaboration between members is crucial. Other aspects include
monitoring the development activities performed by a team and maintaining control in online
repositories such as GitHub, where source code and documentation can be uploaded. Another
frequently cited activity is onboarding, where the team members receive training, either when a new
member joins and needs to understand the context of the project or even to learn the workflow of
the rest of the team. Notably, bots can also support activities related to source code, such as coding,
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static analysis, debugging, and code refactoring; but in this kind of activity, bots also present some
issues.

The results are likely to be expanded as more types of bots arise. We believe new bots will appear
focusing on other software development activities not seen in the results, such as bots for software
validation, generation of test suites, monitoring a Personal Software Process (PSP), or other software
development activities. This will significantly increase the usage and opportunities of bots in the
context of software development.

—»  Dnboaiding
neEganye D [Hgneowminglomine o e oo e | | Redicsrelanceon | | improve Human-Bot | | ncrease appeoyes of , Collsoocatve
towards Bots party fachneiogy et i i thard-party ok raintions Bat Actinns Davelopment

T T i & T
Complexty in
Machns Leamng —— E—

= g e Seaware Dasign
Chalanges win the improvements for = -

\se of Boks Bals o O

Debugging

'

Cample: e

Docum

Program Analyss  4—

s Mol | intomaten Lockin

Frafes:
s

Bots for Imiagrated

Davelogment - e
En aets
— Bot Users —————t—— Juident Deverapars
-
. I}
Bet-assisled Actvilias Bot Benefty - Save Time
¥ ¢ Bats
| Bots for -
o |—]
| communication Apes L,
Incease Soware
Cualty
Trangversal Acivibes

Development Bot e——— B Lnle

| - Fepst Bl -— + ¢ v l y l

Feguremets

ocumantahon ARCNANGE ofvwara Teshng Implamentssor iothaare sgn
Do L A Sefwara Tashing i Sofwars Desip Engrssring

| AnasiE Bt p—]

| Chalbet .-

Fig. 8. Thematic map of higher-order themes about bots

5.2 Benefits of applying a bot in a development activity

The most widely reported benefit of using bots is time-saving, as bots can perform tasks or assist
developers, decreasing the time to complete different tasks. As mentioned earlier, bots for project
management are the most popular, helping to save time, although they come with a learning curve
and have inherent drawbacks related to adopting new tools for development. As an example of time-
saving, bots for repository management activities, such as organizing pull requests, code reviews,
and project builds, have the main benefit of saving time by reducing developer workload and
overseeing menial and relatively straightforward tasks.
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A limited benefit of bots is that they can provide helpful information through recommendations.
This benefit applies to bots that identify bugs and recommend a suitable fix. The caveat is that
sometimes the bot's solutions are incorrect. Therefore, humans should always review bot solutions
before committing them to a repository.

Another benefit we want to highlight comes from bots for onboarding. These bots help new
developers in a team to learn about the project domain and workflow of existing team members so
that they can integrate into the team with minimal disruptions and better productivity. We believe
that these bots could be adopted to teach SE students about the context of professional software
development since they will be the new software developers in a team.

The benefits provided by bots depend on the functions performed by them related to development
activities. Generally, the more involved a bot is in an activity, the greater the benefits. However, a
developer should weigh the risks that come with the use of bots.

5.3 Problems that arise in bot-aided development activities

We also analyzed challenges encountered by adopting bots for software development to contrast
benefits. The most frequent is the poor performance of the bot contributions. The recommendations
or warnings bots provide can sometimes be of little to no use to a developer.

There can also be developers misunderstanding regarding the scope and limitations of bots. This, in
turn, leads to developer frustration, causing reluctance to use bots.

A different technical limitation is that bots cannot communicate on the same verbal level as humans,
although significant advances in chat and voice bots aim to close this gap, as is the case in emerging
technologies such as ChatGPT.

We believe that the difficulties that arise from using bots are inherent to the learning curve associated
with them. This is especially true for some chatbots, as they need structured commands to perform
tasks, requiring developers’ memorization of them to be productive. In this sense, we can argue that
bots have not yet fully achieved the goal of becoming seamless developer assistants.

5.4 Bots’ intelligence level for software development

Regarding the intelligence of bots, we observed that, from the pool of 83 studies, most of the bots
display all 3 of the intelligence metrics. These metrics, following [9], are the ability to exhibit
Adaptability, Reasoning, and Autonomy. However, in a minority of cases, bots either did not present
a particular intelligence or the study did not mention it, resulting in ambiguity, not allowing us to
determine if a bot had or did not have a metric for intelligence.

We also note that these intelligence criteria were subject to our interpretation since, in most primary
studies, intelligence metrics are not explicitly mentioned. Thus, we derived the appropriate
intelligence metric from the bot function, the interactions of the bot with humans, and the bot
implementation mechanisms.

6. Conclusions

In this paper, we conducted a literature review on bots in Software Engineering. The study selection
consisted of an automatic search, followed by a supplementary Snowballing search and a quality
evaluation filter. From this process, we identified 83 primary studies which answered our RQs. The
primary objectives of our RQs were to outline SE activities supported by bots and the benefits and
challenges that this support entails.

We found in our research that bots are mainly used for project management, to automate tasks with
a low level of abstraction, such as tagging pull requests and commits, assigning team members to
code reviews, performing static code analyses, and tracking changes in project repositories.

The primary benefit of including bots in software development is time-saving, automating tasks, and
expediting activities such as debugging through bug identification and solution recommendation.
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Time-saving in these activities means developers have more time for complex development
activities related to Requirements Elicitation, Design, and Implementation.

Despite the benefits, challenges such as low bot effectiveness and performance arise. These
problems come along with a perceived high learning curve for using bots, making it challenging to
use hots to their full extent and understand their limitations. All the mentioned problems diminish
time-saving and may detract software developers, but we believe that developers and researchers
will overcome such challenges in the future as better and more sophisticated Artificial Intelligence
techniques appear.

Our research points out that most bots exhibit, to some extent, adaptability, and autonomy, which
may indicate that most bots have a high level of intelligence. Even so, limitations in language
processing still prevent bots from being true developer assistants with the capacity to communicate
and participate in the development as team member colloquially. However, the mentioned
limitations may soon change thanks to breakthrough new technologies like ChatGPT.

As for future work, we envision delving deeper into the mechanisms and Artificial Intelligence
principles in which bots for software development rest. This complements the current study,
allowing us to associate trends in Artificial Intelligence with Software Engineering advancements
to create a better picture for software developers and researchers. We believe software development
assisted by Artificial Intelligence will be an ongoing trend in Software Engineering, like sign and
overflow detection.

References

[1]. Nagaria B., Hall T. How software developers mitigate their errors when developing code. IEEE
Transactions on Software Engineering, 2020.

[2]. Suta P., Lan X., Wu B., Mongkolnam P., Chan J. An overview of machine learning in chatbots.
International Journal of Mechanical Engineering and Robotics Research, vol. 9, no. 4, pp. 502-510, 2020.

[3]. Rainey S. K., Brown B., Kirk D. B. Bots, natural language processing, and machine learning. Tax
Executive, vol. 69, p. 39, 2017.

[4]. Lebeuf C. R. A taxonomy of software bots: towards a deeper understanding of software bot characteristics.
Ph.D. thesis, 2018.

[5]. Lebeuf C., Zagalsky A., Foucault M., Storey M.-A. Defining and classifying software bots: A faceted
taxonomy. in 2019 IEEE/ACM 1st International Workshop on Bots in Software Engineering (BotSE), pp.
1-6, IEEE, 2019.

[6]. Erlenhov L., de Oliveira Neto F. G., Scandariato R., Leitner P. Current and future bots in software
development. in 2019 IEEE/ACM 1st International Workshop on Bots in Software Engineering (BotSE),
pp. 7-11, IEEE, 2019.

[7]. Orgeolet L., Foulquier N., Misery L., Redou P., Pers J.-O., Devauchelle-Pensec V., Saraux A. Can
artificial intelligence replace manual search for systematic literature? Review on cutaneous manifestations
in primary Sjogren's syndrome. British Journal of Rheumatology, vol. 59, no. 4, pp. 811-819, 2020.

[8]. A. Ciupe, S. Meza, and B. Orza, “Systematic assessment of interactive instructional technologies in higher
engineering education,” in International Conference on Interactive Collaborative Learning, pp. 797-804,
Springer, 2020.

[9]. Kitchenham P., Budgen D., Brereton P. (2015). Evidence-based software engineering and systematic
reviews. CRC Press, DOI: 10.1201/b19467.

[10]. Zhang H., Babar M. A, Tell P. (2011). Identifying relevant studies in software engineering. Information
and Software Technology, 53(6), 625-637. DOI: 10.1016/j.infsof.2010.12.010.

[11]. Moguel-Sanchez R., Martinez-Palacios C. S., Ocharan-Hernandez J. O., Limoén X., Sanchez Garcia A. J.
(2022). Zenodo: Bots and their Uses in Software Development: A Systematic Mapping Study. [Data Set]
https://doi.org/10.5281/zenodo.7872403.

[12]. Wohlin C. (2014). Guidelines for Snowballing in Systematic Literature Studies and a Replication in
Software Engineering. Proceedings of the 18th International Conference on Evaluation and Assessment in
Software Engineering.

[13]. Cruzes D., Dyba T. Recommended Steps for Thematic Synthesis in Software Engineering, Dept. of
Computer and Information Science, Trondheim, Norway, 2011.

222



Morens-Canuec P., Maptunec-ITanacuoc C.C., Ouapan-Opuanaec X.0., Jlumon K., Canyec-I'apcus A. X. Uccnenosanue ponu 60TOB B
paspabotke nporpammuoro obecrnedenus. Tpyost UCIT PAH, 2024, Tom 36, Beim. 1, c. 209-224.

[14]. Matthies C., Dobrigkeit F., Hesse G., An additional set of (automated) eyes: chatbots for agile
retrospectives. In 2019 IEEE/ACM 1st International Workshop on Bots in Software Engineering (BotSE),
pp. 34-37, IEEE, 2019.

[15]. Balachandran V. Reducing human effort and improving quality in peer code reviews using automatic static
analysis and reviewer recommendation. In 2013 35th International Conference on Software Engineering
(ICSE), pp. 931-940, IEEE, 2013.

[16]. McConnell S. Professional software development: shorter schedules, higher quality products, more
successful projects, enhanced careers. Addison-Wesley, 2004.

Ungpopmayusi 06 aemopax / Information about authors

Puxapno MOI'EJIb-CAHYEC umeer creneHs 6akanaBpa mo mporpamMMmuoil mmxenepun. C 2024
roga smisieTcs npodeccopom Miammero xomremka Maddnc. Cdepa HaydIHBIX HHTEPECOB:
KI/I66p6e3OHaCHOCTI), I/ICKyCCTBeHHHﬁ HMHTCJUJICKT, TEXHOJIOTUYCCKAad JOCTYITHOCTD.
Ricardo MOGUEL-SANCHEZ — Bachelor of Science in Software Engineering. Professor, Muffles
Junior College since 2024. His research interests include Cybersecurity, Artificial Intelligence, and
Technological Accessibility.
Cecap Cepxuno MAPTUHEC-TITAJIACHUOC oxkonumn YHuBepcuTeT Bepakpyca, HOTyyuB CTENEHD
6aKanaBpa 10 HpOFpaMMHOﬁ HWHXXCHCPHH. PaGoraer HaJd KOMIIICKCHBIM CO31aHUEM Be6-Hp0,Z[YKTOB
no texnoJioruu .NET. C(bepa HAYYHbIX HHTCPCCOB! I/ICKYCCTBGHHHﬁ HHTCJIIICKT, TCXHOJIOTHMYCCKasA
JIOCTYITHOCTb, TpEXMEpHas rpaduka.
César Sergio MARTINEZ-PALACIOS — graduated from the University of Veracruz with a
Bachelor’s degree in Software Engineering. Dedicated to full stack .NET development in different
environments. With Research interest in Artificial intelligence, accessibility and 3D Graphics.
Xopxe OxraBuo OUYAPAH-OPHAHJIEC — mpodeccop ¢dakympTeTa CTATUCTUKA U HHOOPMATHKHI
Yuusepcurera Bepakpyca. [lomyunn creneHs 0akanxaBpa 1o CTpaTeTHISCKUM HH(OPMAITHOHHBIM
TCXHOJIOTUAM B KaMIIyCe Bepaprca CCTU YHHBCPCUTCTOB AHayaKa, CTCIICHb MarucTpa II0
nporpaMMHOU HHkeHepuu u crenieds PhD no nporpammupoBanuio B YHuBepcurete Bepakpyca. B
cepy ero Hay4yHbIX HHTEPECOB BXOJST MPOTpAaMMHas HHKEHEPHs, WHXKEHEpUs TpeOOBaHHI,
MPOEKTUPOBaHHE U pa3paboTKa apXUTEKTYphl IPOrpaMMHOrO oOecredeHus, pa3paboTka
MPUKJIAJHBIX NPOTPAaMMHBIX HHTep(eHCcoB, TYMaHUTapHBIE ACTEKTHl MPOTPaMMHOIN WH)KEHEpUH.
Ssnsgercs ynenom acconmanmii ACM u |IEEE.
Jorge Octavio OCHARAN-HERNANDEZ — is a Full Professor at the Faculty of Statistics and
Informatics of Universidad Veracruzana. He holds a Ph.D. in Computer Science and a Master’s in
Software Engineering from Universidad Veracruzana and a BC in Strategic Information
Technologies from Universidad Andhuac Campus Veracruz. His research interests include Software
Engineering, Requirement Engineering, Software Design and Architecture, APl Design, and Human
Aspects of Software Engineering. He is a member of the ACM and IEEE Computer Society.
KcaBbep JIMMOH - mpodeccop ¢akynprera CTaTUCTMKA M WHOOPMATHKH YHUBEPCUTETA
Bepakpyca. SBnsiercs  wieHOM ~ MEKCHMKaHCKOM  HanuoHanbHOW — CHUCTEMBI  MOAJEPKKH
uccienoBareneil. imeer crenens 0akanaBpa mo nHdopmaruke, a Takke crenenu maructpa u PhD
IO UCKYCCTBEHHOMY MHTCIUICKTY. C(bepa HAay4YHBbIX I/IHTGPGCOB: MYJIbTUAICHTHBIC CUCTEMBI, I[O6I)I‘Ia
JaHHBbIX, KI/I6€p6€3OHaCHOCTB 1 pacrpeaciCHHbIC CUCTCMBI. SIBnsercs aBTOPOM MHOT'OYHCJIICHHBIX
MyOIUKaAIUK B 3THX TPEIMETHBIX 00JIACTSX.
Xavier LIMON — works as a full-time professor at the Faculty of Statistics and Informatics at the
University of Veracruz. He is currently a member of the National System of Researchers. He holds
a Bachelor's degree in Informatics, as well as a Master's and Doctorate degree in Artificial
Intelligence. His areas of research interest include Multi-Agent Systems, Data Mining,
Cybersecurity, and Distributed Systems. He has numerous publications in these fields.
Anxenp Xyan CAHYEC-TAPCHUA wumeer crenmenp PhD mno HCKyCCTBEHHOMY HWHTEIUICKTY.
IIpodeccop n uccnenosarens IIkonsl cratuctuky u nHGopmarnku YHuBepcutera Bepakpyca c
2012 roga. Hayunsle nHTEpECH: MAaIIMHHOE 00y4YeHHE B IPUIIOKEHUH K IPOTPaMMHOI HH)KEHEPHUH,
223



Moguel-Sanchez R., Martinez-Palacios C. S., Ocharan-Hernandez J. O., Limon X., Sanchez-Garcia A. J. Exploring the Role of Bots in
Software Development. Trudy ISP RAN/Proc. ISP RAS, vol. 36, issue 1, 2024. pp. 209-224.

OBOJIIOITMOHHBIC BBIYHUCICHUA, U3MCPCHUA IIPOTPaMMHOTO OGGCHG‘JGHI/IH, MAIIUHHOC 3PCHUE U
pOOOTOTEXHHUKA.

Angel Juan SANCHEZ-GARCIA — Doctor of Artificial Intelligence, Professor and researcher of the
School of Statistics and Informatics of the Universidad Veracruzana since 2012. Research interests:
machine learning applied to software engineering, evolutionary computation, software
measurement, computer vision and robotics.

224



Tpyowr UCIT PAH, mom 36, éwin. 1, 2024 2. //Trudy ISP RAN/Proc. ISP RAS, vol. 36, issue 1, 2024

DOI: 10.15514/ISPRAS-2024-36(1)-14 tocld

Determining Relevant Risk Factors
for Breast Cancer

Z.J. Ibarra-Cuevas, ORCID 0000-0002-0084-2393 <zaziil. 97 @gmail.com>
J.1. Nunez-Varela, ORCID 0000-0002-9633-3453 <jose.nunez@uaslp.mx>
A. Nunez-Varela, ORCID 0000-0003-4813-8992 <alberto_snv@hotmail.com>
F.E. Martinez-Perez, ORCID 0000-0002-3133-9045 <eduardo.perez@uaslp.mx>
S.E. Nava-Murioz, ORCID 0000-0001-9345-4391 <senavam@uaslp.mx>
C.A. Ramirez-Gamez, ORCID 0000-0002-1509-0980 <crgamez@uaslp.mx>
H.G. Perez-Gonzalez, ORCID 0000-0003-3331-2230 <hectorgerardo@uaslp.mx>

School of Engineering, Universidad Autonoma de San Luis Potost,
San Luis Potosi, México.

Abstract. Breast cancer is a serious threat to women’s health worldwide. Although the exact causes of this
disease are still unknown, it is known that the incidence of breast cancer is associated with risk factors. Risk
factors in cancer are any genetic, reproductive, hormonal, physical, biological, or lifestyle-related conditions
that increase the likelihood of developing breast cancer. This research aims to identify the most relevant risk
factors in patients with breast cancer in a dataset by following the Knowledge Discovery in Databases process.
To determine the relevance of risk factors, this research implements two feature selection methods: the Chi-
Squared test and Mutual Information; and seven classifiers are used to validate the results obtained. Our results
show that the risk factors identified as the most relevant are related to the age of the patient, her menopausal
status, whether she had undergone hormonal therapy, and her type of menopause.

Keywords: data mining; breast cancer; risk factors.

For citation: Ibarra-Cuevas Z.J., Nunez-Varela J.1., Nunez-Varela A., Martinez-Perez F.E., Nava-Mufioz S.E.,
Ramirez-Gamez C.A., Perez-Gonzalez H.G. Determining Relevant Risk Factors for Breast Cancer. Trudy ISP
RAN/Proc. ISP RAS, vol. 36, issue 1, 2024. pp. 225-238. DOI: 10.15514/ISPRAS-2024-36(1)-14.

Full text: Ibarra-Cuevas Z.J., Nunez-Varela J.I., Nunez-Varela A., Martinez-Perez F.E., Nava-Muifioz S.E.,
Ramirez-Gamez C.A., Perez-Gonzalez H.G. Determination of Relevant Risk Factors for Breast Cancer Using
Feature Selection. Programming and Computer Software, 2023, Vol. 49, No. 8, pp. 671-681. DOI:
10.1134/S0361768823080091.

225



Ibarra-Cuevas Z.J., Nunez-Varela J.1., Nunez-Varela A., Martinez-Perez F.E., Nava-Muiioz S.E., Ramirez-Gamez C.A., Perez-Gonzalez
H.G. Determining Relevant Risk Factors for Breast Cancer. ISP RAN/Proc. ISP RAS, vol. 36, issue 1, 2024. pp. 225-238.

OnpeaeneHne peneBaHTHbIX )aKTOPOB pUCKa
ANs paka MOMIOYHOW Xenesbl

C.X. Hbappa-Kyssac, ORCID 0000-0002-0084-2393 <zaziil.97@gmail.com>
X.U. Hynec-Bapena, ORCID 0000-0002-9633-3453 <jose.nunez@uaslp.mx>
A. Hynec-Bapena, ORCID 0000-0003-4813-8992 <alberto_snv@hotmail.com>
@.D. Mapmunec-Ilepec, ORCID 0000-0002-3133-9045 <eduardo.perez@uaslp.mx>
C.D. Hasa-Mynvoc, ORCID 0000-0001-9345-4391 <senavam@uaslp.mx>
C.A. Pamupec-I'amec, ORCID 0000-0002-1509-0980 <crgamez@uaslp.mx>
O.X. Ilepec-T'oncanec, ORCID 0000-0003-3331-2230 <hectorgerardo@uaslp.mx>

Hnorcenepnas wikona Aemonomnozo ynusepcumema Can-Jlyuc-Ilomocu,
Can-Jhyuc-Ilomocu, Mexcuxa.

AHHOTanus. Pax MOJIOYHOI! XKeTe3bl MPeCTaBIsIeT OO0 Cepbe3HYI0 YIPO3y IS 310pOBbS KEHIIUH BO BCEM
Mupe. XOTsI TOYHBIE TIPHYMHBI 3TOTO 3a00JICBaHUS 10 CHX IIOp HEM3BECTHBI, H3BECTHO, YTO 3a00JIeBaEMOCTh
paKoM MOJIOYHOH »Kele3bl CBs3aHa C HEKOTOPbIMHU (pakTopamy. DakTOphl pHCKa HMpPU pake — 3TO JIOObIE
TeHEeTHYECKUE, PEIPOIYKTUBHEIE, TOPMOHAIIbHBIC, (PU3MUYECKHe, OMOIOTHYECKIe WM CBSI3aHHBIE ¢ 00pa3oM
JKM3HU COCTOSIHMS, KOTOPBHIE YBEIMYMBAIOT BEPOSTHOCTh Pa3BUTHs paka MOJIOYHOH »xene3bl. Hacrosimee
HCCIIeIOBaHNE HAIPABICHO HA BBIABICHHE HanOoliee 3HAYUMBIX (PAKTOPOB PHCKA y MAMEHTOB C PaKOM
MOJIOYHOM JKeJIe3bl 10 HabOopy JaHHBIX, cienys mnponeccy «OOHapyxkeHue 3HaHUH B 0a3ax JaHHBIX». UTOOB
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1. Introduction

Globally, breast cancer is the most common and widespread type of cancer among women with more
than 2.2 million new cases and about 680,000 deaths in 2020, according to the Global Cancer
Observatory [1]. The early detection of breast cancer is key to increase the chance of treatment and
recovery; this is normally done by screening tests, such as a mammography. Studies have also
identified what are known as risk factors, that are associated with the likelihood of developing breast
cancer. There are a wide variety of risk factors that include genetic, reproductive, hormonal,
physical, biological, lifestyle-related, among others [2]. It is important to analyze and understand
the possible impact each factor could have in the development of breast cancer so that physicians
could suggest preventive strategies to women who are known to have some of these risk factors.

A common trend in recent years is the analysis of data obtained from clinical records [3, 13, 14].
This has been achieved by using methodologies that extract potentially valuable information.
Knowledge Discovery in Databases (KDD) [4] is a process that follows different phases or stages
(Figure 1), such as selection, preprocessing and transformation of data, so that machine learning
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methods could be applied with the aim of classifying information (prediction) or identifying new
knowledge (discovery).

In this research we follow the KDD process, and our main contribution is the integration of feature
selection methods and ensemble learning algorithms to determine and validate relevant risk factors
from a breast cancer dataset. The most relevant factors identified are related to the patient’s age,
whether she had undergone hormone therapy, her type of menopause, and her menopausal status.
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Fig. 1. Knowledge Discovery in Databases Process (taken from [4])

Being able to determine whether there is a risk of breast cancer or not solely from information readily
known to most people is an important tool that would be widely available without the need to have
specialized equipment. Of course, this is not meant to substitute screening tests and the knowledge
of medical personnel. However, these tools could provide useful information and be part of the
strategies for breast cancer risk control.

The rest of this paper is organized as follows. Section 2 reviews the related works for determining
breast cancer risk factors. Section 3 explains the dataset used in this research. Section 4 describes
the data pre-processing stage. Section 5 explains how the relevant risk factors are selected. Section
6 shows the results of classification methods on the dataset. Section 7 presents the validation of
those selected risk factors. Section 8 provides our final conclusions.

2. Related work

Li et al. [5] present a prevention and control system for breast cancer by means of item rule
association algorithms applied on a private dataset with 2,966 records and 83 attributes. An
important characteristic of their work is the creation of their own dataset by interviewing patients
from 22 hospitals over a one-year period and storing clinical, personal, and socio-economical
information. Three types of rules defining the more relevant risk factors were identified; 35 rules
were obtained using a single factor, 19 rules were obtained combining two factors, and 9 rules were
obtained combining three factors. The main difference with our work is the creation of their own
dataset, that provides more information and control. Kabir et al. [6] also generated risk factor rules
by means of association rule mining, using the Breast Cancer Surveillance Consortium’s (BCSC)*
Risk Factors dataset. This public dataset contains 6,318,638 cases and 13 attributes, although all
records containing at least one missing value were discarded. The logit model was used to select
those factors that may affect the likelihood of breast cancer. A set of 5 rules was obtained for breast
cancer cases and 4 rules for non-cancer cases. However, because of the class imbalance problem,
they had to adjust the algorithm for the breast cancer cases.

! Breast Cancer Surveillance Consortium page: https://www.bcsc-research.org
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The class imbalance is a problem that is commonly found in cancer-related datasets, since there are
fewer positive cases compared to the number of negative cases. Kabir and Ludwig [7] focused on
this issue by implementing six data-level resampling approaches. These techniques were applied on
the BCSC’s Risk Factors dataset, after discarding all records containing at least one missing value.
The authors used three different classification algorithms: Decision Tree, Random Forest, and
XGBoost. Their results showed that performance improves when resampling techniques are used
compared to when no techniques are applied. The difference with our work is that we use a
resampling approach at the algorithm level.

In summary, the main distinction between the described works and ours is that we make use of
feature selection methods, a resampling technique, and use classification to validate the relevance
of the selected risk factors.

3. Data selection

The breast cancer dataset used in this research was obtained from the Breast Cancer Surveillance
Consortium (BCSC)2. The BCSC provides four datasets related to risk factors of breast cancer. For
our analysis, the Risk Estimation (v.2) dataset [8] was selected (with information ranging from 1996-
2002) for three reasons: i) it provides an attribute indicating the presence of breast cancer, that is
used to classify each case, ii) it contains information about 11 risk factors, and iii) patients had no
previous diagnosis of breast cancer up until the screening test recorded in the dataset. This last point
is important because we are interested in determining relevant risk factors when no cancer has been
diagnosed before. For instance, the Risk Factors (v.2) dataset also includes information of patients
that have had cancer at some point in their life. This dataset could be useful to analyze the
relationship between risk factors in women that have had cancer and those that have not.

Table 1 contains the description of the 16 attributes within the Risk Estimation (v.2) dataset and the
values that can be assigned to each attribute, as well as their meaning. Table 2 shows the number of
breast cancer cases, and their corresponding percentage, within the Risk Estimate (v.2) dataset. In
total the dataset contains 1,007,660 cases. However, notice the difference between positive cancer
(0.73%) and non-cancer (99.27%) cases. This imbalance in the data is an issue commonly present
in this type of problems and will be further discussed in Section 6.

4. Data preprocessing

The preprocessing phase for our research consisted in taking the original dataset and apply four
different operations.

4.1 Simple conversion operations

First, we converted all data types from numerical to categorical, except the count attribute which
remained as a numeric attribute. Second, we converted all 9 values to the categorical value of
unknown in all attributes that contain this value (i.e., attributes 1 and 3 to 12).

4.2 Attribute transformation

After analyzing the values of three attributes, specifically, value 1 of the menopause attribute, value
9 of the surgmeno attribute, and value 9 of the hrt attribute (attributes 1, 11 and 12 in Table 1
respectively); we decided to transform these three attributes to clarify the information given by those
values. For the menopause attribute, value 1 refers to postmenopausal women or women of more
than 55 years old. It is possible to identify true postmenopausal cases by means of the surgmeno

2 Data collection and sharing was supported by the National Cancer Institute-funded Breast Cancer
Surveillance Consortium (HHSN261201100031C). http://www.bcsc-research.org/
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attribute. If the surgemeno attribute contains a 0 or 1, it means that the record refers to a
postmenopausal woman, and these records are assigned a value of 1 in the menopause attribute. A
new value 2 was created and assigned to those cases where it is not possible to define whether a
woman is postmenopausal or is older than 55 years. The attribute was renamed as menopause_new
to differentiate from the original (see Table 3). Originally, value 1 was assigned to 140,843 records;
after the transformation 107,810 records were detected as true postmenopausal cases (that were left
with a value of 1), and the rest were assigned the new value of 2.

Table 1. Description of attributes of the Risk Estimation (v.2) dataset

No.

Attribute

Description

Values

menopause

Menopausal status

0 = premenopausal
1 = postmenopausal or age>=55
9 = unknown

agegrp

Age (years) in 5-year groups

1=35-39
2= 40-44
3=45-49
4 =50-54
5 = 55-59

6 = 60-64
7 =65-69
8=70-74
9=75-79
10 =80-84

density

BI-RADS breast density codes

1 = Almost entirely fat

2 = Scattered fibro glandular densities

3 = Heterogeneously dense

4 = Extremely dense

9 = Unknown or different measurement system

race

Race

1 = white

2 = Asian/Pacific
Islander

3 =black

4 = Native American
5 = other/mixed
9 = unknown

hispanic

Patient is Hispanic

0=no
1=yes
9 = unknown

bmi

Body mass index

1=10-24.99
2 =25-29.99
3 =30-34.99
4 =35 or more
9 = unknown

agefirst

Age at first birth

0=Age<30

1 = Age 30 or greater
2 = Nulliparous

9 = unknown

nrelbc

Number of first-degree
relatives with breast cancer

0 =zero
1=one

2 =2 or more
9 = unknown

brstproc

Previous breast procedure

0=no
1=yes
9 = unknown

10

lastmamm

Result of last mammogram
before the index mammogram

0 = negative
1 = false positive
9 = unknown

11

surgmeno

Type of menopause

0 = natural

1 = surgical

9 = unknown or not menopausal (menopause=0 or
menopause=9)

12

hrt

Current hormone therapy

0=no

1=yes

9 = unknown or not menopausal (menopause=0 or
menopause=9)

13

invasive

Diagnosis of invasive breast
cancer within one year of the
index screening mammogram

0=no
1=yes
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Diagnosis of invasive or ductal
carcinoma in situ breast cancer | 0=no
within one year of the index 1=yes
screening mammogram

14 cancer

0 =no (validation)

15 training Training data 1 = yes (training)

Frequency count of this
16 count combination of covariates and
outcomes (all variables 1 to 15)

Table 2. Distribution of positive and non-cancer cases

Breast Cancer Diagnosis Cases %
Yes 7,319 0.73
No 1,000,341 99.27

Total 1,007,660 100

For the surgmeno attribute, value 9 is given to women that have not undergone menopause yet or
the status of menopause is unknown. A new value 2 was created to refer to cases that are still not
menopausal by checking if the menopause attribute is 0. The attribute was renamed as
surgmeno_new to differentiate from the original (see Table 3). Originally, value 9 was assigned to
83,545 records; after this operation 29,542 records were given the value of 2, and 54,003 remained
as unknown.

Similarly, for the hrt attribute, the same value 9 is assigned to cases that have not presented
menopause or to cases where the use of hormone restitution therapy is unknown. A new value 2 was
created to refer to cases that are still not menopausal by checking if the menopause attribute is 0.
The attribute was renamed as hrt_new to differentiate from the original (see Table 3). Originally,
value 9 was assigned to 64,489 records; after this operation 29,542 records were given the value of
2, and 34,947 remained as unknown.

Table 3. New attributes after being transformed

Attribute Values

0 = premenopausal

1 = postmenopausal

2 = postmenopausal or age>=55

9 = unknown

0 = natural

1 = surgical

2 = not menopausal

9 = unknown or unknown menopausal (menopause=9)
0=no

1=1yes

2 = not menopausal

9 = unknown or unknown menopausal (menopause=9)

menopause_new

surgmeno_new

hrt_new

4.3 Attribute removal

Three attributes were removed from the dataset. The invasive attribute, that refers to the diagnosis
of invasive or ductal carcinoma, was not considered due to the causality of correlation with the
cancer attribute of interest. The training attribute suggests whether that record in the dataset is to be
considered for training or validation. However, because of the next transformations to be described
we cannot use this division of records, thus the attribute is removed. Finally, the last_ mammogram
attribute indicates the result of the last mammogram taken before the index mammogram that relates
to the cancer attribute. Since it only contains information about negative and false positive results,
then, it can be removed without affecting our analysis.
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4.4 Elimination of records with unknown values

Most of the attributes, as shown in Table 1, contain the unknown value. After careful analysis we
decided to remove all records containing one or more unknown values and work only with records
containing true values. After this operation, out of the 1,007,660 cases in the dataset (see Table 2),
we are left with 160,390 cases.

5. Risk factors selection

To determine the ranking of attributes, this research makes use of two feature selection methods:
Chi-squared test and Mutual Information.

5.1 Chi-squared test

The Chi-squared test is a nonparametric statistical technique used to determine if a distribution of
observed frequencies differs from the theoretical expected frequencies [9]. Table 4 presents the Chi-
squared values obtained for each of the 11 risk factors within the dataset. The values are sorted in
descending order. The higher the value of an attribute the more relevant it is considered. We also
verified the resulting values with a confidence of 95% (p-value of 0.05). Attributes from 1 to 9 are
statistically significant at the 0.05 level. Only attributes 10 and 11 are not statistically significant.
According to the obtained values the first four attributes could be considered as more relevant, i.e.,
the patient’s age (agegrp), whether she had undergone hormone therapy (hrt_new), her type of
menopause (surgmeno_new), and her menopausal status (menopause_new). The next two attributes
are also interesting, whether the patient have had a breast procedure (brstproc) and the patient’s
breast density (density). The rest of the attributes could be considered less relevant for this specific
dataset.

Table 4. Chi-squared results for all risk factors

No. Attribute Chi-squared
1 agegrp 170.285
2 hrt_new 84.667
3 surgmeno_new 82.352
4 menopaus_new 82.306
5 brstproc 49.163
6 density 40.555
7 nrelbc 21.018
8 Hispanic 16.404
9 agefirst 6.721

10 race 4.456
11 bmi 1.374

5.2 Mutual Information

Mutual Information [10] is calculated between two variables and measures the reduction in
uncertainty for one variable given a known value of the other variable. Table 5 presents the values
obtained from the Mutual Information with normalization. Again, the values are sorted in
descending order. The higher the value of an attribute the more relevant it is considered. Here, a
threshold (cutoff) value was calculated in order to determine which attributes should be selected.
Our threshold value was calculated by means of the standard deviation (S). For an attribute to be
selected, its Mutual Information value must be greater than the threshold value S. In this case, only
the first four attributes are greater than our calculated S = 0.00022. Notice that these four selected
attributes are the same most relevant calculated by the Chi-squared test. The rest of the attributes
have a similar ranking as given by the Chi-squared test.
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Table 5. Mutual Information results for all risk factors

No. Attribute Mutual Information
1 agegrp 0.000740
2 hrt_new 0.000398
3 surgmeno_new 0.000390
4 menopaus_new 0.000390
5 brstproc 0.000202
6 density 0.000196
7 Hispanic 0.000092
8 nrelbc 0.000085
9 agefirst 0.000032
10 race 0.000021
11 bmi 0.000006

5.3 Definition of subsets of relevant attributes

To synthesize and validate the results obtained by the Chi-Squared test and Mutual Information,
three subsets are defined based on the values given in the rankings of both methods as seen in Table
6.

Table 6. Attributes of the defined subsets

Subset ID Attributes

Subset(4) {agegrp, hrt_new, surgmeno_new, menopause_new}
Subset(7) {Subset(4), brstproc, density, nrelbc}

Subset(11) {Subset(7), Hispanic, agefirst, race, bmi}

6. Imbalance classification problem

This type of problem occurs when the number of records of some class label is much larger than the
other class (as shown in Table 2). This problem remains after the preprocessing phase described in
Section 4, where all records with an unknown value were eliminated. The resulting dataset ended up
with 95.83% of non-cancer records versus 4.17% of positive cancer records. The problem of class
imbalance has been actively addressed and several techniques to deal with this problem have been
proposed, both at the data-level and algorithm-level [11]. Because it is important to maintain the
integrity of our dataset, we follow an algorithm-level approach by implementing an ensemble
learning method, particularly the Bagging method [12].

The Bagging method creates independent and parallel sub-classifiers with a single machine learning
algorithm. First, from the initial data, several subsets of the same size are generated, thus ensuring
diversity and independence. Then, for each sample, a sub-classifier is constructed and, finally, using
a majority vote the final classification is obtained (Fig. 2).
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Fig. 2. Bagging diagram
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Following this method, it was necessary to create a resampling of the data according to the cancer
attribute. Fig. 3 shows the process used to perform such resampling. From the dataset, after being
preprocessed, twenty-three sample groups were randomly generated, combining all the positive
cancer records with a subset of the same number of randomly selected non-cancer records. Since the
dataset ended up with 1,053 positive cancer records after the preprocessing phase, each sample group
contains that number of records plus a random selection of 1,053 non-cancer records (2,106 records
per sample group).

7. Risk factors validation

Section 5 defined two similar rankings for the risk factors within the dataset. The aim of identifying
which risk factors are more relevant than others, is to use those relevant attributes to determine breast
cancer cases, or at least, to pay more attention to those specific factors. In this section, experiments
will be performed to determine the predictive performance of the attribute subsets as defined in
Table 6, i.e., Subset(4), Subset(7), and Subset(11), where the latter will be used as baseline for the
previous two subsets. For our experiments, the RapidMiner software platform® was used, as it
provides preprocessing procedures and the implementation of machine learning algorithms, among
other features. Seven different algorithms were selected to cover multiple machine learning
techniques: Decision Tree, Decision Stump, Random Tree, Deep Learning, Generalized Linear
Model, Naive Bayes, and k-NN (k-Nearest Neighbors). All algorithms were executed considering
the default settings given by the software platform. To validate each subset of attributes, the seven
classification algorithms were trained only with the attributes that belong to the subset being
evaluated. Also, a 10-fold cross validation was used to obtain the performance metrics of accuracy,
precision, and recall.

Positive
cancer records

Random Group |
L le—|

Sample 1 | Sample 1 |
Data ' =
Non-cancer RandTm, — ..Gloulp =
records Sample 2 | Sample 2

Random Group
Sample 23 | Sample 23

Fig. 3. Resampling process for the class imbalance problem

Table 7 presents the results for the three subsets of attributes as defined in Table 6. The first thing
to note is the column that refers to Subset(11); this is our baseline, as it considers all attributes. The
classifiers with the highest accuracy (Acc.) are Decision Tree and Deep Learning with 97.45% and
97.21% respectively, while the least accurate is Random Tree with 78.38%.

Table 7. Performance metrics of the subsets of relevant attributes.

Algorithm Metric Subset(4) Subset(7) Subset(11)
Acc. 86.32% 86.32% 86.32%
Decision Stump Prec. 99.79% 99.79% 99.79%
Rec. 72.83% 72.83% 72.83%
Decision Tree Acc. 86.32% 96.18% 97.45%
Prec. 99.79% 99.82% 99.77%

3 Rapid Miner page: https://rapidminer.com
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Rec. 72.83% 92.53% 95.12%

Acc. 85.24% 80.67% 78.38%

Random Tree Prec. 98.29% 94.39% 87.79%
Rec. 72.15% 67.16% 70.08%

Acc. 93.32% 96.16% 97.21%

Deep Learning Prec. 99.41% 99.65% 99.52%
Rec. 87.19% 92.65% 94.88%

Acc. 92.87% 95.56% 96.62%

Generalized Linear Model Prec. 99.62% 99.68% 99.71%
Rec. 86.09% 91.44% 93.51%

Acc. 92.51% 93.87% 93.93%

Naive Bayes Prec. 98.77% 98.64% 98.70%
Rec. 86.31% 89.11% 89.16%

Acc. 93.10% 87.27% 81.30%

k-NN Prec. 100.00% 99.94% 99.91%
Rec. 86.20% 74.59% 62.67%

It is important to also consider the metrics of precision (Prec.) and recall (Rec.), that provide more
information with regard of the classification of positive cancer cases. The higher the precision value
the fewer false positives being classified. On the other hand, the higher the recall value the more
positive records are classified correctly. In our experiments for Subset(11), the precision values for
all algorithms are high. However, the recall value for k-NN is low, which means that only 62.67%
of the positive cancer cases were correctly classified. In terms of the three metrics, Decision Tree,
Deep Learning, and Generalized Linear Model obtained the best results for all attributes.

In order to validate whether the selected attributes could be truly relevant in our study, we need to
compare the results against those obtained by the baseline (Subset(11)). First, notice that Decision
Stump reported the same results for the three subsets. This is because the algorithm generates a
decision tree with only one division obtained from the evaluation of one of the most significant
attributes. In our case, the algorithm chose the attributes of agegrp and menopause_new as a single
node, and since both attributes are part of the three subsets then the results are the same. Although
these results do not provide new information, as they are the same, the algorithm does support the
relevance of these two attributes as stated in Section 5.

After analyzing these results, it is possible to conclude that the four selected risk factors: the patient’s
age (agegrp), whether she had undergone hormone therapy (hrt_new), her type of menopause
(surgmeno_new), and her menopausal status (menopause_new); are relevant for the classification of
positive cancer cases.

8. Conclusions

Predicting the risk of breast cancer occurrence is an important challenge for clinical oncologists as
this has a direct influence on their daily practice and clinical service. The study of risk factors for
breast cancer is an option that has been investigated to create control and risk assessment strategies
in women. The main objective of this research is to identify relevant risk factors that could accurately
predict whether a woman can develop breast cancer or not. Our research explores two feature
selection techniques, Chi-squared test and Mutual Information, combined with an ensemble method
(Bagging) to detect breast cancer cases with information on risk factors. We found that the most
relevant risk factors in breast cancer cases, according to the dataset analyzed, are the patient’s age
(agegrp), whether she had undergone hormone therapy (hrt_new), her type of menopause
(surgmeno_new), and her menopausal status (menopause_new). These four risk factors were
validated by means of seven classification algorithms. It is possible to obtain a predictive
performance similar to that obtained using all 11 attributes of the dataset. These are significant
results that should also be validated by physicians. It is difficult to directly compare our results with
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other similar works because of the different datasets and methods being used. Datasets may contain
clinical, personal, demographical, therapeutical, or pathological information, and the availability of
this information and the number of attributes of each type will affect the results obtained. As future
work, one of the most important issues is to have as much data as possible. We are looking at the
possibility of creating our dataset in collaboration with local hospitals. Also, we are interested in
exploring other feature selection methods and resampling techniques, along with other classification
algorithms. We expect that this work could further advance our understanding in topics as relevant
such as this.
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Abstract. A person who has had a stroke needs rehabilitation to recover from the effects of the incident. A
multidisciplinary team of experts performs rehabilitation, offering treatment from many fields, including
neurology, nutrition, psychology, and physiotherapy. In the rehabilitation process, physicians interact with
medical computing software and devices. The interactions represent medical activities that follow
rehabilitation. Nevertheless, how specialists collaborate to do medical tasks is poorly understood using
technologies since no particular means of communication enable interdisciplinary cooperation for integral
rehabilitation of strokes. Therefore, we present a collaborative software architecture to assist and enable the
monitoring of medical activities through multimodal human-computer interactions. The architecture has three
layers: the first is to perceive interactions and monitor activities, the second is to manage information sharing
and interdisciplinary access, and the third is to assess how well multidisciplinary activities were carried out.
The physicians are assisted in their decision-making on the execution of the treatment plan by evaluating how
the activities are carried out, which are recollected through the architecture proposed. As a result, we provide a
prototype with a user-centered design that understands how the architecture supports human-computer
interactions.
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AHHOTAamus. YenoBek, NepeHecHIMii MHCYIBT, YTOOBI ONpPaBUTBCS OT €ro IIOCIEACTBUH, HyXKIaeTcs B
peabmmmranuy, MHoronpodwibHas KOMaHAA JKCHEPTOB  INPOBOAWT  peabWIINTAlMIo, Ipeasaras
MHOTOIUTAaHOBOE JICUCHHUE, BKJIIOYas IUETy, HEBPOJIOTHIO, IICHXOJIOTHIO W (u3noTepanuio. B mpomecce
peabmIMTaMy Bpadd B3aWMOJACHCTBYIOT ¢ MEIWIMHCKMMHU IPHOOpPaMH U HPOTPAMMHBEIM 00ECIIeYeHHEM.
Takast paborta mpeacTaBisier co60i METUIUHCKYIO BpaueOHYIO AESTENbHOCTh, COMPOBOXKIAIONIYIO IIPOLECce
peabunuranuu. TeM He MeHee, B CHIy OTCYTCTBUS NMOJAXOAAMINX CPEACTB B3aHMOJEHCTBUS, MO3BOJSIOMINX
OCYIIECTBIISATh MEXIUCIHHUIUIMHAPHOE COTPYAHHUYECTBO IPH KOMIUIEKCHOW peaOWIUTalMyu WHCYIbTOB,
Croco0B! B3aUMOJICHCTBHUS CIEIHANNCTOB, COBMECTHO PEIIAIONINX MEIHIIMHCKHE 33aJa49M, TEXHOJIOTHYECKH
MIOHUMAIOTCSI TUIOX0. [109TOMY MBI IpeICTaBiIsieM COBMECTHYIO IIPOTPAMMHYIO apXHTEKTYpYy, CIIOCOOHYIO
obecneYnTh MOHUTOPUHT MEIHIIMHCKOH JIESTEIbHOCTH IIOCPEACTBOM MYJIbTUMOJAIBHOIO B3aUMOJICHCTBUS
YyeJloBeKa U KOMIIbIOTEepa. APXHUTEKTYpa MMeeT TPEXYpPOBHEBOEC CTPOCHHE: IEPBBI ypOBEHb CIYXKHT JUIS
BOCHPHSATHS B3aUMOJCHCTBUSI W MOHHTOPWHIA AEATENFHOCTH, BTOPOW — JUIS YIpaBlIeHHS OOMEHOM
nHpopMarme 1 MeXIUCIUIUTHHAPHBIM JOCTYIIOM, a TPETUil — A OLEHKH TOTO, HACKOJIBKO XOPOIIO ObuIn
BBIMOJTHEHBI M&XIUCIUILIMHAPHBIE MEPOIPUATHS. BpauaM moMoraroT B IpUHATHU PEIICHUH 10 BBITOIHEHUIO
TUIaHA JICUYSHNUS TyTeM OLEHKH TOTO, KaK BBHIIOJIHSIOTCS JEHCTBHS, KOTOPbIE PEKOMEHIYIOTCS IPEII0KEHHON
apXUTEKTYypol. B pe3ynbraTte Mbl NpeAoCTaBlsieM MPOTOTHUII, CIPOEKTUPOBAHHBI C OpHUEHTAlMeld Ha
[I0JIb30BaTeNs], KOTOPBIM IIOHMMAaeT, Kak apXUTEKTypa IOAJCpP)KUBAcT B3aUMOJACHCTBUE UEJIOBEKAa C
KOMIIBIOTEPOM.

KiroueBble ciioBa: BpaueOHas JEATENBHOCTh; apXUTEKTypa; pabouas rpyInma; COBMECTHAs ACSITEIBHOCTH;
peabuuTaIys HHCYIIbTA.

Jas nurupoBanusi: ®eprangec-I'peropuo C.U., MonTtane-Xumenec JI.X., Mecypa-I'omoii K., Pocamec-
Mopanec B.S. ApxuTekTypa MNpOTpaMMHOTO oOecnedeHus s pa3pabOoTKH CHCTEMBI COBMECTHOM
MEIUIIMHCKON IS TeTHbHOCTH MpH peabmmmtanun nHeynsToB. Tpynet UCIT PAH, Tom 36, Beim. 1, 2024 1., cTp.
239-250 (na anrnumiickoM si3bike). DOI: 10.15514/ISPRAS-2024-36(1)-15.

Honnerii Texer: @epHannec-I'peropuo C.1., Montane-Xumenec JI.X., Mecypa I'onoii K., Pocanec-Mopanec
B.SI. ApxurekTypa HpOrpaMMHOrO ofecredeHHsi pabo4yuX TpyYII, OPUEHTHPOBAHHOTO Ha COBMECTHYIO
MEIUIIUHCKYIO EITENBHOCTD B peabuanTanuu uHCeyasToB. Programming and Computer Software, 2023, . 49,
Ne 8, crp. 643-656 (na anrmuiickoM s3bike). DOI: 10.1134/S0361768823080078.

Baaromapuoctu. Hacrosmiee wuccnenoBanue (UHAHCHPOBAIOCH  YHHBEPCUTETOM Bepakpycel U
MeKcuKaHCcKuM HarmonanbHeIM coBeToM 1o Hayke u Texanke (KOHACUT), crunenmust Ne 478122.

1. Introduction

Medical activities are carried out with interactions of various devices. Also, several physicians are
involved in rehabilitating patients who have suffered cerebrovascular accidents. A human-computer
interaction that allows different modes of data entry is called multimodal [1]. Assume that any
interaction of this kind qualifies as a recorded event. In this situation, monitoring medical actions to
assess their behavior and efficiency during the event-driven rehabilitation process is feasible. This
type of scenario can be represented with the design of user interfaces [2]. For this, it is important to
consider that a multidisciplinary team carries out all these activities [3]. Therefore, when receiving
the users' multimodal interactions; it is essential to coordinate the activities to maintain a correct
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record of the executed rehabilitation process. In addition, other aspects that intervene to coordinate
events must be considered, such us: How are the activities related? Who or what triggers an activity?
How is user collaboration perceived? How to represent the activities to evaluate the progress of the
rehabilitation?

Therefore, there is no clear conception of how specialists coordinate to carry out medical activities
to evaluate the rehabilitation process of people who have suffered an ictus. Particularly, there are no
specific communication channels that allow multidisciplinary collaboration during the whole
rehabilitation process. Hence, not having precise coordination of medical activities in a team of
specialists collaborating on rehabilitation treatment could prolong care time. Also, maintaining
ineffective communication between members regarding the integral treatment activities affects the
patient treatment since some indications might be contradictory, so coordination to generate an
integral treatment is mandatory and must be guaranteed.

This paper proposes a new collaborative software architecture focused on monitoring medical
activities in collaborative teams using a groupware approach that reinforces team coordination,
ordering events, and evaluating activities involved in rehabilitating patients who have suffered ictus.
Also, we developed a new prototype with a user-centered design that perceives human-computer
interactions supported by the new architecture.

This paper is structured as follows. Section 2 describes the state of the art. Section 3 proposes a
conceptual architecture for a collaborative system focused on stroke rehabilitation activities. Section
4 shows the user-oriented prototype with the proposed architecture as a base. Finally, section 5
presents the conclusions and future work.

2. State of the art

We explored works that consider a multidisciplinary collaboration for the complete rehabilitation of
patients that have suffered a stroke, see Table 1.

The papers in the state-of-the-art review explain case studies of medical situations where
collaboration is required. Mainly, they explain an analysis related to how the collaboration is carried
out [6-7, 10, 14] and which patient data should be used to generate statistics [6, 9-12, 14-15]. In
addition, in some works [10, 14], they establish collaboration measures to evaluate the coordination.
The works [6-7, 10, 14] explain the presence of teamwork, although only [10] and [14] contemplate
collaborative activities. In contrast, [6, 9-12, 14-15] perform data treatment with statistical analysis,
meta-analysis, and results graphs, but only [8-9, 13-15] have defined a workflow. Therefore, it is
reflected that there is little attention to collaborative activities. On the other hand, exploring data
processing is necessary since few works have considered workflows and teamwork.

Some papers [16-20] propose an entity relationship diagram to define a database. Other authors
established, Workflow for data management [17, 19-20]. Three works [16-17] and [20] provide care
in the subacute phase or hospital care. [19] provides care in the acute phase or primary care. [18]
focuses on chronic care, which refers to follow-up in rehabilitation. Three authors [17, 19] and [20]
defined a workflow, although none of these contemplated teamwork or collaborative activities. In
contrast, [16] and [18], even when both included performance teamwork, only [16] approached
collaborative activities.

The works [21, 23-26, 28-29] are oriented to the acute phase. [21] and [23] approached their works
considering the subacute phase. Instead, [23-24, 26, 28] and [30] focused on the area of critical care.
We showed that [21-25] and [27] presented data processing, and only [22, 24-25, 27] and [30] carried
out collaborative activities. [21-22] and [24] use teamwork, and [24, 26-27] have a defined
workflow. In the works [21-30], they proposed using desktop software, mobile applications, network
services, and implementations of robotic arms, video games, and bio-robotic aids to support primary
care medical decisions or assistance to develop physical or cognitive rehabilitation. These works
generally have focused on primary care treatment or physical or cognitive rehabilitation; however,
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they do not consider the interaction between the medical team and the patient as part of the
rehabilitation encompassing medical care from various specialties, an integral rehabilitation.
Table 1. Comparison of the state of the art works

1 - Acute phase care. 2 - Medical treatment. 3 - Physical and/or cognitive rehabilitation. 4 - Teamwork.
5 - Collaborative activities. 6 - Data treatment. 7 - Defined workflows. 8 - Systems and applications.

3 4 5 6 7 8
v v
v

N

Publication 1

Obana et al. [6] v
Pristipino et al. [7]
Watson et al. [8] v
Tiu et al. [9]
De Lecinanaetal. [10] | v
Macisaac et al. [11]
Chowdhury et al. [12]
Baskar et al. [13]
Hunter et al. [14]
Daemen et al. [15]
Grigoriev et al. [16]
Esensoy et al. [17]
Ferrante et al. [18] v v
Yang et al. [19] v
Wantaka et al. [20]
Chang et al. [21]
Gibson et al. [22] v v
Tang et al. [23]
Sun et al. [24]
Li et [25]
llieva et al. [26]
Park et al. [27] v
Wang et al. [28] v
Ramesh et al. [29]
Tsoupikova et al. [30] v v

We remark that monitoring and communications are central concerns in the rehabilitation process
of stroke patients in the chronic phase. Only a few works have considered the chronic phase and
mainly focused on the rehabilitation oriented in developing systems and applications where the
patients interact or monitor a particular problem derived from the stroke, leaving behind the
communication and coordination of the medical team. There is a significant appearance of works
that consider data processing. However, the presence of this characteristic is essential to work with
data from collaborative environments to develop applications and implement technologies. Works
focused on collaborative environments have considered the development of workflow, teamwork,
and collaborative activities. Nevertheless, only one work has contemplated all these characteristics.
Instead, only have generated efforts to include one of two of them.

The state-of-the-art review shows a lack of consideration for the communication, collaboration, and
monitoring of the activities needed to rehabilitate cerebrovascular accidents in order to evaluate how
the treatments and the medical collaboration are helping the patients. As far as we know, no
equivalent software or project has been proposed to follow the medical rehabilitation process
considering a groupware architecture for collaborative medical activities. Therefore, in this work,
we propose monitoring and evaluating the rehabilitation of cerebrovascular accidents, including
technological developments and the application of emerging technologies with collaborative
activities.
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3. Software architecture proposal

This paper presents an architecture for software development to monitor collaborative medical
activities for patients suffering from stroke consequences (see Fig. 1). We developed the architecture
considering three main layers 1) User presentation layer, 2) Control layer of the multidisciplinary
team, and 3) Control layer of medical activities. Besides, a component focused on data
administration services is contemplated.

Control of the Control of medical
activities

Event extraction

Presentation to users

multidisciplinary team
Reception of multimodal
L Role management —
interactions Classification of
: activities
pul  View Management _

= Event ardering

Detection of intervals
Concurrency control
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Information Relationship building
Activity evaluation
N

Information processor

1 § | I
=
e
==

Fig. 1. Software architecture proposal

synchronization

3.1 User presentation layer

The user presentation layer consists of four components. The first component, “Reception of
multimodal interactions,” is designed to receive data interactions from various devices. Therefore,
it is considered a multimodal system, which allows data entry from different types of devices, for
instance, laptops, tablets, smartphones, and smartwatches. Each human-computer interaction will be
recognized as an event logged on to the devices. The data is collected through Wi-Fi or Bluetooth
connections between the devices and the application to record the events in an orderly manner
according to their appearance over time. Each device will enable the reading of data, such as the
manual recording of information, in addition to automatic readings, such as blood pressure, heart
rate, and physical activity, among other medical data that smart devices can detect.

The second component is “Notification control”. Controls the sending, receiving, and status
checking of notifications, that is, checking if the notification has been sent, received, and read.
Notifications can be sorted by importance and use different notification channels such as email,
SMS, and smartphone notifications. The notifications will be delivered to users to warn or remember
situations, for example: reminding the patient of the date of a medical appointment, informing a
specialist of the treatment ordered by another doctor for his patient, request for consultation from
one treating doctor to another specialist, to name a few. In addition, since it is a system for medical
collaboration, all the specialists who care for a patient must be kept informed of the progress of their
treatment and rehabilitation. Therefore, when an activity is carried out that changes or affects this
treatment, the participants must be kept informed; so it is important to control the sending and
receiving of notifications to users.

The component “Perception of data and actors” involved in treating the patient refers to keeping the
participants aware of all the activities carried out as part of the treatment. This component focuses
on implementing awareness to perceive the changes made by the actors and controlling the
identification of activities. Therefore, the system must identify the significant changes to generate
notifications about the changes or actions performed.
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The “Information processor” sends and receives user data through communication channels to
ensure delivery. This component considers using the AES algorithm for data encryption to maintain
the data's security and the information exchange between the system users.

3.2 Control layer of the multidisciplinary team

The control layer of the multidisciplinary team contains four components that aim to address the
problems of coordination, collaboration, and communication. The first component is “Role
management”, assigning permissions and access according to the user's role. For example, a patient
will have different permissions than a medic, or a specialist physician will have different permissions
than a treating physician. A treating physician is in charge of carrying out the comprehensive follow-
up of the patient, while a specialist only focuses on caring for the patient according to his specialty.
The treating physician will decide on the appropriate information to share with each specialist.

The “View management” is a component closely linked to the previous one since it on the roles and
permissions of the users, the views, or interfaces that each one can have.

We include a “Concurrency control” component focused on controlling the multiple inputs of users
simultaneously since we must ensure that each user has updated data according to the activities
carried out by each participant. The “Concurrency control” component controls the multiple inputs
that can be given simultaneously from different devices to access the system. It provides the
consistency of the information according to the events obtained from multimodal human-computer
interactions.

The “Information synchronization” component is essential to maintain control of the information.
All information entered or registered by users must be synchronized so that, when the data are
consulted by any other member from any other device, the latest data processed should be displayed,
thus maintaining the integrity of the information.

3.3 Control layer of medical activities

The control layer of medical activities includes six components necessary to process collaborative
medical behavior. The first component is “Event extraction”, responsible for identifying each event
carried out from any device. An event occurs when an action is spontaneously generated by a
user/process at any instant within the system to monitor the patient's rehabilitation.

Component, “Classification of activities”, groups events into activities since an activity is a set of
ordered events. This component is in charge of controlling the activities according to the established
treatment. Besides, the "Event ordering™ component is focused on registering and maintaining the
events' order using a causal algorithm to visualize the events as they have occurred in the system,
we can use works such as [31, 32]. The activities are ordered according to the events generated by
the users. For example, an activity can be the request of a treating physician for a consultation with
a specialist, and this activity is composed of the following events:

Doctor: Sends the request for consultation by a specialist
Specialist: Receives the consultation request information
Patient: Receives the data of the request for a specialist consultation
Patient: Sends the data of the scheduled time for a consultation with a specialist
Specialist: Receives information on the consultation schedule

e Doctor: Receives information on the consultation schedule
The fourth component is “Detection of intervals and behaviors” to determine the beginning and end
of the activities. In this component, we must identify from the set of events those that represent an
interval. An interval is an activity with internal events composed of a subset of total events. On the
other hand, detect behaviors refers to the set of events that define a specific activity. In this way,
specific activities are detected to evaluate the collaboration in the last component.
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The component “Relationships building” establishes the relationships between the sending and
receiving data generated in the system. In this sense, it defines the relations between the activities.
A weighted graph is used to establish the relationships between the activities.

Finally, the component “Activity evaluation” the evaluation of activities will be the component that
processes the activities, events, intervals, behaviors, and relationships. Considering all these factors,
it will be in charge of determining the fulfillment of the treatment activities for rehabilitation at a
certain point in time. To generate the evaluation, a fuzzy cognitive map will be used to obtain the
performance of the group's behavior, according to the activities carried out at a specific time. Thus,
according to the evaluation, doctors will be able to analyze whether the activities carried out are
effective and adequate according to the treatment recommended in the rehabilitation process.

3.4 Data administration services

This last component is responsible for storing the data and sending and receiving data. Besides, it is
responsible for executing the queries and stored procedures for information management. This
service must process the information in real-time to be available and accessible from any device that
the multidisciplinary team uses as an access point.

4. Prototype of the medical activities

This section shows a prototype representing the events' interactions described in Table 2. The
proposed architecture presented in Section 3 has been used as a developed base. Hence, the prototype
reflects the action component. However, explaining the medical activities is essential to reflect the
architecture in a prototype.

Table 2. Medical activities of multimodal human-computer interactions

NP Activities

1 Record of medical indications

2. Access to study reports

3. Checking attendance

4 Measurement of vital signs: Body temperature,
Pulse, Respiratory rate, respiration,

5. Blood pressure

6. Administrate medication

7

8

Physical activity

.| sleep monitoring

9. SpO2 sensing

10. || Detect stress levels

11. | Attention to falls

12. | Therapies with augmented reality walks

13. | Exercises with an electrical stimulation machine
of interactive therapy

14. | Record of therapies with rehabilitation equipment
(balls, dumbbells, mirror boxes, putty)

The list of activities in Table 2 is designed to obtain multimodal data. For example, it is possible to
detect a person's physical activity with a smartwatch. More data can be obtained from other devices
used during rehabilitation (e.g., Smartphones, PCs, scales, thermometers, ultrasound machines). The
medical activities in Table 2 have been considered to develop the prototype. Following, we present
the prototype screens, where data on medical activities are obtained from multimodal human-
computer interactions.

We remark that activity one is carried out to confirm and attend a medical appointment. Therefore,
there are multimodal interactions to execute the complete activity. This activity is composed of four
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events. In event one, the patient confirms the appointment from his smartphone. Besides, in event
2, the medical doctor receives the confirmation notification, as shown in Fig. 2. In event 3, the
medical doctor sends the information from the medical consultation record, an interaction from a
laptop. In event 4, the patient receives the information from his medical consultation, providing an
exchange from a Tablet, as shown in Fig. 3.

| Mwscal o8 W |

Confirma tu cita 4Confirmacion de asistencia a cita médica

Fig. 2. Screens of the events 1 and 2

Screen B

Fig. 3. Screens of events 3 and 4

Fig. 3 shows screen A, where a PC displays the medical system. In the system, the medical specialist
keeps track of his patients; the doctors also record patient data and treatments. Screen B shows the
treatments and medical indications the patient can consult; in this case, the device is a Tablet.
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Fig. 4 shows the data collected from devices. In this case, the information from a scale is collected
to obtain weight, fat percentage, and muscle, among other data. On the other hand, the data of SYS,
DIA, and beats per minute from a blood pressure monitor are obtained. The information can be
consulted in the medical system from another device, in this case, from a laptop. The data are
collected from the devices via Wi-Fi or Bluetooth, according to the requirements of each device.
These prototype screens provide multimodal human-computer interactions of medical activities
considered. On the other hand, the internal behavior of the prototype considers the layers mentioned
in section 3.

Fig. 4. Representation the data collected from devices

5. Conclusions and future work

In this paper, we proposed an architecture centered on tracking the interactions and teamwork of a
medical team that treats patients with the chronic phase of stroke.

The architecture for a collaborative environment enables the collection, comprehension, and control
of data produced by multimodal interactions and the coordination of a multidisciplinary team while
collaborating with rehabilitating individuals who have had an ictus. We can determine how the
medical activities were created to assess the state of the rehabilitation at a certain period from the
events collected from the multimodal interactions. This helps the multidisciplinary team see how
well the activities assessing rehabilitation progress from implementing the treatment plan created
for each patient are working. With this knowledge, medical professionals might suggest modifying
the rehabilitation plan or continuing to carry out the previously determined activities.

Future work will involve setting the assessment mechanism into practice with the architecture
described to assist doctors who attend stroke rehabilitation in determining if patients comply with
treatment regimens.
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Abstract. The training of teachers in the inclusive classroom in attention to children with hearing disabilities
is important for an educational system in equal conditions. The User-Centered Design (UCD) methodology and
the System test Usability Scale (SUS) provided perception data to support teacher training in the inclusive
classroom, especially for children with hearing impairment. The test (SUS) was applied to 12 teachers, the
result of the study indicates that the usability of all the tools is above the standards (72.5), equivalent to a very
good rating. The tool fostered acceptance by teachers for inclusive classroom training, in addition to needing a
teacher training program where children with disabilities and learning disorders are cared for.
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AnHoTtammsi. O0y4yeHue yuuTeneil B HHKIIO3UBHOM KJIacce C y/AeIeHHeM BHUMaHHMs JETSAM C HapyIICHUSIMU
CllyXa MMeeT Ba)KHOE 3Ha4yeHHe UIsl JOCTIDKCHHS PaBHBIX YCJIOBHH B cHcTeMe oOpa3zoBaHMs. [IpuMeHeHne
METOJIOJIOTHH MTPOSKTHPOBAHKS, OPHEHTHPOBaHHOM Ha monb3oBarens (UCD), u mpoBeseHHE CHCTEMHOTO
TECTUPOBaHUsS MO MIKane ynobcrBa ucmoib3oBanus (SUS) mpemoctaBuiv JaHHBIE O BOCHPUSATHH IS
HOJICP)KKH OOYydYeHHsl yduTelleldl B MHKIFO3MBHOM KIIacce, OCOOCHHO I AETeil ¢ HapyIIeHHSMH ClyXa.
TecrupoBanuto (SUS) mozaseprimck 12 yuureseif, pe3ynbTaT HCCIEJOBaHHS IOKAa3bIBaeT, YTO YJOOCTBO
HCHOJIb30BaHUs BCEX HHCTPYMEHTOB BBIIIE CTAHIAPTOB (72,5), 4TO SKBUBAJICHTHO O4YEHBb XOpOIIeH oreHKe. B
nonojiHeHne K IIporpamMme MOATOTOBKH Y4YHTENEH, B KOTOpPOil 3a00TATCS O AETAX C OrPaHUYCHHBIMH
BO3MOXXHOCTSAMU U HAPYIICHUSIMU OGy‘[eHI/Iﬂ, BblpaGOTaHHblﬁ nmoaxon CHOCO6CTBOBaJ'[ OPUHATHUIO YIUTEISIMA
MHKJTIO3UBHOTO OOYUYEHUs B KJlacce.

Kitro4eBble ¢10Ba: MHKIIO3UBHBIN Kiacc, 00pa3oBaTe/bHbIE TEXHOJIOTHU,; 00y4YEeHHE YUUTeNei; HapyIeH s
cryxa.
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s nurupoBanusi: ApuyHausi-Ceeppa O. TecT Ha ynoOCTBO MCIIOIB30BAHUSA [UIA YUUTENIeH PH 00y4eHHH
YXOIy 3a JeTbMHU C HapYIICHHSMM CIyXa Ha OCHOBE MH(OPMAIMOHHO-KOMMYHHKAIIMOHHBIX TEXHOJIOTHH.
Tpynst UCIT PAH, tom 36, Beim. 1, 2024 r., ctp. 251-258 (Ha anrmmiickoM si3bike). DOI: 10.15514/ISPRAS—
2024-36(1)-16.

1. Introduction

ICTs (Information and Communication Technologies) improve access to information, reduce labor
costs and increase the interconnection between people with all the advantages of ICTs. However,
digitization is not within the reach of all people, affecting the digital divide. Previously, the digital
divide was attributed to underdevelopment and it was assumed that it was a temporary trend that
would fade as technology became more widely used, but inequality persists today, despite the
widespread commercialization of devices with Internet access [1], furthermore, the concept of equity
is based on equality and in it the principle of social justice is applied, taking into account the
individual needs of each person and attending to diversity, diminishing differences of any kind,
therefore, equity is considered a fundamental indicator of educational quality, as some authors
affirm, both terms are inseparable and there is no quality without equity, some research with a gender
perspective in education considers that promoting equality would be possible to achieve a more just
society [2, 3]. Technology in the classroom could create a major impact if it is designed to be
accessible for children with disabilities, which could support teaching/learning processes that are
usually adapted to the particular children's needs. An example of this process is literacy teaching for
deaf children, where strategies must differ from those used with hearing children. One strategy that
has been proven to be effective in teaching and learning processes is storytelling [4].
Dudley-Marling and Burns [5] argued that there were two dominant perspectives among educators
regarding inclusive education. The first has been described as a deficit position or medical model
because students are said to lack the skills and/or ability to succeed in school. The second perspective
is a social constructivist perspective that is based on the notion that the responsibility for the
disability does not rest with the student and that structural reform should take precedence over
remediation. In other words, the social constructivist perspective suggests that there are sociocultural
factors that mediate the success of students in school. Further exploration of how teachers, already
in the field, are prepared to teach all students, as well as their willingness to implement inclusive
education, is warranted, as studies in this area are scarce.

According to Darling Hammond [6] cited by Larios and Zetlin [7], it is to create a stronger and more
equitable educational system, presenting seven elements for effective professional development: (2)
it focuses on content, (b) incorporates active learning, (c) supports collaboration, (d) uses effective
practice models, (€) provides coaching and expert support, (f) offers feedback and reflection, and
(9) is sustained in duration.

The Program for Inclusion and Educational Equity is linked to the 2030 Agenda for sustainable
development through the objective of guaranteeing inclusive, equitable and quality education and
promoting lifelong learning opportunities for all, ensuring technical, professional and higher
education [8]. The World Health Organization (WHO) estimates that more than 400 million people,
including 34 million children, have hearing loss that affects their health and quality of life,
furthermore, it indicates that by 2050, some 2.5 billion people (1 in 4) will have some form of hearing
loss, and that almost 700 million (1 in 14) will have moderate or advanced levels of hearing loss in
the better-hearing ear [9]. According to Instituto Nacional de Estadistica y Geografia (INEGI) data
dating from 2010, in Mexico there are 498,640 people with hearing limitations. On the other hand,
in the country there are 401,534 people with limitations to speak and communicate in the country
[10].

Hearing plays an important role from birth and occurs at three levels: basic, which allows us to be
aware of sounds and our body, medium, which controls the sense of distance, and superior, which
allows us to communicate and understand spoken language. Hearing is a sensory process that
informs us of what happens beyond a visual field, even while we sleep, it allows us to be in contact
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with the social context through linguistic codes. Partial or total hearing loss influences the use of
language, learning and the relationship in the environment [11].

Ensuring equitable and quality education in the primary stages is one of the educational goals
included in the 2030 Agenda, being the core of the Sustainable Development Goal (SDG 4),
although the vision of inclusive education (SDG 4) encompasses all children, youth and adults, this
education has historically been associated with the education of children with disabilities, and has
often been conceptualized as such, therefore, the struggle of people with disabilities has shaped the
understanding of inclusion. From the perspective of the teaching profession, this equitable and
quality teaching is aimed at developing skills for work and for life of all students without exception,
even among the most vulnerable groups of students or groups [12]. One of the challenges that
educational policies have faced has been to improve the equity of our educational system.

The research work meets the recommendations of (WHO) and (SDG 4) at the international level and
at the national level in Mexico with the Programs for Inclusion and Educational Equity, in the
training of teachers in the inclusive classroom for children with hearing disabilities, designing the
content structure, interactive learning activities and feedback through evaluation. The
implementation was carried out in an open-source tool (open source) facilitating the creation of
content trees, multimedia elements and interactive evaluation activities. The usability test System
Usability Scale (SUS) was applied to primary school teachers to verify the acceptance and
importance of teacher training in the inclusive classroom in attention to children with hearing
disabilities mediated by (ICT).

The structure of the research in section 2 indicates the methodology (DCU) focused on teachers to
promote inclusive classroom training for children with hearing disabilities, section 3 presents the
design and implementation of the tool and Section 4 shows the results of the usability test (SUS).

2. Methodology

Inclusion must imply more than the placement of students with disabilities in regular classes, it must
promote teacher training, therefore, the research question of this paper asks: Children with hearing
disabilities, what is the perception of teachers in their training in the inclusive classroom? The
objective is determined to know the perception of teachers in their training in the inclusive classroom
for attention to children with hearing disabilities. The specific objectives are established in the
requirements to train teachers in inclusive classroom care for children with hearing disabilities, the
(DCU) is contemplated in the development of content and interactive activities implemented in an
open source tool and the usability test (SUS) [13] applied to 12 primary school teachers in a study
with a quantitative approach and descriptive scope with non-probabilistic sampling.

User-Centered Design (UCD) is a design methodology focused on the needs of users to develop
products and services by improving usability, accessibility and user experience, which translates
into greater user satisfaction in the use of the product or service. According to Norman and Draper
[14], the (DCU) identifies the needs, requirements and limitations of users to design products that
meet those needs effectively and efficiently, to achieve this the design process must be iterative and
collaborative, with the active participation of users and designers in all stages of the process, for
example , conversational agents for informal caregivers , applying a descriptive phenomenological
qualitative study to carry out a questionnaire of open questions for the care of people with dementia
and piloted with a commercial device [15] and the automatic translate service of the Nahuatl
language , on topics of inclusion when Nahuatl spoken in regions where English the dominant
language . This leads native people to in some way forget their mother language in favor of Spanish.
In this environment, the language slowly disappears or, even worse, the situation leaves the people
of these remote communities excluded from the technological advances and vulnerable to laws or
services that are not written in Nahuatl [16].

253



Archundia-Sierra E. Usability test for teachers in their training to care for children with hearing disabilities mediated by ICT. Trudy ISP
RAN/Proc. ISP RAS, vol. 36, issue 1, 2024. pp. 251-258.

3. Development

The design of the tool to promote teacher training in the inclusive classroom in care for children
with hearing disabilities mediated by ICT integrates the characterization of the dimensions of user-
centered design, technology and pedagogy. The user-centered dimension corresponds to the
development of the (DCU), the Concur method tasks Tree (CTT) and Application Usability Testing
(SUS). The technological dimension is addressed by the educational content creation structure which
allows the use of multimedia elements, interactive self-assessment activities and games, it also
facilitates the export of content in multiple formats, for example: HyperText markup Language
(HTML), Shareable Content Object Reference Model (SCORM) and IMS Content Packaging and
the pedagogical dimension, where content, interaction and evaluation activities are analyzed.

The pedagogical dimension of the teacher training tool is organized by the beginning, introduction
and four units. Unit I. Educational inclusion, Unit Il. Hearing impairment, Unit Ill. Educational
attention and Unit IV. Strategies for educational inclusion. Each Unit is integrated by theme and
interactive activities such as: fill in the gaps, interactive videos, true-false questions and unordered
list.

4. Results

The usability method, to measure the software of the inclusive classroom in care for children with
hearing disabilities, is carried out through the questionnaire (SUS) with the following ten questions
[17] (Table 1).

Table 1. Questionnaire of questions (SUS)

Q Question statement
Q1 I think I would use this system frequently.
Q2 | find this system unnecessarily complex.
Q3 I think the system was easy to use.
Q4 I think 1 would need help from a technically savvy person to use this
system
Q5 The functions of this system are well integrated.
Q6 | think the system is very inconsistent.
Q7 I imagine that most people would learn to use this system very quickly.
Q8 I find the system very difficult to use.
Q9 | feel confident using this system
Q10 I needed to learn a lot of things before being able to use this system.

The answers to each statement are requested following the Likert Scale:
1. Strongly disagree
2. Disagree
3. Neutral
4. Agree
5. Totally agree

The demographic characteristics of the participation of a total of 12 teaching participants from the
municipalities of the State of Puebla, Mexico, where 33.33% are men and 66.66% are women, with
an average age of 45 years, 83.33% have a Bachelor's Degree in Primary Education and 16.66%
have a master's degree, who have an average experience of 18 years at the primary level.
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Teachers respond to the 10 questions of (SUS) obtaining the following data (Table 2).

The equations to calculate the values of (SUS) result from applying Equation (1) is used to calculate
questions 1, 3, 5, 7 and 9. Equation (2) is used to calculate questions 2, 4, 6, 8 and 10.

10
SUSimpar = (Z score — 1> * 2.5 (D

i=1

Equation 1: calculation (SUS) for odd question

10
SUSpar = (Z 5- score> * 2.5, (2)
i=1

Equation 2: calculation (SUS) for even question
Table 2. Results of the questionnaire (SUS)

Teacher Q1

D1
D2
D3
D4
D5
D6
D7
D8
D9
D10
D11
D12
Total 49

The applied results of the scoring rules of (SUS) (Table 3), the average scores of (SUS) [18] and the
adjective rating scales for the digital application for teacher training in the inclusive classroom for
children with hearing disabilities. The general average of the tool for teachers is 72.5, equivalent to
a very good rating. The results of the study show that the perceived usability of the tool in general
is very good for all participants, given the deficiencies in inclusion issues.

The open question asked to the teachers: What experience have you had in the inclusive classroom
with disabled students in your workplace? 83.33% of the teachers surveyed have had or have
students with the following disabilities: auditory, visual and intellectual, in addition to identifying
students with autism and speech and language disorders. Most of the teachers surveyed mentioned
that they have had children with different types of disabilities, but they do not have the knowledge,
tools and resources to be able to teach and integrate the group in the inclusive classroom.
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5. Conclusions

The application of the (SUS) questionnaire is an important process to involve teachers in the use of
technological tools on inclusion issues for children with hearing disabilities. The data has
highlighted some of the benefits and challenges faced in inclusive classroom teacher training to
address diversity in schools, emphasizes the need for teachers in training to generate strategies and
learning activities aimed at inclusive education immersed in a process of attention to the diversity
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of needs of all students to reduce exclusion, in addition to addressing a continuous need for a teacher
training program in inclusive classrooms.

As future work, it is contemplated to cover more thoroughly other inclusion topics, such as learning
disorders, autism and dyslexia.

Table 3. Scale results (SUS)

Teacher Addition Average Adjective

number
D1 32 80 Excellent
D2 27 67.5 Well
D3 28 70 Well
D4 32 80 Excellent
D5 28 70 Well
D6 27 67.5 Well
D7 30 75 Very Well
D8 23 57.5 Well
D9 30 75 Very Well
D10 30 75 Very Well
D11 24 60 Well
D12 39 97.5 The best imaginable
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1. Introduction

Existing research on fallacy identification in several types of texts has provided the types of fallacies
committed by political candidates and confirmed their use in political debates and speeches. These
studies involve the analysis of texts in the English language. However, these investigations lack a
method for identifying fallacies by implementing natural language processing techniques. Although
[1] identified some lexical and characteristic syntactic elements of the Straw man fallacy and
proposed an approximate model of its structure for mining, no method was implemented to
automatically identify whether a proposition (argument) is a fallacy. The system developed by [2]
and [3] identifies formal fallacies in natural dialogues between two people, but the process used does
not allow for the identification of informal fallacies in monological political speeches.

This paper structures the mechanisms for identifying fallacies and presents the main elements to be
considered for the development of systems that allow for their identification from unstructured texts.
Therefore, our goal is to propose a set of elements that allow for fallacy mining and to discuss the
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challenges involved in this task. Moreover, this paper assumes that it is possible to implement
machine learning-based techniques that allow for the automatic fallacy detection.

This paper presents the identification of emotional appeal fallacies in political speeches in the
Spanish language by implementing two machine learning methods: Support Vector Machine,
Multilayer Perceptron, and the use of two features: affective terms and lexical diversity. In addition,
the conceptualizations of the "fallacy" term are structured, the mechanisms for their identification
are presented, a set of elements to consider for the development of systems that allow for fallacy
mining is proposed, and the challenges involved in this task are discussed.

2. Motivation

The fallacies have received little attention from the linguistic community. There is insufficient
characterization of their form and determination, involving semantic, pragmatic, and communicative
analysis. It is important to emphasize that the same reasoning error in arguments can be classified
into different types of fallacies. Although there are diverse taxonomies, there is no certain and unique
taxonomy. The complexity of classifying them arises from the absence of precise rules that
determine absolutes regarding errors in reasoning, and even from the intrinsic problem of the
definition, purpose, meaning, or effects of fallacies on the audience or readers [29].

To implement machine learning techniques, a collection of labeled data is required to validate the
performance of any implemented technique [51]. Within the literature, there are few corpora
available in Spanish language to experiment with methods for identifying fallacies [30]. Corpus have
been created with specific objectives and are hardly adaptable to identify arguments that have no
valid basis.

Moreover, it is important that criteria identification could be implemented with machine learning
techniques. The criteria established to identify fallacies through manual analysis may not be
processable through a computational method. Additionally, these criteria may vary according to the
types or categories of informal fallacies to be processed.

If we take the example of fallacies by appealing to emotions, emotional appeals can arise in any
context as people advocate for what they feel is important, but there are contexts in which they are
inappropriate [30]. Similarly, two propositions considered irrelevant to each other in one context,
may be considered relevant in another, and there may be references to emotions that are not a fallacy
in an argument.

3. Fallacies

There have been numerous attempts to establish concepts that enable an understanding of the term
"fallacy" in any argumentation theory [4]. This Inconsistency and disagreement have led to the
emergence of several approaches and definitions of the term fallacy.
According to [5], the term "fallacy" is not precise due to its ambiguity and can refer to: "(a) a type
of error in an argument, (b) a type of error in reasoning (including arguments, definitions,
explanations, among others), (c) a false belief, or (d) the cause of any of the above errors".
In our case, similar to [5], but based on the monological, dialogical, and rhetorical models for
argumentation analysis presented in [6], as well as the conceptualization of the term fallacy in the
field of formal and informal logic presented in [7], a fallacy can refer to:
1. Atype of error in argument form: Fallacies can be defined as arguments that have errors
in their form by infringing on any of the deductively valid structures [7, 8] or identifiable
instances of invalid logical forms [9].
2. Atype of error in the argument reasoning: Fallacies are arguments that contain errors in

their content due to mishandling of their propositions [9], or they are an invalid, failed,
or fraudulent argumentation [9, 10].
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3. A violation of rules and/or criteria: Reference is made to rules or criteria that must be
followed in speech or argument construction. In this context, fallacies are characterized
by infringing on the critical discussion rules and interrupting the resolving a dispute
process [11, 12]; They are arguments that lead to error by infringing one of the rules or
criteria for constructing good arguments [13, 14] or are considered arguments lacking in
solidity [8].

4. Something implausible: Unlike the previous ones, non-linguistic aspects are considered,
and reference is made to the argument persuasive intention and the effects it produces on
the audience [10, 15].

Regardless of their definition, fallacies are grouped into formal and informal. Informal fallacies are
speeches that pretend to be good argumentation [10] and are found in everyday language. This type
of fallacy is analyzed in definitions 2, 3, and 4. Formal fallacies arise from errors in their structure
and are independent of the content they deal with [7] or the context in which they arise [16], as
specified in 1, and are typically presented in syllogisms.

4. |dentification of fallacies

4.1 Related works

During electoral campaigns, argumentative strategies are used to persuade and manipulate citizens
with the aim of obtaining their vote. One of these strategies is the use of fallacies, which are
commonly presented in structured political speeches such as debates, press conferences, position
papers, among others, to offer apparently coherent and solid positions [17].

Most of the research on identifying fallacies has focused on analyzing texts written in the English
language. In 1986, [18] demonstrated that fallacies are common in political speeches by identifying
more than 40 types of fallacies in two presidential debates, including Ad Populum and Ad Hominem.
[16] found 25 fallacies in a presidential debate, with the most frequent being Straw Person and Ad
Hominem. And in [20], 550 texts (press releases and journalistic articles) were analyzed, and almost
one-third (32.5%) of the texts included at least one fallacious argument, with fallacies appearing
more frequently in press releases than in journalistic articles.

In [4], a set of stages was described for resolving a critical discussion, where violating one of these
stages results in a fallacy. According to these stages, [21] analyzed four political debates and found
a concentration of fallacies in the argumentation and confrontation stages of the debates, with Ad
Hominem being the preferred fallacy by politicians in the confrontation stage and Ad Misericordiam
in the argumentation stage.

In [22], the criteria for a good argument were used to identify fallacies in four presidential debates.
The relevance and acceptability criteria were violated most frequently, appearing in 12 of the 32
identified fallacies. The most frequent fallacy was False Alternatives, which occurred 10 times.
Another way to identify erroneous arguments in debates was by using the 10 rules of reasoning
described in [12]. Considering these rules, [23] analyzed a presidential debate and concluded that
politicians most frequently violate rule four (relevance of arguments), which was present in 25% of
the data.

Unlike previous works, in addition to identifying fallacies, [24] also obtained the structure and
pragmatic strategies of a fallacy. The pragmatic structure was established in three stages: Starting
Point, Argument, and Endpoint. In the argument stage, they found that 60% of the arguments in the
speeches appealed to self-interest, 20% to fear, 10% to commitment, 10% to flattery, and 0% to
reciprocity and authority.

In [25], a taxonomy of fallacies was obtained through an analysis of arguments about security. The
authors assumed that security arguments do not contain causal fallacies or emotional appeals, and
based on these assumptions, these types of fallacies were excluded. In [26], students’ ability to
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identify fallacies was examined, taking into account their argumentative context, where an argument
can be considered fallacious in certain types of contexts only. In [27], the critical thinking skills of
25 students were measured to detect six types of fallacies. The 25 students were able to correctly
identify and name three of the six fallacies: Irrelevant Authority, False Dilemma, and Ad Hominem.
In the analysis conducted in [28] of a social debate on religion, the Ad Hominem fallacy was found
to occur most frequently.

In [29], fallacies were identified using a set of nine presidential speeches in Spanish. Seventeen
types of fallacies were identified in the opening and closing campaign speeches of presidential
candidates. Among the most relevant fallacies in terms of frequency were False Dichotomy, Ad
Populum, Argumentum in Terrorem, Ad Hominem, and False Attribution.

Regarding the approach to automatic identification of fallacies through machine learning algorithms,
[1] identified some lexical and syntactic characteristic elements of the Straw Man fallacy. Based on
the analysis performed, an approximate model of the structure of the Straw Man fallacy was
proposed for its detection without implementation using Natural Language Processing (NLP)
techniques. In [30], a baseline was proposed for the fallacies identification by emotional appeal
using three machine learning models: Support Vector Machine, Logistic Regression, and Decision
Trees. A set of 601 arguments obtained from 80 political speeches in Spanish was used. As a result,
an F-score of 0.55 was obtained using textual similarity between the components of the argument
and 0.62 by combining similarity with the affective terms used in the arguments.

In addition, research has focused on identifying informal fallacies to verify their use, understanding
student’s abilities to identify fallacies, understanding the fallacies relationship with populist
communication, and the strategic and/or manipulative use made of them in debates, political
speeches, and other media. Among the most common fallacies that appear most frequently in
political speeches are Ad Hominem, Ad Misericordiam, and Ad Populum [17, 19, 18, 21, 22, 24, 29].
In comparison to the referenced paper [30], the present article provides a study on related works
regarding fallacy identification, as well as the elements and features to be considered for the
implementation of machine learning models. In fallacies identification by appealing to emotions,
emotional traits and lexical diversity are employed as argumentative patterns to distinguish valid
arguments from fallacies. The Multilayer Perceptron neural network is implemented.

4.2 Features

There are several features that can be used to analyze arguments or documents in order to identify
fallacies in valid arguments. Here, we will focus on describing the most common features that
frequently appear in a political argumentation context and are centered on the identification of
fallacies by appealing to emotions.

In fallacies by appealing to emotions (Ad Populum argument), the support given to the argument's
conclusion is an inappropriate appeal, because instead of evidence and a rational argument, it relies
on expressive language and other mechanisms designed to provoke an emotion in the audience. This
type of fallacy incorporates the Ad Misericordiam fallacy: a fallacy where the argument relies on
generosity, altruism, or pity [7]. Other authors refer to Ad Populum as "the speaker appeals to the
support that a large number of people give to the presented theses" [29].

Each research presents a proposal of features. For example, argumentative patterns were used in [18,
20, 29]; critical discussion resolution rules were used in [23]; and construction of good arguments
criteria were used in [22].

Argumentative patterns are related to the expressive language used in premises to justify the
argument's conclusion [7]. For example, the Ad Misericordiam fallacy can be identified by the use
of words that allow taking advantage of the audience's sympathy or pity [20]. Some patterns are
established according to the axes for emotion reconstruction in speech: involved people,
intensity/quantity, and time [31].
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Other features based on criteria have been established that allow for the development of good
arguments, such as the criteria of acceptability, truth, relevance, and sufficiency. When one or more
of these criteria are violated, the argument is considered fallacious [32]. Of these criteria, only the
acceptability, relevance, and sufficiency criteria were considered in [14], and the refutation structure
and effectiveness criterion were included, with relevance being the criterion used for the
identification of fallacies by appealing to emotions (FAE). In [33], acceptability, relevance, and
sufficiency were proposed as the three main aspects that should be examined to determine if an
adequate basis is provided for accepting the conclusion given in the argument; otherwise, the
argument is an FAE. Finally, in [34], two of these criteria, relevance and sufficiency, were
established to evaluate the argument's components (premise and conclusion) and determine which
arguments are fallacious.

Among other features, it includes analyzing arguments through critical questions or considering
rules for constructing good arguments. Questions help to distinguish legitimate strategies for
supporting the assertion in the argument. For the identification of the Ad Populum argument, the
questions evaluate whether the arguer has relied on any kind of evidence and whether the appeal is
relevant to the conclusion in the context of the argument. In the case of Ad Misericordiam, the
questions evaluate the appeals in the argument context, as well as the relationship between the
premise and conclusion through relevance [35]. Both fallacies can also be identified through the
rules established for constructing good arguments [13].

Other criteria have been established that judge arguments within a dialogue structure or
systematically evaluate the movements or sequences of the argument in the dialogue context. Under
this context, three criteria of a good argument were established in [32]: anticipating an objection to
a premise, anticipating other criticisms, dealing with alternative positions; two criteria were
established in [34]: Dialectical Relevance and Dialectical Shift; and a set of rules for resolving a
critical discussion was established in [11,12].

Based on these rules or criteria, an argument is considered fallacious if it violates one or more of
them. The three features can be used in a dialogic speech, unlike the criteria used to evaluate the
internal argument structure, which focus more on monologic speeches [24].

According to [26], informal fallacies can be detected by examining the argument's context. In
argumentation, the context can be defined using the dimensions suggested by [36], as cited by [26]:
initial situation that motivates the dialogue, method of dialogue, and the objective of the dialogue.
These dimensions differentiate types of dialogue, which in turn from the argumentative context.
Finally, a critical evaluation of the argument can be performed in two steps to determine whether
the approach is fallacious. First, the argument is reconstructed from the speech. Once the argument
has been obtained, the three sources of objective evidence are evaluated: the speech text, the dialogue
context, and the abstract model of dialogue. These steps involve an evaluation of both the argument
structure and the dialogue in which the argument is presented [37].

The set of features is grouped into two categories based on [32] and [34], as cited by [24]. One
category groups the features that analyze the dialogue structure, and the other evaluates only the
propositions of the argument, that make up the argument structure (Table 1).

Table 1. Features used in the identification of informal fallacies

Dialogue structure Argument structure
Rules for resolving a critical discussion Argumentative patterns
Dimensions of the context Rules for constructing good arguments
Dialectical relevance and Dialectical shift Criteria of a good argument
Sources of objective evidence

While both categories allow the identification of fallacies, the process for selecting the features
depends on their definition or approach. The first category can be used to evaluate arguments from
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a dialectical approach, and the second from a logical approach. In the case of rhetoric, the
acceptability criterion [32], space [31], or any non-linguistic features can be used.

Some of the research in the literature has used features focused on the analysis of the argumentative
structure [18, 29, 30]. We consider that this type of feature can be implemented to some extent using
natural language processing techniques, especially argumentative patterns. For example, the patterns
found in the identification of fallacies by appealing to emotions are based on emotive language that
allows for the justification of the assertions made in the speeches.

4.3 Taxonomy of fallacies

Several taxonomies have been established in the literature to group some of the informal fallacies.
However, existing taxonomies differ in their length, categories, sets, and names (Table 2). For
example, fallacies used to win an argument were grouped together [38]. Other taxonomies were
established according to the criteria that are violated in the construction of a good argument [14], or
based on the most common types of reasoning errors [7]. When any of these criteria or errors are
violated, the argument is considered fallacious. Lists of fallacies that involve types of errors
committed in the content of the reasoning or in the structure of the argument are also presented [5],
or fallacies found in security documents were grouped [25].

Some investigations have grouped together a set of fallacies without defining a taxonomy as such.
Here, fallacies were grouped that break some of the rules presented in the stages through which the
resolution of a dispute must pass in a critical discussion [12]. Also, the types of fallacies that occur
when the premises of an argument are irrelevant or when its conclusions are based on faulty
analogies were grouped together [39].

Table 2. Taxonomy of fallacies. TF represents the number of fallacies proposed by the taxonomy

Ref. TF Categories

[5] 224 A list of uncategorized fallacies is established

[7] 15 Relevance, faulty induction, presupposition, and ambiguity

[12] 34 Opening, confrontation, argumentation, and closing

[14] 60 Structgre, relevance, acceptability, sufficiency, and effectiveness of
refutation
Circular reasoning, divergent arguments, fallacious appeals, mathematical

[25] 33 fallacies, unfounded claims, anecdotal arguments, omission of key evidence,
and linguistic fallacies

[38] 64 Linguistic factors, rele_vance of omission, relevance of intrusion, and
relevance of presumption

[39] 32 Irrelevance and analogy

The list of different types of fallacies is extensive, and the features that distinguish them from one
another are quite varied. Attempting to address the problem of identifying fallacies using a general
method and taxonomy would be inadequate, due to the variety of fallacies, concepts, rules, and
criteria established by different authors. For instance, the categories proposed in [7, 38, 14] are
oriented towards evaluating arguments from a logical approach, while the categories proposed in
[12] are based on a pragmadialectical approach.

5. Elements of identification

Discourse analysis consists of a set of strictly related tasks designed to distinguish good arguments
from fallacies. Considering that a fallacy is an argument with an error in its content due to
mishandling of its propositions [7], or a claim that has a reasoning error [29], and according to
research in literature, a set of elements was obtained to consider in fallacy identification (Fig. 1).
These elements are grouped into two sections: Argument Mining and fallacy identification.
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5.1 Argument Mining

The main goal of Argument Mining (AM) is to "automatically extract arguments from generic
textual corpus, in order to provide structured data for computational models" [6]. The AM systems
implement a pipeline architecture, process unstructured documents, and produce a set of annotated
arguments as a result.

Research on AM in the literature is characterized by the use of English language texts [6, 40, 41, 45,
46, 50], and few studies have processed Spanish language texts [30, 42, 43, 44].

The tasks involved in systems developed for argument extraction from plain text begin with text
segmentation, and the boundary of the text that is considered argumentative (argumentative
sentence) is defined. Subsequently, these segments are classified according to their function
(premise or conclusion) within the argument (classified sentences), and links between segments
(support or attack) are predicted to build the argument structure. Finally, the relationships between
the existing arguments in the text are inferred (Fig. 1).

5.2 ldentification of fallacies

In literature, the argumentative sentences identification and the components classification stages in
AM are used as an initial stage in identifying fallacies [24, 29, 30]. Subsequently, the fallacy concept
to be used and the selection of fallacies to be identified are determined. From this, features are
selected or searched that allow for the determination of whether a sentence or argument is a fallacy.
Therefore, once the arguments or sentences are extracted from the texts, an analysis is carried out
for each of them, considering the type of fallacy to be identified. The analysis can be carried out by
considering the relationship between argument components: evaluating the justifications present in
the premises that support the statement given in the conclusion (inference); by considering the
relationship between arguments by evaluating them within the dialogue structure; or by evaluating
the arguments in relation to their acceptance in the audience (Fig. 1).

This paper focuses on identifying fallacies automatically by appealing to emotions through the
analysis of argumentative components using affective terms (patterns) and measuring the lexical
diversity of each component.

Argument Mining
Identification of | Classification of } Argumentative
| | argumentative sentences components | structure
Sentences Classified sentences Arguments
Identification of fallacies
/| Definition and/or Features ‘ Types or taxonomies
| study approaches of fallacies

'

Analysis of arguments or argumentative sentences

Argument evaluation Evaluation of Evaluation of
(inference) arguments and arguments
Sentence evaluation dialogue structures (audience)
- Fallacies

Fig. 1. Elements for fallacy identification
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6. Identification of fallacies by appeal to emotions

6.1 Data

The appeal to emotion fallacy corpus consists of arguments obtained from a set of political speeches
[30]. The corpus contains 601 arguments labeled according to their argumentative structure (premise
and conclusion) and classified into fallacies by appealing to emotions and valid arguments:

1. (Premise) Aunque existen otros asuntos, el principal tema de la agenda con el gobierno
estadounidense tiene que ser la migracion, por todo lo que aqui se ha dicho. (Premise)
Los flujos migratorios masivos y el creciente rechazo en la frontera constituyen una de
las principales fuentes de friccion entre las dos naciones. (Conclusion) Por ello, hoy mas
que nunca es necesaria la cooperacion entre ambos gobiernos para buscar soluciones de
fondo que atemperen y ordenen el fendmeno migratorio. (Valid)

2. (Premise) No se puede gobernar un pais en un mar, en un océano de desigualdad.
(Premise) Esto se debe de entender: No vamos a tener seguridad publica, si sigue
habiendo tanta desigualdad social. (Premise) Esto conviene a todos. (Conclusion) Por eso
cuando planteamos que “Por el bien de todos, primero los pobres”, no estamos
proponiendo imponer las cosas, sino convencer y persuadir. (Fallacy)

For argumentative component classification, an agreement with Cohen's Kappa index (kc) of 0.692
and an agreement with Fleiss' Kappa index (kf) of 0.648 were obtained; both results with a
substantial agreement degree. In identifying fallacies, a kc of 0.442 and a kf of 0.282 were obtained
[30].

6.2 Feature Selection

The fallacies by appealing to emotions are characterized by the use of emotive language to support
an opinion or position in an argument or as a resource to achieve a goal. This type of language is
presented in arguments in a positive or negative manner and includes words that serve only to
manipulate emotions [7, 13]. Emotive language can be detected through certain argumentative
patterns. For instance, words that appeal to emotions [7]:

1. (Premise) Somos un pais de gente alegre, ingeniosa y trabajadora; de mujeres y hombres
que luchan, que estan de pie y que saben salir adelante. (Conclusion) Por eso, por todos
ustedes, aqui hoy les digo: México va a estar mejor y México va a cambiar.

The affective terms can be classified as having either a positive or negative polarity (iSOL lexical
dictionary) [47] or according to the type of emotion they convey (SEL dictionary) [48] (Table 3).
Some terms in SEL dictionary are classified with more than one type of emotion (TE), and the
difference lies in the frequency of use in each TE.

Table 3. Sample of affective terms found in the iSOL and SEL dictionaries

Term Polarity Type of emotion | Frequency of use in TE
Abandon Negative Sadness 0,898
Admirable Positive Happiness 0,764
Admirable Positive Surprise 0,73
Abysmal Negative - -
Torment - Anger 0,365
Torment - Sadness 0,53

There is another way to express emotional language, which is through the use of words that convey
emotional features [31]:

2. Nosotros, en la Alianza por México, tenemos un gran Compromiso, porque en el afio 2000
nuestro pais tomo el camino de una aventura politica, que hoy esta viviendo nuestro pais
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las consecuencias, un pais sin rumbo, un pais sin direccion, un pais en donde las cosas
estan al revés, donde la inseguridad crece y los delitos aumentan y las victimas nadie las
defiende.
These affective traits are classified into three axes [31]:
1. Involved individuals. The discourse either focuses on the speaker or involves the
audience.
2. Intensity/Quantity. It affects categories such as distance, time, or the quality of people
through quantitative modulation.
3. Time. It focuses on the description of the period in which the events being narrated occur.
Other traits that do not fall into these axes are also considered, and for these types of terms, a general
class was determined (Table 4).
Table 4. Sample of emotional traits in arguments

Involved individuals Intensity/ Quantity Time General
Democrats. Many, more, most Two months Real change
Mexicanos Minimum, huge Future Slngle:\ mothers,

widows
Millions, hundreds, L
Veracruzanos thousands Present Disability
People Marginalized Mexico Half a century Lack
Very serious situation Past generations Criminal acts

Expressive language is related to the lexical diversity of the argument. Lexical diversity measures
whether a text uses a wide range of terms or is limited to recycled lexical items [49]. The simplest
measure of diversity is the type/token ratio (TTR). This diversity expresses the ratio of types (word
forms) to the ratio of tokens (continuous words) in the text (Eq. (1)). The interpretation is based on
these two parameters, the greater the number of word forms relative to the number of all words in
the text, the more lexically varied the text or corpus.
TTR = 0 BYPe. )
no. tokens

The affective terms are used in argument components to justify or establish the idea and topic
discussed in the argument. This can result in a decrease in the number of different lexical elements
used in the argument. Therefore, if the affective terms are removed or repeated (Argument 5 and 6),
diversity decreases. Hence, the argument is considered a fallacy when it has lower lexical diversity
and a higher number of affective terms.

1. (Conclusion) Debemos estar unidos de cara a la nacion, (Premise) porque so6lo unidos
podremos vencer a quienes son nuestros verdaderos enemigos: la pobreza, la
delincuencia, el desempleo, la desigualdad. (Premise) Divididos perderiamos la fuerza
gue necesitamos para construir un México mejor.

2. (Premise) No se puede manipular, como se hacia antes, ya no se puede pensar poner vino
nuevo en botellas viejas. (Premise) Puede seguir la misma estructura de poder, la misma
estructura de control y de manipulacion, pero es otra la mentalidad de nuestro pueblo.
(Premise) El pueblo de México no es tonto, tonto es el que piensa que el pueblo es tonto.
(Conclusion) Por eso no les va a funcionar su estrategia. (Premise) Ellos tienen el dinero,
mucho dinero para comprar espacios en la television, en la radio, para difamarnos, pero
no tienen lo mero principal, no tienen el apoyo de la mayoria de la gente, eso se los puedo
asegurar.
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6.3 Features analysis

Emotive traits were not found in the iSOL and SEL dictionaries. These texts are represented as
syntagms in the arguments, primarily as nominal syntagms (NS) or adjective syntagms (S-ADJ). A
dictionary of emotive features was made with 1,093 syntagms classified as affective and non-
affective (Table 5). The labeling was performed by groups of two and three annotators. An
agreement of 0.2478 was obtained with Cohen's Kappa index and 0.2302 with Fleiss' Kappa index
(Table 6).

Table 5. Sample of nominal and adjective syntagms

N° Emotive traits Classification
1 a failed strategy Affective
2 a political adventure Affective
3 foreign policy Non-Affective
4 an exacerbated presidentialism Affective
5 economic policies Non-Affective
Table 6. Inter-annotator agreement for labeling emotive traits
Group Affective Non- Affective Total K
Al - A2 459 147 606 0,2240
Al-A3 670 65 735 0,2123
A2 — A3 486 133 619 0,2478
Al-A2 - A3 436 61 497 0,2302

There is a set of 601 arguments. Each argument (ARG) has a structure with a conclusion (CO) and
one or more premises (PRE). The argumentative structure was analyzed using three dictionaries:
type of emotion (TE), polarity (PO), and emotive traits (ET), along with the lexical diversity of each
component and the argument itself (Table 7).

Table 7. Sample of the features obtained in the arguments.

SARG Lexical Diversity Affective Terms
CcO PRE ARG TE PO ET
1 0,695 0,654 0,658 15 10 3
2 0,799 0,772 0,648 15 10 3
3 0,652 0,631 0,675 2 7 3
4 0,421 0,401 0,446 3 9 2
5 0,781 0,752 0,812 3 3 1

The relationship between lexical diversity and affective terms indicates that arguments use a limited
vocabulary and frequently employ affective language. Compared to [30], using the emotional
features dictionary, most fallacies contain at least one affective term (Fig. 2 and 3). However, the
number of affective terms increases in both fallacies and valid arguments (Fig. 4 and 5).

7. Results

The identification of fallacies is carried out through the analysis of argumentative components. The
corpus contains classification of arguments, which is the first element of Argument Mining to initiate
the identification of fallacies. Affective terms and lexical diversity of each component are used in
the analysis, and the result of these features is evaluated using Support Vector Machine (SVM) and
Multilayer Perceptron (MLP) methods. The MLP network has three layers, and the number of
neurons in input and hidden layer depends on the number of features to be evaluated. x, are the
features used for fallacy identification, while y represents the classes (valid argument and fallacy).
The logistic sigmoid function was used in the network (Fig. 6).
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Fig. 6. MLP method architecture

The evaluation of features with SVM and MLP models was performed using a 10-fold cross-
validation with 70% of the data for training, and the results are presented using the F1-score metric.
In the experiments, affective terms were evaluated by independently considering the dictionaries
and then calculating the information gain (1G) of the affective term (AT) set (Table 8). In this test,

a performance of 0.48 was obtained by processing the GI (TA) with the MLP model.

The result increased to an F1-score of 0.56 when processing the set of ATs (Table 9); and when
grouping lexical diversity (LD) and ATs with tokens (Table 10). However, the best performance, an
F1-score of 0.60, was obtained when grouping the gain of affective terms, lexical diversity, and

tokens (Table 10).

Table 8. Result using affective terms and information gain from them

Features SVM MLP
ISOL 0,45 0,45
SEL 0,44 0,44
ET 0,43 0,45
IG(AT) 0,48 0,48
Table 9. Results considering affective terms, lexical diversity and Tokens
Features SVM MLP
Tokens 0,54 0,54
AT 0,46 0,56
LD 0,48 0,53
Table 10. Results considering groups of features
Features SVM MLP
Tokens + IG (AT) 0,54 0,54
AT + Tokens 0,52 0,56
AT + LD 0,55 0,55
LD + Tokens 0,55 0,56
LD +IG (AT) 0,48 0,53
Tokens + IG (AT) + LD 0,58 0,60
Tokens + AT + LD 0,48 0,53

The obtained result was lower than expected according to [30]. We believe that increasing the
affective lexicon and using lexical diversity instead of textual similarity of arguments would
improve the results. This is because there is a relationship between diversity and affective terms,
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i.e., both are evaluated based on the lexical set used in arguments. However, the result obtained is
higher when considering only affective terms and increasing the lexical set with noun and adjective
syntagms: in [30], an F1-score of 0.42 was obtained with SVM method, while in this study, an F1-
score of 0.46 was obtained with SVM and 0.56 with MLP (Table 9).

Arguments contain several affective terms, including valid arguments. By including noun and
adjective syntagms, fallacies have at least one affective term, but valid arguments contain more
affective terms. This compared to the affective terms set used in [30]. Additionally, lexical diversity
slightly decreases when increasing the number of affective terms in arguments (Fig. 2 and 3).
Therefore, valid arguments are classified as fallacies (Fig. 7). Although lexical diversity and textual
similarity are widely used models in machine learning, and lexical dictionaries are currently little
used linguistic resources in automatic identification, obtaining of new affective terms related to
political discourse has increased the result obtained in [30].

\\ m Valid Argument
1.0 - A Fallacy
0.8 -
%]
E 0.6
& O
©
=
g
0.4 -
&
A
0:2 a
0.0 - i
I i i | | | | i
0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8

Lexical Diversity

Fig. 7. Plotting the SVM data with affective terms and lexical diversity

8. Conclusions

There is a limited systematic study on fallacies to determine their complexity of treatment from a
linguistic perspective and the difficulty this phenomenon poses to Language Technologies. This
paper proposes a set of main elements to consider in the development of systems using machine
learning methods. We believe that evaluating arguments using a logical perspective and
argumentative patterns is the best option for developing systems that allow for fallacy mining.

In fallacy identification, features related to expressive language are used, such as affective terms
and lexical diversity of arguments; Two machine learning models were implemented: Support
Vector Machine and Multilayer Perceptron. As a result, an F1-score of 0.56 was obtained with
affective terms processing, 0.53 using lexical diversity, and 0.60 when grouping the information
gain of affective terms, lexical diversity, and argument tokens.

The use of affective terms is considered the main feature to determine if an argument is a fallacy.
Despite obtaining low performance with this feature, by obtaining a set of terms used specifically in
political speeches, the results increased in relation to previous work. Therefore, affective lexical
dictionaries related to political discourse are necessary to identify fallacies by appealing to emotions.
Based on our results, it is proposed to increase the corpus data, get new affective terms, and use
conventional neural models such as recurrent networks. Additionally, the topic discussed in the
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argument should be considered as an additional feature for fallacy identification. This will help to
elaborate semantic fields according to the argument's topic, in order to identify and create an
affective lexical dictionary related to specific themes. Lastly, perform tests incorporating the textual
similarity presented in [30]. Also, balance the corpus data by having an equal number of fallacies
and valid arguments.

References

[11.
[2].
13].
[41.
[5].
[6].
[7].
)

[10].
[11].

[12].

[13].
[14].

[15].
[16].
[17].
[18].
[19].

[20].

[21].

[22].

[23].

[24].

Wells G. Mineria de falacias en el discurso politico. Grade Thesis, Barcelona: Universidad de Barcelona,
2018.

Kacprzak M., Sawicka A. Identification of formal fallacies in a natural dialogue, Fundamenta
Informaticae, vol. 135, no. 4, 2014, pp. 403-417.

Kacprzak M., Yaskorska O. Dialogue protocols for formal fallacies, Argumentation, vol. 28, no. 3, 2014,
pp. 349-369.

Van Eemeren F.H., Garssen B., Meuffels B. Fallacies and judgments of reasonableness: Empirical
research concerning the pragma-dialectical discussion rules, Springer, 2009.

Dowden B. Fallacies. The Internet Encyclopedia of Philosophy. https://iep.utm.edu/fallacy/. Accessed
may, 2019.

Lippi M., Torroni P. Argumentation mining: State of the art and emerging trends, ACM Transactions on
Internet Technology, vol. 16, no. 2, 2016, pp. 1-25. https://doi.org/10.1145/2850417.

Copi .M., Cohen C. Introduccion a la logica, México: Limusa, 2013

Capaldi N. Como Ganar una Discusion: El Arte de la Argumentacion, Barcelona: Gedisa, 2011.

Hansen, H. Fallacies. Stanford Encyclopedia of Philosophy Archive.
https://plato.stanford.edu/archives/fall2019/info.html. Accessed December 2019].

Vega R.L. La fauna de las falacias, Madrid: Trotta, 2013.

Van Eemeren F.H. Grootendorst R. Fallacies in pragma-dialectical perspective, Argumentation, vol. 1, no.
3, 1987, pp. 283-301. https://doi.org/10.1007/BF00136779.

Van Eemeren F.H., Grootendorst R. Argumentacion, comunicacion y falacias: una perspectiva pragma-
dialéctica, Chile: Ediciones universidad catolica de chile, 2002.

Weston A. Las claves de la argumentacion, Barcelona: Ariel, 2006.

Damer T.E. Attacking Faulty Reasoning: A Practical Guide to Fallacy-Free Arguments, Estados Unidos:
Wadsworth Pub Co, 2009.

Zurloni V., Anolli L. Fallacies as argumentative devices in political debates, International Workshop on
Political Speech, pp. 245-257, 2013. https://doi.org/10.1007/978-3-642-41545-6_18.

Harada O.E. 2009: Argumentos, formalizacion y 16gica informal, CIENCIA ergo-sum, vol.16, no. 2, 2009,
pp. 125-13.

Jason G. Fallacies are common, Informal Logic, vol. 11, no. 2, 1989, pp. 101-106.
https://doi.org/10.22329/il.v11i2.2624.

Jason G. Are Fallacies Common? A Look at Two Debates, Informal Logic, vol. 8, no. 2, 1986, pp. 81-92.
https://doi.org/10.22329/il.v8i2.2685.

Santoso J.M.A. Fallacy Analysis of the Arguments on the First US Presidential Debate Between Hillary
Clinton and Donald Trump, Kata Kita, vol. 5, no. 2, 2017, pp. 65-71.

Blassnig S., Biichel F., Ernst N., Engesser S. Populism and Informal Fallacies: An Analysis of Right-Wing
Populist Rhetoric in Election Campaigns, Argumentation, vol. 33, no. 1, 2018, pp. 107-136.
https://doi.org/10.1007/s10503-018-9461-2.

Cabrejas-pefiuelas A.B. Manipulation in Spanish and American pre-election political debates: The Rajoy—
Rubalcaba vs. Obama—McCain debates, Intercultural Pragmatics, vol. 12, no. 4, 2015, pp. 515-546.
https://doi.org/10.1515/ip-2015-0025.

Warman J.S., Hamzah H. An Analysis of Logical Fallacy on Prabowo Subianto's Argumentation during
2019 Indonesia Presidential Debate, Lingua Didaktika: Jurnal Bahasa dan Pembelajaran Bahasa, vol. 14,
no. 1, 2020, pp. 70-80.

Hameed S.K., Al-Asadi R.A.N.M. Analysis of Fallacies in Hillary and Trump's Second Presidential
Debate, International Journal of English Literature and Social Sciences, vol. 3, no. 4, 2018, pp. 625-635.
Al-Hindawi F.H., Alkhazaali M.A., Al-Awadi D. A Pragmatic Study of Fallacy in David Cameron’s
Political Speeches, Journal of Social Science Studies, vol. 2, no. 2, 2015, pp. 214-239.

273



Nieto-Benitez K., Castro-Sanchez N. A., Jimenez Salazar H., Bel-Enguix G., Mujica Vargas D., Gonzalez Serna J. G., Gonzalez Franco N.
Strategies for Automatic Detection of Fallacious Arguments in Political Speeches During Electoral Campaigns in Mexico. Trudy ISP
RAN/Proc. ISP RAS, vol. 36, issue 1, 2024. pp. 259-276.

[25].
[26].
[27].
[28].
[29].

[30].

[31].

[32].
[33].

[34].
[35].
[36].
[37].
[38].
[39].
[40].
[41].
[42].

[43].

[44].

[45].

[46].

[47].

[48].
[49].
[50].

[51].

274

Greenwell W.S., Knight J.C., Holloway C.M. Pease J. J. A Taxonomy of Fallacies in System Safety
Arguments. International System Safety Conference, pp. 1-10, 2006.

Neuman Y., Weinstock M.P., Glasner A. The effect of contextual factors on the judgement of informal
reasoning fallacies, Quarterly Journal of Experimental Psychology, vol. 59, no. 2, 2006, pp. 411-425.
Hiba B. When Education Becomes an Empowering Act: Learning Fallacies Analysis, American Journal
of Educational Research, vol. 8, no. 9, 2020, pp. 731-738.

Tobolka S. J. Competencia de los hablantes en la identificacion de falacias: una perspectiva pragma-
dialéctica, Onomazein, vol. 15, 2007, pp. 129-155. https://doi.org/10.7764/onomazein.15.05.

Morales G.I.M. Falacias en los discursos de los candidatos presidenciales en México (2012), Revista
latinoamericana de estudios del discurso, vol. 12, no. 2, 2016, pp. 11-32.

Nieto-Benitez K., Castro-Sanchez N. A., Salazar H. J., Bel-Enguix G. Corpus de falacias por apelacion a
las emociones: una aproximacion a la identificacion automatica de falacias, Linguamatica, vol. 14, no. 2,
2022, pp. 59-72.

Camargo L.S.P. La construccion de la emocion en los discursos politicos de campafia, Pragmalingiiistica,
vol. 26, 2018, pp. 199-220.

Johnson R. H. Manifest rationality: A pragmatic theory of argument, Routledge, 2000.

Gilbert M.A. Emotion, argumentation and informal logic, Informal Logic, vol. 24, no. 3, 2004, pp. 245-
264. https://doi.org/10.22329/il.v24i3.2147.

Walton D.N. A Pragmatic Theory of Fallacy, London: University of Alabama Press, 1995.

Tindale C.W. Fallacies and argument appraisal, Nueva York: Cambridge University Press, 2007.

Walton D.N. Informal logic: A handbook for critical argument, Cambridge University Press, 1989.
Walton D.N. Dialogue theory for critical thinking, Argumentation, vol. 3, no. 2, 1989, pp. 169-184.

Pirie M. How to Win Every Argument: The Use and Abuse of Logic, Lodon/New York: Continuum, 2006.
Govier T. A Practical Study of Argument, Estados Unidos: Cengage Learning, 2013.

Lawrence, J., Reed, C. Argument mining: A survey, Computational Linguistics, vol. 45, no. 4, 2020, pp.
765-818. https://doi.org/10.1162/coli_a_00364.

Cabrio E., Villata S. Five Years of Argument Mining: a Data-driven Analysis, IJCAI, vol. 18, pp. 5427-
5433, 2018.

Garcia-Gorrostieta J.M., Lopez-Lopez A. Argument component classification in academic writings,
Journal of Intelligent & Fuzzy Systems, vol. 34, no. 5, 2018, pp. 3037-3047.

Garcia-Gorrostieta J.M., Lopez-Lopez A. A corpus for argument analysis of academic writing:
argumentative paragraph detection, Journal of Intelligent and Fuzzy Systems, vol. 36, no. 5, 2019, pp.
4565-4577. 10.3233/JIFS-179008.

Garcia-Gorrostieta J.M., Lopez-Lopez A., Gonzalez-Lopez S. Automatic argument assessment of final
project reports of computer engineering students, Computer Applications in Engineering Education, vol.
26, no. 5, 2018, pp. 1217-1226.

Stab C., Gurevych I. “Recognizing insufficiently supported arguments in argumentative essays,”
Proceedings of th 15th Conference of the European Chapter of the Association for Computational
Linguistics, vol. 1, pp. 980-990, 2017.

Habernal 1., and Gurevych I. “What makes a convincing argument? empirical analysis and detecting
attributes of convincingness in web argumentation,” Conference on Empirical Methods in Natural
Language Processing, pp. 1214-1223, 2016.

Molina-Gonzalez M. D., Martinez-Camara E., Martin-Valdivia M. T., Perea-Ortega J. M. Semantic
orientation for polarity classification in Spanish reviews, Expert Systems with Applications, vol. 40, no.
18, 2013, pp. 7250-7257.

Rangel I.D., Sidorov G., Sudrez-Guerra S. Creacion y evaluaciéon de un diccionario marcado con
emociones y ponderado para el espaiiol, Onomazein, vol. 29, 2014, pp. 31-46.

Brezina V. Statistics in Corpus Linguistics: A Practical Guide, Cambridge: Cambridge University Press,
2018.

Habernal 1., Gurevych 1. Argumentation mining in user-generated web discourse, Computational
Linguistics, vol. 43, no. 1, 2017, pp. 125-179.

Sierra M.G. Introduccion a los Corpus Lingiiisticos. México: Universidad Nacional Autéonoma de México-
Instituto de Ingenieria, 2017.



Hsero-benntec K., Kactpo-Canuec H.A., Canacap D.X., benp-Ourukc I'., Myxuka-Baprac /1., 'oucanec Cepra X.I'., I'oncanec ®panko H.
CTparerny aBTOMaTUYECKOTO BbIABICHHUS JIOKHBIX apI'yMEHTOB B IOJUTHYECKUX peyax BO BpeMs n30MparTesbHbIX KaMnaHuid B Mekcuke.
Tpyowt UCII PAH, 2024, tom, 36 Beim. 1, cTp. 259-276.

UHgpopmayusi 06 aemopax / Information about authors

Kenns HBETO-BEHUTEC — nokropant HammoHansHOTO IEHTPa TEXHOJIOTHYECKUX HCCIIEIOBAHUI
u pazpabotok (TecNM/CENIDET) no cnermansroctr "TIporpaMmuposanue”. [Tonyumia cTeneHb
maructpa nporpammupoBanus or TeCNM/CENIDET B 2017. B Hactosiiiee BpeMs 3aHHMAETCSI
BOIIPOCaMH O00OpabOTKM TEKCTOB HA ECTECTBEHHBIX S3BIKAX, B UACTHOCTH, W3YYaeT S3BIK
nonuTHYeCKuX paccyxaeHni. Cdepa HaydHBIX HHTEPECOB. CGCTECTBEHHBIC S3BIKM, MAIIMHHOC
oOyueHne U (popMann3anms eCTeCTBEHHBIX S3BIKOB.

Kenia NIETO-BENITEZ — Doctoral student in Computer Science at Centro Nacional de
Investigacion y Desarrollo Tecnologico (TecNM/CENIDET). She received the master’s degree in
computer science from TecNM/CENIDET in 2017. She currently works in Natural Language
Processing, especially in the study of language of political discourse. Her current research interests
include NLP, machine learning and the denaturation of language.

Hos Aunexanapo KACTPO-CAHUYEC mnpomen oOydeHHE B Marucrparype M aclupaHType
BrranciurensHOTO LeHTpa HanmonansHOTO MTOTUTEXHIYECKOTO WHCTHUTYTA,
CHCTIHANM3UPYIOUIETOCS B OONACTH WCCICIOBAHMH ©CTCCTBEHHBIX S3BIKOB. SIBISIETCS UICHOM
MeKCUKaHCKoH HalnmoHampHON CHCTEMBI MONICPIKKH HCCICIOBATENeH, pYyKOBOASIIETO KOMUATETA
MEKCHUKaHCKOTO 0OIIecTBa HCKYCCTBEHHOTO HHTEIUICKTA, JATHHOAMEPUKAHCKOW aCcCOLMAINH
SI3BIKOBBIX TEXHOJIOTHH. B HacTosiee BpeMs sSBISCTCS MpenofaBareneM HannoHaapHOTO IEHTpa
uccrenoBanuii u rexuonorundeckoro pazsutus (CENIDET).

Noe Alejandro CASTRO-SANCHEZ completed his master's and doctoral studies at the Research
Center in Computing of the National Polytechnic Institute, specializing in Natural Language
Processing. He is a member of the National Researchers System, a board member of the Mexican
Society of Artificial Intelligence, and a member of the Latin American Association of Language
Technologies. He serves as a faculty member at the National Center for Research and Technological
Development (CENIDET).

Oxrop Xumenec CAJIACAP — mmeer cremeHp 0akajaBpa IO MaTeMaTHKE, IMO3JHEE MONYUNIT
creneHn Maructpa u PhD mo mporpammupoBanuioo. B Tedenne 15 yieT oH sBISETCS aKTHBHBIM
WICHOM MEKCHKaHCKOW AcCCOIMAlMy MO MCCIIEeOBAaHHIO €CTECTBEHHBIX sI3bIKOB. [Ipemomasan
mporpaMMupoBaHue B ABTOHOMHOM yHUBepcutete [1y30:a, a ¢ 2007 roga sisisiercst mpodeccopom
ABroHoMHOTO yHHBepcuTeTa "MetpomommTeH". Cdepa HaydIHBIX WHTEPECOB: HCCIEIOBAHUE
€CTECTBEHHBIX S3bIKOB M MPOLIECCHI PEMOIaBaHNs U 00YIEHHS.

Hector Jimenez SALAZAR studied for a bachelor's degree in mathematics and later a master's and
PhD in computer science. He has been an active member of the Mexican Natural Language
Processing Association for more than 15 years. He has taught computing at the Autonomous
University of Puebla, and since 2007 he has been a professor at the Autonomous Metropolitan
University. In addition to his interest in NLP is the feedback in the teaching-learning process.

Xemma BEJIb-OHI'MKC wumeer crenenb PhD 1o  BBIYHCIUTENBHOH JIMHIBUCTHUKE OT
rocynapcTBeHHoro YHusepcurera Poupa u Bupxunuit B Taparone. C 2016 roma ona Beaer
uccnenoBanus B MHcTUTyTe nHkeHepun HalnnoHampHOro aBTOHOMHOIO yHHBepcuTeTa MEeKCHKH.
B Hacrosimiee Bpemsi CrelMannu3upyercss B 00JAacCTH HCCIEIOBAaHWH €CTECTBEHHBIX S3BIKOB, B
YaCTHOCTH, U3YYaeT SI3bIKM COIMAIBbHBIX IIATGOPM M CETEeH, CII0KHOCTh U MPOOJIEMBI BBISBICHHS
TIOJIOBBIX PAa3INYHH, & TAKXKE S3BIKU BRIPAXKEHUS arpecCril. SIBIsUIach HAYIHBIM PEJAKTOPOM 8 KHUT
u aBTopoM Oosee 100 Hay4yHBIX cTaTe B MHAEKCHPYEMBIX JKypHajaX, IJIaB B KHHTaxX M TpyJdax
KoH(pepeHnui.

Gemma BEL-ENGUIX — PhD in Computational Linguistics from the Rovira i Virgili University
(Tarragona). Since 2016 she is a researcher at the Instituto de Ingenieria, at the Universidad Nacional
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Autonoma de Mexico. She currently works in Natural Language Processing, especially in the study
of language of social platforms, graphs, complexity and detection of sexism and aggresive language.
She is the editor of 8 books and author of more than 100 research articles in indexed journals, book
chapters and conference proceedings.

Jaare MYXUKA BAPT'AC momyumn crernerb PhD 1Mo TeleKOMMYHHUKAIMAM W SJICKTPOHHKE B
MOJIPa3/IeICeHN! JIOTIOJHUTEILHOTO 00pa30BaHUA M HCCIECIOBAaHWNH WH)XXEHEPHOTO (haKyIbTeTa
HammonansHoro monmmrexamdeckoro nHetutyta Mekcuku. C 2015 roma sBisiercst mpogeccopom
OtneneHusl BBIMUCINTENBHBIX HayK HalMOHAIBHOTO TEXHOJIOTHYECKOTo IeHTpa Mekcuku. B
HACTOsIIee BpeMs €ro HaydHbIE MHTEPECHl BKIIOYAIOT B ceOs TIIyOokoe OO0ydeHHe, HEUETKYIO
KJIaCTepH3alLuio, HeYeTKHUEe HelpocucTeMBl, IM(POBYIO0 00pabOTKY CHI'HAIOB M OMOMEIUIIMHCKHE
MIPUIIOKEHUSI.

Dante MUJICA VARGAS received the Ph.D. degree in Communications and Electronics from
Seccion de Estudios de Posgrado e Investigacion, ESIME-Culhuacan, Instituto Politécnico Nacional
in Mexico. He is a professor from 2015 at the Departamento de Ciencias Computacionales,
Tecnologico Nacional de México/Centro Nacional de Investigacion y Desarrollo Tecnologico. His
current research interests include deep learning, machine learning, fuzzy clustering, neuro-fuzzy
systems, digital signal processing and biomedical applications.

Xyan T'abpuenr 'OHCAJIEC CEPHA mnonyuywn crenens PhD mo mporpamMmupoBaHuio B
HccnenoBaTenbCKOM BBIYHCINTEIBHOM IIeHTpe HannoHambHOTO MOIMTEXHUYECKOTO MHCTHTYTA B
2006 rogy. Jo storo, B 1995 rogy OH mony4usid CTENEHb MAarucTpa MO NpOrpaMMHUpPOBAHUIO B
HannonansHOM IEHTpE HCCNeI0BaHUIA M TEXHOJIOTHIECKOro pa3BuTHA. C TeX MOp 0 HACTOSIIIETo
BpeMeHH OH paboTaeT IpodeccopoM U BeeT uccieaoBanus Ha (axynsTere [IporpaMMmupoBanus
TecNM/CENIDET. OG6Gnacte HaydYHbIX HHTEPECOB: YEIOBCKO-MAIIMHHOE B3aHMOJCHCTBHE,
a(GeKTUBHBIC BEIYUCIICHHS U aHAJIM3 MHEHUI, a TaKKe N3yYSHHUE MOJIb30BaTEIbCKOTO OIBITA.

Juan Gabriel GONZALEZ SERNA earned his Ph.D. in Computer Science from the Research Center
in Computing of the National Polytechnic Institute (CIC-IPN) in 2006. He obtained a Master's
degree in Computer Science from the National Research and Technological Development Center
(TecNM/CENIDET) in 1995. He has been a Professor-Researcher in the Department of Computer
Science at TecNM/CENIDET since 1995 to the present. His research areas include Human-
Computer Interaction, Affective Computing and Sentiment Analysis, and User Experience (UX)
Evaluation.

Humpon TOHCAJIEC ®PAHKO pabortaer mpodeccopom-uccienoBaresieM B HanmonanbHOM
[IEHTpe uccieaoBanuii U rexHonorndeckoro pasputus TeCNM/CENIDET B Kyspaasake, Mekcuka,
rae ¢ 2019 roma m3ydaer rHOpHAHBIE HMHTEIUIEKTyalbHBIE CHCTEMBI. Bener peneH3upoBaHHE
HAYYHBIX CTaTeH AJIs pa3iIMYHbIX )KYPHAJIOB M HAYYHBIX KOH(EPEHIINii, BKIIIOYasl TaAKUE N3BECTHbIE
coObITHS, Kak BceMupHast My nbTHKOH(EPEHIHS 110 CUCTEMHOCTH, KHOEpHETHKE U MH(POPMaTHKE, a
TaKke MEKCHKaHCKOM MEXIyHapoIHONH KOH(EpPEHIMU Mo MUCKyccTBeHHOMY uHTEIekTy. Chepa
€ro HayYHBIX HHTEPECOB OXBATHIBACT Pa3IMYHBIC O0JIACTH, C aKIIEHTOM Ha CHCTeMbI HHTEP(EHCcoB
MO3T-KOMITBIOTEP W MAIIMHHOE 00yUYeHHE.

Nimrod GONZALEZ FRANCO — joined TecNM/CENIDET, located in Cuernavaca, Mexico, as a
research professor in the field of Intelligent Hybrid Systems in 2019. He has served as a reviewer
for scientific articles across multiple journals and conferences, including prominent events like the
World Multi-Conference on Systemics, Cybernetics and Informatics, as well as the Mexican
International Conference on Artificial Intelligence. His research spans diverse areas, with a focus on
brain-computer interface systems and machine learning.
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