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П р е д и с л о в и е  

Этот выпуск «Трудов ИСП РАН» содержит избранные статьи, 

представленные на 9-ом коллоквиуме молодых ученых в области 

программной инженерии SYRCoSE 2015 (Spring/Summer Young Researchers’ 
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FRIS Language Service for Extended 
Fortran Support in Microsoft Visual Studio 

I.S. Ratkevich <ratkevichis@gmail.com>,  

Russian Federal Nuclear Center – All-Russian Scientific Research Institute of 

Experimental Physics (RFNC – VNIIEF), 

607190, Mira, 37, Sarov, Nizhny Novgorod Region, Russian Federation 

Abstract. This report deals with the construction of the language service for extended support 

of the Fortran programming language in the integrated development environment (IDE) 

Microsoft Visual Studio. The model and general approach for language service construction is 

offered.  

The proposed general model of a language service consists of five key blocks: the IDE 

integration block; the analysis block; the recognized elements storage block; the elements 

serialization/deserialization block; the elements view model block. 

The IDE integration block connects a language service with a basic IDE infrastructure. It’s 

responsible for subscription of Language Service for text editing events and for providing 

corresponding responses. 

The Analysis block is responsible for accomplishing lexical, syntactic and semantic analysis. It 

gathers all needed information about the elements of a programming language and puts it into 

the recognized elements storage block. The second task of this block is to provide information 

for syntax highlighting of edited text. 

The Recognized elements storage block is like a database of all elements needed for the 

Language Service operation. In general case, it is kind of a symbol table. The storage block 

could be filled from two sources: from analysis block, as a result of analysis of a source files, 

and from elements serialization/deserialization block, as a result of deserialization from a 

previously existing specialized program description in the case of using model of API 

(Application Programming Interface) for arbitrary programming libraries. 

The elements serialization/deserialization block performs two functions. Firstly, it allows saving 

the content of programming projects as XML files for description of API and documentation 

comments. Secondary, it allows restoring the content of programming projects from their XML 

models. 

The Elements view model block is a link, a kind of adaptor for elements of storage block to their 

representation needed by IDE integration block. Thus, recognized elements may contain some 

information that is not necessary to IntelliSense technology features, or on the contrary, does not 

contain some needed information. The elements view model is playing this interconnection role. 

It contains data types that are wrappers for elements of storage block, which fulfils requirements 

of the IDE integration block. There is also implemented various functions of filtering and 

selecting of different kinds necessary information. 
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The proof of operability of proposed general model of a language service is given on the 

example of the FRIS language service developed by author. The material could be equally 

applied for construction language services both for other programming languages and for other 

development environments. 

Keywords: FRIS; Fortran Intelligent Solutions; Fortran; Visual Studio Extensibility; 

Language Service; Visual Studio 
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1. Introduction 

Fortran [1], [2] is one of the first high-level programming languages. It was created 

in the 50s of XX century and it was intended for development of programs for 

scientific calculations. Fortran is still used by its intended purpose in the 

development of simulation programs. Nowadays the most widespread Fortran 

standard is Fortran 2003 [2] (however there is the Fortran 2008 standard, and the 

Fortran 2015 standard is in development stage). It cardinally differs from previous 

standards because it introduces the support of object-oriented programming in a 

Fortran language. This feature changes the language syntax, where many new 

statements are added in conjunction with new conceptions. Definitely, such 

modernizations are necessary, but at the same time they are objectively making the 

language more complicated. 

However these difficulties may be hidden or even eliminated, if the Fortran-

programmer will have appropriate assistance from the IDE in which he writes his 

programs code. The most widely used IDE on Windows is Microsoft Visual Studio. 

It is extensible and allows adding practically any feature into it. As an example, 

Visual Studio may be extended to support various programming languages. 

The most widely used Visual Studio integrations of the Fortran language are being 

developed in Intel [3] and PGI [4] in conjunction with corresponding compilers. 

However the supported features of those integrations significantly inferior to 

integrations developed by Microsoft, e.g. for C# programming language. 

Primarily it applies to the support of InlelliSense [5] technology, which consists 

of the following features: List Members, Parameter Info, Quick Info и 

Complete Word (table 1). 

It must be noted that in all implemented IntelliSense features, excluding those 

for intrinsic procedures, there is essentially absent any description of the 

elements except for their definitions. 

This great difference between Fortran support and support for languages, developed 

by Microsoft, became a key factor for author in the decision to implement the FRIS 

(Fortran Intelligent Solutions) language service, that is intended to cover this gap 

and implement all IntelliSense features to support Fortran-programmer in effective 

development of programs. 
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Table 1. The IntelliSense technology features implementation in Intel and PGI 

Function Intel PGI 

List 

Members 
No No 

Parameter 

Info 

Yes, excluding overloaded procedures 

and type bound procedures 

Yes, only for intrinsic 

procedures 

Quick Info 
Yes, excluding fields and procedures of 

derived types 

Yes, only for intrinsic 

procedures 

Complete 

Word 

Yes, only for modules names, functions 

names and subroutines names 

Yes, only for keywords 

statements 

2. Making model of a language service 

Language service [6] is responsible for providing language-specific support for editing 

source code in the Visual Studio IDE, or, generally speaking, in any IDE. Basic 

language service must by definition [7] to provide a program syntax highlighting, all 

other features, including the IntelliSense support, are extra (or extended) features. The 

main question that must be answered at first when starting a new language service 

development is what features are needed for a programmer. After that, those features 

must be ranked by priority (or by usability). 

Next, it is needed to identify the sources of data that must be used in the 

implementation of the language service. The main data source for any language 

service, no doubt, is source files containing programs text on a target language, but in 

some cases additional data sources may be needed. 

The next stage is to estimate implementation complexity of needed functions. This 

estimation may include as the IDE restrictions to different components of a language 

service, and the analysis complexity of the target programming language itself. 

After this the aggregate language service model is constructed, that reflects its major 

structural elements and interconnections between them. This report contains 

generalized and optimal, in author's opinion, language service model, which provides 

extended support for a target programming language. 

When the aggregate language service model is constructed, each of its structural 

elements is detailed according to specific requirements to implementation of different 

features, and also depending on the restrictions of the target programming language. 

Next in the report each of aforementioned steps in making language service will be 

examined in details, on example of the Fortran programming language, but the given 

material, without loss of generality, could be applied to any other programming 

language. 

2.1 Analysis of requirements and the necessary features 

The first thing, that definitely wants to see any programmer is a program syntax 

highlighting, for keywords, data type names, string literals, comments and so on. At 

the same time, it’s important to provide the ability to configure such highlighting, 
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for example, for significant to user procedure names and data type names of 

program libraries, say, OpenMP, MPI, and others. Such syntax highlighting helps to 

focus attention on the most important details. 

The second thing, that is important to a programmer, is the amount of provided context 

help, that at least must consist of the definition for a programming language element 

with which programmer works or wants to work (in the case of word completion lists). 

But in most cases the element definition is not enough to understand, how exactly the 

element must be used, as an example, a procedure that has more than a dozen 

parameters, some of which may be optional. In this case it’s necessary to accompany the 

element definition with some meaningful description. When the data that must be 

provided to user, and, respectively, that must be collected and stored, are identified, the 

sources, from which this could be obtained, must be analyzed. 

2.2 Analysis of data sources 

The most obvious way to get the definitions of programming language elements is 

the analysis of program source files. The form of such definitions is fixed in the 

programming language standard, e.g. in the Fortran standard. The meaningful 

description of the elements may be obtained, if to complement the program text 

with comments in a special form – documentation comments. The XML 

documentation comments are the standard for Visual Studio. So, the program text 

contains two languages: the base language – Fortran, and the embedded language – 

documentation comments language. 

It should be noted, that Fortran has a distinctive feature in using of the programming 

libraries. There are three ways to connect the programming library to the main 

Fortran project: 

 with source code files, that contains the library API, including procedure 

definitions, data types definitions and so on; 

 with compiled binary files of Fortran modules, that have a closed format, 

which understandable just by compiler. Those files also contains the library 

API definitions; 

 without any descriptions of library API. In such case the compiler will 

deduce the outer interfaces for used procedures, and will try to resolve 

external references by their names. 

In the first case, it is possible to analyze source file that contains the library API and 

get all necessary information from it, but in the other two cases, it’s impossible to 

do so, and it's necessary to provide other mechanisms to get such information. 

As a basis for implementation of this task, was taken the idea that is used in the 

program for automatic documentation generation for so called managed applications 

– Sandcastle [8]. It uses two files for generation of program documentation: one 

with the API description, and the other with the documentation for the API. 

Fortran isn’t managed language, so it’s impossible to use the standard Sandcastle 

API format for description of its elements. Therefore the model for description 
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Fortran API was developed in FRIS for this purpose. It is the XML file in the 

special format, which contains a description of main Fortran elements. FRIS can 

save (serialization) the structure of elements, which is obtained from the analysis of 

program texts, into XML format and restore (deserialization) Fortran elements from 

their XML representation. 

The XML model for Fortran documentation comments is also developed, including 

the features for its serialization and deserialization. This will allow to develop a 

special Sandcastle plug-in, and to use files of Fortran API and documentation 

comments description to automatically generate a developer or/and user help files. 

2.3 Analysis of main operating characteristics of a language 
service 

When developing a language service it’s necessary to take into account that analysis 

of program texts will operate in a real time. This means that in most cases the text 

under analysis will be in the lexical, syntactic or semantic incorrect state, in terms of 

programming language specification. This peculiarity must be considered in the 

construction of corresponding analyzers. 

The second peculiarity is in the fact that the analysis for a syntax highlighting is 

carried out in Visual Studio line-by-line (one line a time). The analyzer, colorizer in 

terms of VS, is transmitted for analysis a string of text and the analyzer state in 

which it was at the end of analysis of the previous line. This means that the 

corresponding analyzer must be constructed with the ability to save its state in any 

time and to restore its work from any such state. This approach makes it possible to 

carry out incremental analysis, which is very important for large source files 

(approx more than 10000 lines). Then, when some lines are changed, it’s necessary 

to analyze just the changed lines, but not a whole file. 

The third peculiarity that must be considered to create effective full-text analyzers is 

the need to take into account the state of source files. In terms of using program 

project source files in the IDE, file could be in a one of two essential states: 

 opened in editor; 

 doesn’t opened in editor. 

In the first case, it’s needed to accomplish full-text analysis of a source files, but in 

the second one it’s possible to accomplish a simplified analysis to collect 

information about just externally visible program elements. For example, it’s not 

necessary to analyze whole body of procedure, because information, say, about its 

local variables could be needed to user just in a moment of editing a procedure 

body, which automatically transfers file with procedure to the sate “opened in 

editor”, and consequently, the other analysis rules will be applied to it. Thus the 

requirement to analyzer to operate in two modes, for convenience “full” and 

“simplified” analysis, will significantly increase the analysis speed of programming 

project source files. 
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3. General model of a language service 

The author proposes the following general model for building any language 

services, which is the result of summarizing author’s experience in developing FRIS 

(Fig. 1). 

IDE integration 

block
Analysis block

Recognized 

elements 

storage block

Elements view 

model block

Elements 

serialization / 

deserialization 

block
 

Fig. 1. General language service model 

As shown in Fig.1 any language service could be represented as 5 base blocks. The 

arrows represent the data exchange between blocks. 

The IDE integration block contains interfaces implementation, which are required 

for interaction with IDE. It’s responsible for subscription of a language service on 

the text editing editor events, and for corresponding responses, for example, for 

syntax highlighting and information providing for work of IntelliSense features. 

The analysis block is responsible for lexical, syntactic and semantic analysis. When 

it receives events from the IDE integration block, it performs appropriate actions. 

For example, in response to file open event or text changed event, it will provide the 

information for syntax highlighting. It’s also responsible for providing source files 

analysis depending on their states. 

The recognized elements storage block is central data storage about all elements, 

necessary for language service. In general case, it is kind of a symbol table. The 

storage block could be filled from two sources: from analysis block, as a result of 

analysis of a source files, and from serialization/deserialization block, in the case of 

using model of Fortran API for any program libraries. 

The elements serialization/deserialization block performs two functions. Firstly, it 

allows saving the content of programming projects as XML files for description of 

Fortran API and documentation comments. Secondary, it allows restoring the 

content of programming projects from their XML models. This approach reflects 

the dual nature of programming projects. Thus, for author of programming project, 

for example, program library, it is accessible in source files and it is perceived as 

“internal”, but for a user of this library, it is perceived as “external”, and its source 

files may be inaccessible to user. 

The elements view model block is a link, a kind of adaptor for elements of storage 

block to their representation needed by IDE integration block. Thus, recognized 

elements may contain some information that is not necessary to IntelliSense 

technology features, or on the contrary, does not contain some needed information. 

The elements view model is playing this interconnection role. It contains data types 
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that are wrappers for elements of storage block, which fulfils requirements of the 

IDE integration block. There is also implemented various functions of filtering and 

selecting of different kinds necessary information. It could be said, that the storage 

block is like a database, and the view model block is like a data selection 

procedures. 

3.1 IDE integration block 

The IDE integration block connects a language service with a basic IDE 

infrastructure. In the case of Visual Studio, the base language service must implement 

the IVsLanguageInfo [9] interface. This interface is responsible for providing 

information about target language including its name, associated file extensions, and 

component for a syntax highlighting (colorizer). Colorizer must to implement the 

IVsColorizer [10] interface, which is responsible for providing character-by-character 

information about colors of buffered program text representation in memory. In order 

to provide the IntelliSense technology support it is needed to implement 5 additional 

interfaces [11]: IVsCodeWindowManager, IVsMethodData, IVsCompletionSet, 

IVsTextViewFilter and IOleCommandTarget. 

To simplify for developers the task of creating new language services, and the other 

tasks of Visual Studio extension, Microsoft created MPF (Managed Package 

Framework) [12] library, which supplies a set of base classes that implements many 

needed interfaces, and thus provides to developers the ability to implement only the 

features that is needed to them. Let’s take a brief look at the key classes that are 

necessary for the implementation of the language service and its various features. 

The LanugageService abstract class provides basic implementation of a language 

service. It contains a number of abstract methods responsible for different features of a 

language service, such as syntax highlighting, and initialization of full-text source files 

analysis in order to provide information for various IntelliSense features, and so on. 

The Source class is a source file abstraction in terms of a language service. It is used 

to store all information about edited file, as well as for interoperability with other 

language service model classes, which require information about current source file. 

In particular, it contains an instance of the Colorizer class, which is responsible for 

syntax highlighting. 

The Colorizer class implements IVsColorizer interface. This class is used by the core 

editor of IDE for providing of syntax highlighting in current source file. For even 

more flexibility and abstraction MPF Colorizer from concrete programming language, 

the scanner abstraction is used. 

The scanner must to implement IScanner interface. Each scanner is essentially a 

specialized lexical analyzer, which must to be able to save its current state and to 

restore its state for continuation of analysis as if it is doing a simple linear analysis of 

character stream. 

The AuthoringScope class contains all information about a source file which is the 

result of parsing of this file. It is the central place for providing information for basic 
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IntelliSense technology features. In particular, method GetDataTipText – returns a 

string that contains description of programming language element, under the mouse 

cursor. It provides data for Quick Info IntelliSense feature. Method GetDeclarations – 

returns a list of programming language element definitions. It provides data for List 

Members and Complete Word IntelliSense features. Method GetMethods – returns a 

list of method signatures with a given name, including their overloaded versions. It 

provides data for Parameter Info IntelliSense feature. 

In FRIS implementation is used modified version of MPF library, since a number of 

methods needed by FRIS were inaccessible for overriding in Microsoft’s MPF classes. 

3.2 Analysis block 

The FRIS analysis block consists of two sub blocks: analysis for syntax highlighting 

and full-text analysis (in “full” and “simplified” mode) for a collection of 

information about elements in a source file. 

The FRIS analyzers are built with the ability to support sublanguages. In this case, 

the base language is Fortran, and sublanguages are any other languages, other than 

Fortran, that are used in the program text, for example, the XML documentation 

comments language and the OpenMP directives language. 

Fig. 2 shows the general scheme of working of the analyzers stack, on the example 

of analysis of a part of XML documentation comment. The base language analyzer 

(Fortran) generates tokens, which are then passed through a tokens filter. If token 

matches with one of registered sublanguages, the appropriate analyzer is called. The 

output is a set of fully recognized tokens for all supported languages. 

The peculiarity of work of a syntax highlighting analyzing block is that it is 

essentially some kind of extended version of a lexical analyzer, since there are strict 

requirements on the speed of operation of a syntax highlighting. Support for 

arbitrary program library in FRIS is, in particular, in the ability of a visual 

highlighting of their elements such as procedures, modules, data types, etc. Such 

highlighting is performed in a syntax highlighting block based on the current 

context. For any identifier under analysis the check depending on current scope is 

performed, whether it belongs to arbitrary library, which elements necessary to 

highlight. Then, if necessary, the identifier is highlighted with a defined earlier 

color. 

The peculiarity of full-text analysis is in the used analysis strategy. Since the 

analysis is need to be performed in the real time, while the user modifies the text of 

program, all analyzers must to work in the error suppression mode. It must be noted 

that Fortran is very complicated language for analysis, because of its lexical and 

syntactical peculiarities. The most striking examples are: 

 the ability to use multiline tokens, for example, identifiers. Next is given 

the sample of a multiline identifier “my_id”. The special attention must be 

given the fact that in between a start and end lines of any multiline lexeme, 

it is allowed to use comments and blank lines. 
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1 my_& 

2 !comment 

3 

4 !another comment after blank line 

5 &id 

 the absence of reserved keywords. The decision whether identifier is a 

keyword depends on a context of its usage in a statement. Therefore, it is 

not statements that are identified by keywords, as in languages with 

reserved keywords, but the keywords are identified by statements. Taking 

into account that analysis is performed in a real time, it is impossible to 

determine the identity of incomplete statement. For example, it is unclear, 

whether “if” is a keyword that belongs to conditional statement, or it is a 

name of an array, in the following part of statement: “if(”. 

Fortran Analyzer

(Base Language)

Special Token

!!!<summary>

XML DocStart

!!!
XML Tag

<summary>

Special Tokens Filter

(Sublanguages 

switch)

XML Documentation 

Comments Analyzer

(Sublanguage)

OpenMP Analyzer

(Sublanguage)

 
Fig. 2. The general analyzers operation scheme 

The emphasized peculiarities greatly complicate the development of analyzers for 

Fortran. But all of them are taken into account in FRIS. In particular, the optimistic 

parsing strategy is used. The parser processes a source file statement-by-statement. 

For every statement the abstract syntax tree (AST) is built. If the statement could 

not be matched, e.g. as a result of that the user just not has time to completely type 

it; the special AST is generated for it, which includes all mismatched tokens. 

In conjunction with a parser the full AST builder is operating (Fig.3). It builds the 

full AST from the individual statement ASTs. It also stores the AST that is already 

built. The builder task is to track operations of opening and closing of syntactical 

contexts, in particular their optimistic completion. 

For example, if now the operator “if(…)then” is analyzed, then according to 

standard, it could be completed only by “endif” statement. However, the user could 

not have enough time to fully type this statement, then the builder will interpret the 

“end” statement as a completion of a “if(…)then” operator. Similarly to it, if in the 

end of parsing of source file the stack of open contexts of the builder is not empty, 
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then they are completing in a special mode – completion by the end of the file. It is 

also have ability of priority processing of high level element statements. For 

example, if the subroutine element is processed now, and as a result of a parsing the 

function element definition statement is discovered, then the current subroutine 

element is being completed with a special flag, and the function element processing 

is being started. 

 

Fortran Parser

(Returns AST per 

statment)

AST_ASSIGN

=

Full AST builder

(builds file AST from 

statement AST’s)

AST_ID

a

AST_ID

b

AST_PROGRAM

<virtual>

AST_ASSIGN

=

 
Fig.3. The FRIS parser operation scheme 

Thus, the parser is always outputs the correct AST, which has no error nodes. This 

allows simplifying the semantic analysis algorithm. The semantic analyzer walks 

the AST and collects information about all needed Fortran elements, which then 

stores in the recognized elements storage block. 

3.3 The recognized elements storage block 

The recognized elements storage block is a central storage for all known in the 

current programming project elements (modules, data types, variables, etc.). It is 

filled from two sources: as a result of a source files parsing, and as a result of 

deserializing information about arbitrary libraries. 

This block is essentially a kind of a symbol table. Its design must take into account 

that information in it will be continuously updating as a result of the user editing of 

source files. 

Consider the proposed generic model of the storage block (Fig. 4). 

It consists of following parts: 

 the class for a symbol table description; 

 the class for an interface description for a typical element of the 

programming language; 

 the class for an interface description for a typical scope of the programming 

language; 

 the classes describing specific elements of the programming language, that 

implement interfaces of a typical element and of a typical scope, for 

elements, which are scopes. 
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Symbol Table

General Element 

Interface

General Scope 

Interface

Specific element 

descriptions
 

Fig. 4. The model of the recognized elements storage block 

The class for a symbol table description must be built as indexed data storage, in 

order to effectively processing operations of update and elements search. For 

maximum flexibility it must store the references on the interface for a typical 

element, instead of references to specific elements. The specific element could be 

obtained from an abstract interface as a result of type casting. The following scheme 

of a symbol table is proposed (Table 2). 

Table 2. The model of a symbol table 

Field Data type Description 

Names map<long, string> Map unique identifier to string 

Elements map<long, object> Map element unique identifier to element 

object 

Projects map<string, 

map<string, 

list<long>>> 

Map program project name to map of 

project file names to list of file elements 

unique identifiers 

ProjectDependencies map<string, 

list<string>> 

Map program project to program projects 

it depends from 

In this approach, firstly there is an access to all elements (Elements field). Secondly, 

for any project there is a list of its dependencies from other projects, which allows 

simplify a search procedure of needed elements, and to exclude from the search 

result the elements that is not visible in target project. Thirdly, every project 

contains a dictionary of its source files, and elements, which contained in every file 

that allows to effectively performing the update operations. The update operation is 

a result of a source file parsing operation, due to a text changes made by user. Thus, 

since all elements that are connected with file is known, so their deletion from other 

dictionaries and insertion a newly recognized elements, is a relatively simple task. 

Next consider the proposed interface for a typical element of a programming 

language (table 3). 

Every element must have at least a name, a scope, where it’s defined, a description, 

for example, that is obtained from documentation comments, and a location. An 

element location consists from a declaration location and a definition location. Each 

of which is in turn consists from a file name, and an element region in it. 

Consider the proposed interface for a typical scope of the programming language 

(table 4). The scope, in a general case, is a container of elements. 
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Table 3. The model of interface for a typical element of a programming language 

Field Data type Description 

Name string Name of element 

Scope Scope Outer scope of element 

Description string Description of element. For instance from documentation 

comments 

Location Location Element location: definition location, declaration location. 

Location consists of file name and region. Region consists 

of 4 integer indexes: start line, start line character index, end 

line, end line character index. 

Table4. The model of a typical scope of the programming language 

Field Data type Description 

Scope Scope Outer scope of this scope 

Elements list<Element> List of elements of the scope 

Every scope contains a reference to a parent scope and a list of elements that make 

up this scope. 

Every specific element of a programming language must be derived from an 

interface for a typical element, and if it is a scope, from an interface of a typical 

scope. 

3.4 The elements serialization/deserialization block 

The elements serialization/deserialization block is a key element for the 

implementation of a mechanism to support arbitrary user libraries. The serialization 

mechanism performs a saving of a given programming project in a form of two 

special XML files: description of Fortran API and description of documentation 

comments. The optional level of refinement could be additionally specified. In the 

case, when the serialization is performed for creation a developer documentation of 

a programming project, then all elements are saved, but in the case of creation a user 

documentation or interface for a programming project as an external library, then 

just externally visible elements are saved. It should be recalled that for each element 

in the Fortran module, could be specified the access mode: public or private. The 

public elements are externally accessible when the module is used, but the private 

elements could be used just inside the module and inaccessible outside of it. 

The deserialization mechanism operation is slightly different, because in 

deserialization there is just one operation mode – reading all information describing 

an arbitrary library. In this case, even if there will be provided XML files, that 

contains full description of arbitrary library, only externally visible elements will be 

read. This allows reducing the amount of memory needed to store a library 

description, and also eliminates the need to store elements, which will not be 

accessed to user under no circumstances, for example, private module elements, or 

internal elements of procedures. 
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For serialization and deserialization are used the models for description of Fortran 

API and XML documentation comments, that is developed by author and are 

expressed in the form of appropriate XML Schema Definitions (XSD) [13], [14]. 

Let’s consider each of these models. 

The model of Fortran API (Fig.5) allows describing external interfaces of any 

library as a Fortran interfaces. The meaning and purpose some of the model 

elements are given in table 5. 

reflection
assemblies assembly

apis1

1 +

*

api

apidata

...

Global scope

elements

Module

elements

moduledata

imports

 
Fig. 5. The part of Fortran API XSD 

Table 5. The description of some elements of the Fortran API model 

Element (tag) Description 

reflection Root tag 

assemblies Describes set of projects that API contained in this file 

assembly Describes individual project 

apis Root for all API description 

api Element description 

apidata 
Describes group and subgroup of element. I.e. for function: group – 

method, subgroup - function 

moduledata Module description switch 

referencedata Reference element switch 

typedata Derived type description switch 

variabledata Variable description switch 

proceduredata Procedure description switch 

interfacedata Interface description switch 

methoddata Method description switch 

namelistdata Name list description switch 

commonblockdata Common block description switch 

imports Module imports description 

elements List of inner elements 

As can be seen from the above figure, tag “apis” contains a description of all project 

elements. The tag “api” is used for a direct element description. In order to uniquely 
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identify the type of element: a module, a function, a subroutine, a data type and so 

on, the special switches, like a “moduledata” tag, are used. 

One more remark should be made regarding the tag “elements”, which is used to 

describe the internal elements of current element. It’s allowed to specify here 

references – fully qualified element names, and their description place next in a 

main “apis” tag, and also it’s allowed to provide the description of child elements 

directly in this tag. 

It should be noted that description of Fortran API may be used for a creation of 

Fortran procedure interfaces for their calls from other programming languages, that 

is solves the inverse problem. 

Consider the model of documentation comments. It conceptually consists of two 

interconnected parts: a description of documentation tags for documenting program 

elements (Fig.6), and a description of documentation comments XML file format 

(Fig. 7). The meaning and purpose of the model elements are given in table 6. 

functionentry

derived type subroutineany element

summary

remarks

see

typeparam para param

result
 

Fig. 6. The usage of documentation tags for different Fortran elements 

doc

members

1

*

summary

...

derived type

typeparammember

remarks

function

param

result

 
Fig.7. The part of Fortran Documentation XSD 

For description of any element may be used 4 tags, two of which are high-level: 

“summary” and “remarks”, and other two are nested, it means that they could be 

used just inside of other tags: “see” and “para”. In addition to them, for description 

of: 

 derived type parameters is used “typeparam” tag; 

 arguments of subroutines, functions and entry points is used “param” tag; 

 result of function is used “result” tag. 
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Table 6. The elements description of the Fortran documentation model 

Element (tag) Description 

doc Root element 

members Container for all documentation elements 

member Contains documentation for single element 

summary Element summary 

remarks Additional information for element 

see Internal tag, makes reference to given element 

para Internal tag, creates paragraph in parent tag 

typeparam Describes derived type parameter 

param Describes argument of subroutine or function 

result Describes function result 

Thus, files for description of the model of Fortran API and documentation 

comments form the basis not only for work with arbitrary libraries in Fortran, but 

also form the basis for the generation of the reference documentation, for example 

with a Sandcastle tool. It should be noted that Fortran API model can be used for 

solving the inverse problem – description of API for a Fortran procedures for their 

using from other programming languages. 

3.5 The elements view model block 

The elements view model block is a link between the IDE integration block and the 

data storage block. It performs two basic functions: converts a data from a storage 

block to a form required by the IDE, and performs various search operations in a 

storage block. 

The convert operation of stored data to the form required by the IDE produces 

elements that are complemented by the properties of visual representation. For 

example, such properties as text color and element icon, which used in various 

completion lists, are set. In other words, the elements view model block contains 

various aspects of data presentation to user. Thus the structure of the view model 

block is analogue to the structure of the storage block. It also defines interfaces for 

typical presentation elements and scopes, and a set of their specific implementations 

for each element of the storage block. 

The second function of this block is the search function. Here are performed various 

operations of elements resolution in a scope, a search for elements with the 

specified name and type, etc. That is, it performs the selection of needed elements 

from the storage block that taking into account a different aspects of a programming 

language. Then, selected data converted to the form required for user representation. 

4. Proof of concept 

The FRIS language service is built on the basis of the general model of a language 

service, and implements all described blocks. Figures 8-13 are examples of work of 

its various functions, proving the presented conception of a generalized language 

service model, including providing extended support for user libraries. 
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Fig. 8. The extended support of user libraries (before and after) 

 
Fig. 9. List Members 

 

Fig. 10. Parameter Info and Complete Word 

 

Fig. 11. Parameter Info for overloaded subroutine 

 

Fig. 12. Complete word for a derived type name 
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Fig. 13. Code Snippet Sample 

Consider the pivot table of the language services from Intel, PGI and FRIS (table 7). 

Table 7. The Intel, PGI and FRIS language services comparison 

Function Intel PGI FRIS 

List Members No No Yes 

Parameter Info 

Yes, excluding 
overloaded 
procedures and 
type bound 
procedures 

Yes, only for 
intrinsic 
procedures 

Yes 

Quick Info 

Yes, excluding 
fields and 
procedures of 
derived types 

Yes, only for 
intrinsic 
procedures 

Yes 

Complete Word 

Yes, only for 
modules names, 
functions names 
and subroutines 
names 

Yes, only for 
keywords 
statements 

Yes 

Code Snippet [15] 
Support 

Yes, but only as 
menu command or 
shortcut 

No 
Yes. Snippets included 
in Completion Lists 

Documentation 

comments support 
No No 

Yes. Documentation 
included in all tooltips 

Support of user 

libraries 
No No Yes 

Thus, due to use of the developed general language service model, FRIS provides 

extended support of a Fortran in Microsoft Visual Studio. 
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5. Conclusion 

The report presents the general model of a language service for extended support of 

a Fortran programming language developed by author. This model can be easily 

applied not only to create new language services for other languages, but also to 

create a language services in other IDEs. 

All aspects that must be taken into account in development of a language service are 

given in details, including the analysis of user requirements, the analysis of a data 

sources for a language service, and the analysis of operation peculiarities of a 

language service in a specific IDE. 

As a result of executing described analysis kinds, in every particular case, the plan 

of a language service development must be created. For a language service 

development simplification, the general model of a language service is given and 

each its block is described in details on example of its implementation in FRIS. 

At last, the proof of proposed concept of constructing language services is given, on 

example of comparison FRIS with existing language services from Intel and PGI. 

The model that is used in FRIS provides its significant advantage over other 

language services. 

It especially should be noted that FRIS implements a model for supporting user 

libraries. It includes a model of Fortran API and a model of documentation 

comments, developed by author. The Fortran API model allows not only to describe 

the interfaces of any library in terms of Fortran, but also allows solving the inverse 

problem, by known Fortran interfaces obtain API for target language. The 

documentation comments model allows user to document different Fortran elements 

straight in the program text, and then obtain documentation in various types of 

context help. The model of Fortran API in conjunction with the model of 

documentation comments can be used to create a developer and/or user 

documentation, for example with a Sandcastle tool. 
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Исследовательский Институт Экспериментальной Физики, 

607190, Россия, Нижегородская обл., г. Саров, пр-т Мира, 37 

Аннотация. В данной статье рассматриваются вопросы построения языкового сервиса 

для расширенной поддержки языка программирования Fortran в интегрированной 

среде разработки Microsoft Visual Studio. Предлагается модель и общий подход к 

построению языковых сервисов. 

Предлагаемая общая модель языкового сервиса состоит из пяти блоков: блока 

интеграции со средой разработки; блока анализа; блока хранения распознанных 

элементов; блока сериализации/десериализации элементов; блока модели представления 

элементов.  

Блок интеграции с IDE соединяет языковой сервис с базовой инфраструктурой IDE. Он 

отвечает за подписку языкового сервиса на события редактирования текста 

пользователем в редакторе и за соответствующие отклики. 

Блок анализа отвечает за проведение лексического, синтаксического и семантического 

анализа. Он собирает всю необходимую информацию об элементах языка 

программирования и помещает их в блок хранения распознанных элементов. Второй 

задачей данного блока является предоставление информации для подсветки синтаксиса 

редактируемого текста программы. 

Блок хранения распознанных элементов является своеобразной базой данных всех 

элементов, необходимых для работы языкового сервиса. В общем случае он является 

разновидностью таблицы символов. Наполнение блока хранения может вестись из двух 

источников: из блока анализа, как результат разбора файлов с текстами программ, и из 

блока сериализации/десериализации элементов, как результат десериализации из ранее 

существующего специализированного описания программы, в случае использования 

модели API (Application Programming Interface) для произвольных библиотек. 

Блок сериализации/десериализации элементов выполняет две функции. Во-первых, он 

позволяет сохранять содержимое программных проектов в виде XML файлов описания 

API и комментариев документирования к ним. Во-вторых, он позволяет 

восстанавливать содержимое программных проектов из их XML моделей. 
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Блок модели представления элементов является связующим звеном, своеобразным 

адаптером, элементов блока хранения, к тому виду, который необходим для 

использования в блоке интеграции с IDE. Так распознанные элементы могут содержать 

некоторую информацию, которая не требуется функциям технологии IntelliSense, или 

наоборот, не содержать нужной информации. В модели представления элементов 

организуются типы данных – обёртки для элементов блока хранения, соответствующие 

требованиям блока интеграции с IDE. Также здесь реализуются всевозможные 

функции выборки и поиска необходимой информации.  

Доказательство работоспособности предложенной обобщённой модели приводится на 

примере разработанного автором языкового сервиса FRIS. Изложенный материал 

может быть в равной мере использован для построения языковых сервисов, как для 

других языков программирования, так и для других средств разработки. 
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1. Introduction 

Generic programming is supported in different programming languages by various 

techniques such as C++ templates, C# and Java generics, Haskell type classes, etc. 

Some of these techniques were found more expressive and suitable for generic pro-

gramming, other ones more verbose and worse maintainable [1]. Thus, for example, 

the mechanism of expressive and flexible C++ unconstrained templates suffers from 

unclear error messages and a late stage of error detection [2], [3]. A new language 

construct called concepts1 was proposed for C++ language as a possible substitution 

of unconstrained templates. A design of C++ concepts2 conforms to main principles 

of effective generic tools design [1]. 

In comparison with concepts and Haskell type classes [1], [7], such mainstream 

object-oriented languages as C# and Java provide much limited mechanisms of ge-

neric programming based on F-bounded polymorphism. Pitfalls of C# generics are 

analysed in this paper in detail (Sec. 2): we discuss some known drawbacks and 

state the problems of subtle semantics of recursive constraints (Sec. 2.2) and con-

straints-compatibility (Sec. 2.3). To manage the pitfalls considered, extending of C# 

with concepts is proposed: a design of concepts is briefly presented in Sec. 4. We 

also discuss a translation of such extension to standard C#. 

C# language is used in this paper primarily for the sake of syntax demonstration. As 

for the pitfalls of C# generics, they hold for Java as well with slight differences. 

However, while the concepts design proposed in the paper could be easily adapted 

for Java (and also for any .NET-language with interface-based generics), the tech-

nique of language extension translation (which we consider in Sec. 4) cannot be 

applied for Java directly. Unlike Java Virtual Machine, .NET Framework preserves 

type information in its byte code, this property being crucial for the translation 

method. 

2. Pitfalls of C# Generics 

C# and Java interfaces originally developed to be an entity of object-oriented pro-

gramming were later applied to generic programming as constraints on generic type 

parameters. There are several shortcomings of this approach. 

2.1 Lack of Retroactive Interface Implementation 

C# and Java interfaces originally developed to be an entity of object-oriented pro-

gramming were later applied to generic programming as constraints on generic type 

parameters. There are several shortcomings of this approach.  

                                                           
1

 Term “concept” was initially introduced in a documentation of the Standard Template Library 

(STL) [4] to describe requirements on template parameters in informal way. 
2

 There were several designs of C++ concepts [3], [5], [6]; all of them share some general ideas. 
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Interfaces cannot be implemented retroactively, i. e. it is impossible to add the rela-

tionship “type T implements interface I” if type T is already defined. Consider a 

generic algorithm for sorting arrays Sort<T> with the following signature: 

Sort<T>(T[]) where T : IComparable<T>; 

If some type Foo provides an operation of comparison but does not implement the 

interface IComparable<Foo>, Sort<Foo> is not a valid instance of 

Sort<>. What one can do in this case? If type cannot be changed (it may be de-

fined in external .dll, for instance), the only way to cope with sorting is to define an 

adapter class FooAdapter which implements Sort<FooAdapter> 

interface, pack all Foo objects into FooAdapter ones, sort them and unpack 

back to an array of Foo objects. Apparently, there must be a better approach. 

Fortunately, in the .NET Framework standard library the Array.Sort<T> 

method [8] is provided with two “branches” of overloads: 

1. For any type T which implements IComparable<T> interface 

((s-1) example, Fig. 1). 

2. For any type T with an external comparer of type IComparer<T> 

provided ((s-2) example, Fig. 1). 

Hence, if some type is already defined, values of this type can be compared, but this 

type does not implement IComparable<> interface (as in the Foo example 

above), Sort<> with IComparer<> (branch 2) is to be used. Thus one can 

simulate retroactive modeling property (in Scala the similar approach is referred to 

as a programming with the “concept pattern” [9]). Consequently, if retroactive 

modeling is required, a programmer has to write a generic code twice — in “inter-

face-oriented” and in “concept pattern” styles. The amount of necessary overloads 

grows exponentially: if one needs two retroactively modeled constraints on generic 

type, corresponding generic code would consist of four “twins”, if three — eight 

“twins” and so on. 

(ICmp-1) interface IComparable<T> {int CompareTo(T other);} 

(ICmp-2) interface Icomparer<T>   {int Compare(T x, T y);} 

 

(s-1)    Sort<T>(T[]) where T : IComparable<T>; 

(s-2)    Sort<T>(T[], IComparer<T>); 

Fig. 1. IComparable<T>/IComparer<T> interfaces and its applications 

(1) interface IComparableTo<S> { int CompareTo(S other); } 

(2) interface IComparable<T> where T : IComparable<T> 

    { int CompareTo(T other); } 

Fig. 2. IComparable<T> vs IComparableTo<S> example 

interface IDataVertex<Vertex, DataType> 

    where Vertex : IDataVertex<Vertex, DataType> 
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{   ... 

    IEnumerator<Vertex> OutVertices { get; }             // (*) 

    ... 

} 

interface IDataGraph<Vertex, DataType> 

    where Vertex : IDataVertex<Vertex, DataType>         // (#) 

{   ... } 

Fig. 3. IDataGraph<,> and IDataVertex<,> interfaces 

2.2 Drawbacks of Recursive Constraints 

Example 1. The following reason about the Sort<T> method for ICompa-

rable<T> may be not obvious. The notation of Sort<T> in (s-1) ex-

ample (Fig. 1) looks a little bit redundant; such a recursive constraint on type T 

might look even frightening, but it is well formed. Furthermore, the word “compa-

rable” in this context is very likely associated with the ability to compare values of 

type T with each other. But the interface IComparable<T> ((ICmp-1), 

Fig. 1) does not correspond this semantics: it designates the ability of some type 

(which implements this interface) to be comparable with type T. The same problem 

with Comparable<X> interface in Java is explored in [10]. The particular role 

of recursive constraints in generic programming is explored in [11]. 

It would be better to split the single IComparable<> interface into two dif-

ferent interfaces (Fig. 2): 

1. IComparableTo<S> which requires some type (which implements 

this interface) to be comparable with S. 

2. IComparable<T> which requires values of type T to be comparable 

with each other. 

Note that the definition of the latter interface needs the constraint (q.v. Fig. 2): 

where T: IComparable<T> 

Example 2. As an another example consider a generic definition of graph with pe-

culiar structure: graph stores some data in vertices; every vertex contains infor-

mation about its predecessors and successors thereby defining arcs. A graph itself 

consists of set of vertices instead of set of edges. Such kind of graph is suitable for a 

task of data flow analysis in the area of optimizing compilers [12] because “move-

ment along arcs up and down” is intensively used action in an analysis of a control 

flow graph. 

Fig. 3 illustrates parts of the corresponding definitions: IData-

Graph<Vertex, DataType> describes interface of a data graph; 

IDataVertex<Vertex, DataType> describes interface of a vertex 

in such graph. While the graph interface really depends on type parameters Ver-

tex and DataType, we have to include Vertex as a type parameter into the 
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vertex interface IDataVertex<,> as well. Similarly to ICompara-

ble<> example the constraints (*) and (#) in Fig. 3 are not superfluous. 

Suppose we have the following types: 
class V1 : IDataVertex<V1, int> { ... } 

class V2 : IDataVertex<V1, int> { ... } 

Thanks to the constraints (*) and (#) the instantiation of graph IData-

Graph<V2, int> is not allowed, since type V2 does not implement inter-

face IDataVertex<V2, int>. Without these constraints we might accept 

some inconsistent graph with vertices of type V2 which refer to vertices of type 

V1. 

Vertex and graph interface definitions are unclear and nonobvious. If programmers 

might be used to use interface IComparable<>, it is more difficult to manage 

such things as IDataGraph<,> example. In some cases one may prefer to 

abandon writing generic code because of this awkwardness. 

2.3 Ambiguous Semantics of Generic Types 

When using flexible Sort<T> method with an external parameter (Fig. 1), a pro-

grammer has clear understanding of how elements are sorted, since such a comparer 

is a parameter of an algorithm. But when one uses generic types, this information is 

implicit. For instance, SortedSet<T> class takes Icomparer<T> 

object as a constructor parameter, HashSet<T> class taking IEquali-

tyComparer<T>. Therefore, given two sets of the same generic type one 

cannot check at compile time whether these sets are constraints-compatible (in case 

of HashSet<T> “constraints-compatibility” means that the given sets use the 

same equality comparer). And it seems that a programmer usually does not suppose 

that objects of the same type can have different comparers (or addition operators, 

coercions, etc). But they can, and it leads to subtle errors. 

Suppose we have a simple function GetUnion<T> (q.v. Fig. 4) which returns a 

union of the two given sets. If some arguments a and b provide different equality 

comparers (e.g., case-sensitive and case-insensitive comparers for type string), the 

result of GetUnion(a, b) would differ from the result of 

GetUnion(b, a). Note that Haskell type classes do not suffer from such an 

ambiguity because every type provides only one instance of a type class. 

static HashSet<T> GetUnion<T>(HashSet<T> s1, HashSet<T> s2) 

{ 

    var us = new HashSet<T>(s1, s1.Comparer); 

    us.UnionWith(s2); 

    return us; 

} 

Fig. 4. Union of HashSet<T> objects 
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interface IObserver<O, S>  where O : IObserver<O, S> 

                           where S : ISubject<O, S> 

{ void update(S subj); } 

 

interface ISubject<O, S>   where O : IObserver<O, S> 

                           where S : ISubject<O, S> 

{     

     List<O> getObservers(); 

     void register(O obs); 

     void notify(); 

} 

Fig. 5. Observer pattern in C# 

2.4 The Problem of Multi-Type Constraints 

The well-known problem of multi-type constraints holds for C# interfaces. Re-

quirements concerning on several types cannot be naturally expressed within inter-

faces. The paper [10] deals with the example of Observer pattern in Java. The Ob-

server pattern connects two types: Observer and Subject. Both types has 

methods which take the another type of this pair as an argument: the Observer pro-

vides update(Subject), the Subject — register(Observer). 

Fig. 5 shows the interface definitions IObserver<O, S> for Observer and 

ISubject<O, S> for Subject in standard C#. We need two different inter-

faces and have to duplicate the constraints on O and S in both definitions to estab-

lish consistent connection between type parameters O and S . And again we face 

with recursive constraints on types O (which represents the Observer) and S (which 

represents the Subject). This example looks even worse than the case of vertex and 

graph interfaces presented in Fig. 3. But it is the only way to define a type fami-

ly [13] of Observer pattern correctly. 

2.5 Constraints Duplication and Verbose Type Parameters 

All constraints required by a definition of generic type are to be repeatedly specified 

in every generic component which uses this type. Consider the generic algorithm 

GetSubgraph<,,> depending on type parameter G which implements 

IDataGraph<,> interface (q.v. Fig. 3). 

 
G GetSubgraph<G, Vertex, DataType>( G g, Predicate<DataType> p) 

where G : IDataGraph<Vertex, DataType>, new() 

where Vertex : IDataVertex<Vertex, DataType> { ... } 

GetSubgraph<G, Vertex, DataType> method is not correct 

without explicit specification of constraint on type parameter Vertex . This con-

straint is induced by the definition of IDataGraph<Vertex, 
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DataType> interface and should be repeated every time one uses Idata-

Graph<,>. 

Another property of GetSubgraph<...> definition is a plenty of generic 

parameters. Clearly, vertex and data types are fully determined by the type of spe-

cific graph. At the level of GetSubgraph<...> signature vertex type even 

does not matter at all. Such types are often referred to as associated types. Some 

programming languages allow to declare associated types explicitly (SML, C++ via 

traits, Scala via abstract types and some other), but in C# and Java they can only be 

represented by extra type parameters. It makes generic definitions verbose and 

breaks encapsulation of constraints on associated types. Issues of repeated con-

straints specification and lack of associated types are considered in [14], [1] in more 

detail. 

3. Related Work 

We consider two studies concerning modification of generic interfaces in this sec-

tion: 

1. [14] proposes the extension of C# generics with associated types and con-

straint propagation. 

2. [10] generalizes Java 1.5 interfaces enabling retroactive interface imple-

mentation, multi-headed interfaces (expressing multi-type constraints) and some 

other features. 

Both studies revise interfaces to improve interface-based mechanism of generic 

programming and to approach to C++ concepts and Haskell type classes, which are 

considered being rather similar [7]. Some features of Scala language in respect to 

problems considered in Sec. 2 will also be mentioned. 

interface ObserverPattern[O, S] { 

    receiver O { void update(S subj); } 

    receiver S { 

        List<O> getObservers(); 

        void register(O obs) { getObservers().add(obs); } 

        void notify() { ... } 

    } 

} 

class MultiheadedTest { 

    <S,O> void genericUpdate(S subject, O observer) 

            where [S,O] implements ObserverPattern { 

        observer.update(subject); 

    } 

} 

Fig. 6. Observer pattern in JavaGI 
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3.1 C# with Associated Types and Constraint Propagation 

Member types in interfaces and classes are introduced in [14] to provide direct sup-

port of associated types. A mechanism of constraint propagation is also proposed to 

lower verbosity of generic components and get rid of constraints duplication as was 

mentioned in Sec. 2-5. The example of Incidence Graph concept from the Boost 

Graph Library (BGL) [15] is considered. It is shown that features proposed can sig-

nificantly improve a support of generic programming not only in C# language but in 

any object-oriented language with F-bounded polymorphism. 

But the problems of multi-type constraints and recursive constraints cannot be 

solved with this extension. Thus, the code of Observer pattern (Fig. 5) cannot be 

improved at all because of recursive constraints; the same holds for ICompara-

ble<T> interface. The issue of retroactive implementation is also not touched 

upon in [14]: extended interfaces are still interfaces which cannot be implemented 

retroactively. 

3.2 JavaGI: Java with Generalized Interfaces 

In contrast to [14], the study [10] is mainly concentrated on the problems of retroac-

tive implementation, multi-type constraints (solved with multi-headed interfaces) 

and recursive interface definitions3. For instance, Observer pattern is expressed in 

JavaGI with generalized interfaces as shown in Fig. 6 [10]. Methods of a whole in-

terface are grouped by a receiver type with keyword receiver. A syntax of an 

interface looks a little bit verbose but it is essentially better than two interfaces with 

duplicated constraints shown in Fig. 5. Moreover, JavaGI interfaces allow default 

implementation of methods (as register and notify). Retroactive imple-

mentation of interfaces is also allowed, but it is possible to define only one imple-

mentation of an interface for the given set of types in a namespace. 

It turns out that interfaces become some restricted version of C++ concepts [5], [16] 

(in particular, they do not support associated types) and, moreover, they lose a se-

mantics of object- oriented interfaces4. JavaGI interfaces only act as constraints on 

generic type parameters, but they cannot act as types, so one cannot use JavaGI in-

terfaces as in Java. 
 

(s-s) def Sort[T : Ordering](elems: Array[T]) { ... } 

(s-u) def Sort[T](elems: Array[T]) (implicit ord: Ordering[T]) {...} 

 

trait ObserverPattern[S, O] { 

    def update(obs: O, subj: S); 

    def getObservers(subj: S): Seq[O]; 

    def setObservers(subj: S, observers: Seq[O]); 

                                                           
3

 This problem is usually connected with so-called binary methods problem. 

4
 The way to preserve compatibility with Java code is considered in [10], but “real interfaces” 

no longer exist in JavaGI. 
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    def register(subj: S, obs: O) 

    { setObservers(subj, getObservers(subj) :+ obs); } 

    def notify(subj: S) { ... } 

} 

object MultiheadedTest { 

    def genericUpdate[S, O](subject: S, observer: O) 

            (implicit obsPat: ObserverPattern[S, O]) { 

        obsPat.update(observer, subject); 

    } 

} 

Fig. 7. Sort[T] and ObserverPattern[S,O] examples in Scala 

3.3 “Concept Pattern” and Context Bounds in Scala 

The idea of programming with “concept pattern” has been reflected in Scala lan-

guage [9]. Due to the combination of generic traits (something like interfaces with 

abstract types and implementation), implicits (objects used by default as function 

arguments or class fields) and context bounds (like T : Ordering in Fig. 7) 

Scala provides much more powerful mechanism of generic programming than C# or 

Java. Fig. 7 illustrates the examples of sorting and observer pattern. 

Context bounds provide simple syntax for single-parameter constraints: the sugared 

(s-s) version of Sort[T] algorithm is translated into (s-u) one by 

desugaring. Retroactive modeling is supported since one can define new Order-

ing[] object and use it for sorting. And one does not need to provide two ver-

sions of the sort algorithm as for C# language (q.v. Fig. 1): Sort[] with one 

argument would use default ordering due to implicit keyword. Observ-

erPattern[S, O] looks rather similar to corresponding JavaGI interface 

(Fig. 6). There is no syntactic sugar for multi-parameters traits, so the notation of 

genericUpdate[S, O] cannot be shortened. 

In respect to the constraints-compatibility problem discussed in Sec. 2-3 Scala’s 

“concept pattern” reveals the same drawback as C#. Generic types take “concept 

objects” as constructor parameters. In such a way TreeSet[A] [17] implicitly 

takes Ordering[A] object, therefore, for instance, the result of intersection 

operation would depend on an order of arguments if they use different ordering. 

4. Design of Concepts for C# Language 

4.1 Interfaces and Concepts 

It seems that a new language construct for generic programming should be intro-

duced into such object-oriented languages as C# or Java. If we extend interfaces 

preserving their object- oriented essence [14], a generic programming mechanism 

becomes better but still not good enough, since such problems as retroactive model-

ing or constraints-compatibility remain. If we make interfaces considerably better 
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for generic programming purposes [10], they lose their object-oriented essence and 

can no longer be used as types. 

We advocate the assertion that both features have to be provided in an object-

oriented language: 

1. Object-oriented interfaces which are used as types. 

2. Some new construct which is used to constrain generic type parameters. 

C++ like concepts are proposed to serve this goal. 
 

Construct of extended language Construct of base language 

Concept Abstract class 

Concept parameter Type parameter 

Associated type Type parameter 

Concept refinement Subtyping 

Associated value Property (only read) 

Nested concept requirement Type parameter 

Concept requirement in generic code Type parameter 

Model Class 

Fig. 8. Translation of C# extension with concepts 

4.2 C# with Concepts: Design and Translation 

In this section we present a sketch of C# concepts design. Concept mechanism in-

troduces the following constructs into the programming language: 

1. Concept. Concepts describe a named set of requirements (or constraints) 

on one or more types called concept parameters. 

2. Model. Models determine the manner in which specific types satisfy con-

cept. Models are external for types; they can be defined later than types. It means 

that a type can retroactively model a concept if it semantically conforms to this con-

cept. Types may have several models for the same concept. In some cases a default 

model can be implicitly generated by a compiler. 

3. Constraints are used in generic code to describe requirements on generic 

type parameters. 

Concepts support the following kinds of constraints: 

• associated types and associated values; 

• function signatures (may have default implementation); 

• nested concept requirements (for concept parameters and associated types); 

• same-type constraints; 

• subtype and supertype constraints; 

• aliases for types and nested concept requirements. 

The main distinction of C# concepts proposed in comparison with other concepts 

designs (C++ , G [16]) is the support of subtype constraints and anonymous models 
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(like anonymous classes). Concept-based mechanism of constraining generic type 

parameters surpasses the abilities of interface-based one. At the same time interfaces 

can be used as usual without any restrictions. 

Concepts can be implemented in existing compilers via the translation to standard 

C#. Fig. 8 presents correspondence between main constructs of extended and stand-

ard C# languages. To preserve maximum information about the source code seman-

tics, some additional metainformation has to be included into translated code. In 

particular, one needs to distinguish generic type parameters in the resultant code as 

far as they may represent concept parameters, associated types or nested concept 

requirements. To resolve such ambiguities we propose using attributes. 

The method of translation suggested is strongly determined by the properties of 

.NET Framework. Due to preserving type information and attributes in a .NET byte 

code, translated code can be unambiguously recognized as a result of code- with-

concepts translation. Moreover, it can be restored into its source form, what means 

that modularity could be provided: having the binary module with definitions in 

extended language one can add it to the project (in extended language either) and 

use in an ordinary way. 

Fig. 9 illustrates several concept definitions (in the left column) and their translation 

to standard C# (in the right column). Basic syntax of concepts is shown: concept 

declarations (start with keyword concept), signature constraints, signature con-

straints with default implementation (NotEqual in CEquatible[T]), 
refinement (concept CComparable[T] refines CEquatible[T], i.e. it 

includes all requirements of refined concept and adds some new ones), associated 

types (Data in CTransferFunction[TF]), multi-type concept COb-

serverPattern[O, S], nested concept requirements (CSemilat-

tice[Data] in CtransferFun-ction[TF]). 
 

concept CEquatible[T] 

{ // function signature (FS) 

 bool Equal(T x, T y); 

  // FS with default implementation 

  bool NotEqual(T x, T y) 

  { return !Equal(x, y); } 

} 

// refining concept 

concept CComparable[T] 

  refines CEquatible[T] 

{ 

  int Compare(T x, T y); 

  // overrides Equal from refined 

  // concept CEquatible[T] 

  override bool Equal(T x, T y) 

  { ... } 

} 

concept CTransferFunction[TF] 

{ 

  type Data; // associated type 

  // nested concept requirement 

[Concept] abstract class 

CEquatible<[IsConceptParam]T> 

{ 

  public abstract bool Equal(T x, T y); 

  public virtual bool NotEqual(T x, T y) 

  { return !this.Equal(x, y); } 

} 

[Concept] abstract class CComparable< 

  [IsConceptParam]T> : CEquatible<T> 

{ 

  public abstract int Compare(T x, T y); 

  public override bool Equal(T x, T y) 

  { ... } 

} 

[Concept] abstract class 

CTransferFunction< 

  [IsConceptParam]TF, [IsAssocType]Data, 

  [IsNestedConceptReq]CSemilattice_Data> 

where CSemilattice_Data 

  : CSemilattice<Data>, new() 

{ 
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  require CSemilattice[Data]; 

  Data Apply(TF trFun, Data d); 

  TF Compose(TF trFun1, TF trFun2); 

} 

 

concept CObserverPattern[O, S] 

{ 

  void UpdateSubject( 

    O obs, S subj); 

  ICollection<O> GetObservers( 

    S subj); 

  void RegisterObserver( 

    S subj, O obs) 

  { GetObservers(subj).Add(obs); } 

  void NotifyObservers(S subj) 

  { ... } 

} 

  public abstract Data Apply( 

    TF trFun, Data d); 

  public abstract TF Compose( 

    TF trFun1, TF trFun2); 

} 

[Concept] abstract class CObserverPattern< 

  [IsConceptParam]O, [IsConceptParam]S> 

{ 

  public abstract void UpdateSubject( 

    O obs, S subj); 

  public abstract ICollection<O> 

    GetObservers(S subj); 

  public virtual void RegisterObserver( 

    S subj, O obs) 

  { GetObservers(subj).Add(obs); } 

  public virtual void NotifyObservers( 

    S subj) { ... } 

Fig. 9. Concept examples and their translation to basic C# 

Concepts are translated to generic classes. Function signatures are translated to ab-

stract or virtual (if implementation is provided) class methods. Concept parameters 

and associated types are represented by type parameters (marked with attributes) of 

a generic abstract class as well as nested concept requirements. For instance, 

CSemilattice_Data type parameter of CTransferFunction<> 

denotes Csemilattice[Data] concept requirement because this parame-

ter is attributed with [IsNestedConceptReq], corresponding subtype 

constraint being in a where-clause. 

 

static void Sort<T>(T[] values) 

  where CComparable[T] 

{ ... } 

 

 

 

class BinarySearchTree<T> 

  // concept requirement with alias 

  where CComparable[T] using cCmp 

{ 

  private BinTreeNode<T> root; 

  ... 

  private bool AddAux( 

    T x, ref BinTreeNode<T> root) 

  { 

    ... 

    // refer. to concept by alias 

    if (cCmp.Equal(x, root.data)) 

      return false; 

    ... 

} 

[GenericFun] static void Sort< 

  [IsGenericParam]T, 

  [IsRequireConceptParam]CComparable_T> 

(T[] values) where CComparable_T 

  : CComparable<T>, new() { ... } 

 

[GenericClass] 

[ConceptAlias("CComparable_T", "cCmp")] 

class BinarySearchTree<[IsGenericParam]T, 

[IsRequireConceptParam]CComparable_T> 

  where CComparable_T : CComparable<T>, 

        new() 

{ private BinTreeNode<T> root; 

  ... 

  private bool AddAux( 

    T x, ref BinTreeNode<T> root) 

  { ... 

    CComparable_T cCmp = ConceptSingleton 

      <CComparable_T>.Instance; 

    if (cCmp.Equal(x, root.data)) 

      return false; 

    ... 

} 

Fig. 10. Generic code and its translation to basic C# 

// class for rational number 

// with properties 

// Num for numenator and Denom 

class Rational { ... } 

[ExplicitModel] class 

Ccomparable_Rational_Def : CComparable 
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// for denominator 

class Rational { ... } 

model CComparable[Rational] 

{ 

  bool Equal( 

      Rational x, Rational y) 

  { return (x.Num == y.Num) 

      && (x.Denom == y.Denom); } 

  int Compare(Rational x, 

      Rational y) { ... } 

} 

... 

    BST<Rational> rations  // * 

        = new BST<Rational>(); 

    <Rational> 

{ 

  public override bool Equal( 

      Rational x, Rational y) 

  { return (x.Num == y.Num) 

      && (x.Denom == y.Denom); } 

  public override int Compare( 

      Rational x, Rational y){ ... } 

} 

... 

  BST<Rational, CComparable_Rational_Def> 

  rations   // * 

      = new BST<Rational, 

        CComparable_Rational_Def>(); 

* “BST” is used instead of “BinarySearchTree” for short. 

Fig. 11. Model CComparable[Rational] and its translation to basic C# 

Some examples of generic code with concept constraints are presented in the left 

column of Fig. 10. Concept requirements can be used with alias (as CCompara-

ble[T] in the class of binary search tree). Note that a singular definition of generic 

component is sufficient. Translated generic code (in the right column) demonstrates 

significant property of translation: concept requirements are translated into extra 

type parameters instead of extra method and constructor parameters (as it is in Scala 

and G [16]). Therefore, constraints-compatibility can be checked at compile time, 

methods and objects being saved from unnecessary arguments and fields. 

Fig. 11 presents the model of concept CComparable[] for class Ration-

al of rational number. It is translated to derived class CCompara-

ble_Rational_Def of Ccomparable<Rational> and then used 

as the second type argument of generic instance BST<,>. Fig. 12 demonstrates 

using of anonymous model to find a number with a numerator equal to 5. 
 

static bool Contains<T>(T x, IEnumerable<T> values) 

    where CEquatible[T] { ... } 

static void TestContains 

{ 

    Rational[] nums = ...; 

    var hasNumer5 = Contains[model CEquatible[Rational] { 

        bool Equal(Rational x, Rational y) { return x.Num == y.Num; } 

    }](new Rational(5), nums); 

} 

Fig. 12. Anonymous model example 

5. Conclusion and Future Work 

Many problems of C # and Java generics seem to be well understood now. Investi-

gating generics and several approaches to revising OO interfaces, we faced with 

some pitfalls of these solutions which were not considered yet. 
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1. Recursive constraints used to solve the binary method problem appear to 

be rather complex and often do not correspond a semantics assumed by a program-

mer. 

2. The “concept pattern” breaks constraints-compatibility. 

3. Using interfaces both as types and constraints on generic type parameters 

leads to awkward programs with low understandability. 

To solve problems considered we proposed to extend C# language with the new 

language construct — concepts. Keeping interfaces untouched, concept mechanism 

provides much better support of the features crucial for generic programming [1]. 

The support of these features in C# with concepts extension and its comparison with 

some other generic mechanisms are presented in Fig. 13. The design of C# concepts 

is rather similar to C++ concepts designs, but it supports subtype and supertype con-

straints. 

We also suggested a novel way of concepts translation: in contrast to 

G concepts [16] and Scala “concept pattern” [9], C# concept requirements are trans-

lated to type parameters instead of object parameters; this lowers the run-time ex-

penses on passing extra objects to methods and classes. 

Feature G C++ C#ext JGI Scala C#concept 

multi-type constraints + + ±1 + +2 + 

associated types + + + – + + 

same-type constraints + + + – + + 

subtype constraints – – + + + + 

retroactive modeling + + ±1 + +3 + 

multiple models + – ±1 – + + 

anonymous models – – – – +3 + 

concept-based overloading + + – – ±4 – 

constraints-compatibility + + – + – + 

“C#ext” means C# with associated types [1]  “C#concept” means C# with concepts. 
1 partially supported via “concept pattern”   2 supported via “concept pattern” 
3 supported via “concept pattern” and implicits   4 partially supported by prioritized overlapping implicits 

Fig. 13. Comparison of “concepts” designs 

Much further investigation is to be fulfilled. First of all, type safety of C# concepts 

has to be formally proved. The design of concepts proposed seems to be rather ex-

pressive, but it needs an approbation. So the next step is developing of the tool for 

compiling a code in C# with concepts. Currently we are working on formalization 

of translation from extended language into standard C#. 
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Аннотация. Как было показано в предыдущих исследованиях, по сравнению с 

классами типов Haskell и концептами C++ такие промышленные объектно-

ориентированные языки как C# и Java предоставляют намного менее вырази-

тельные механизмы обобщённого программирования на основе F-

ограниченного полиморфизма. В этой статье подробно рассматриваются ос-

новные подводные камни обобщений C#. Особое внимание уделяется недо-

статкам рекурсивных ограничений (F-ограничений), неоднозначной семантике 

интерфейсов, отсутствию языковой поддержки для ограничений на несколько 

типов и ретроактивной реализации интерфейсов, а также проблемам паттерна 

проектирования «Концепт», который широкой применяется не только в C#, но 

также и в языках Java и Scala. Для решения проблем обобщений C# предлага-

ется расширить язык концептами: концепты, как новая языковая конструкция, 

должны использоваться исключительно в роли ограничений на типовые пара-

метры обобщённого кода, в то время как интерфейсы используются в роли 

типов. В отличие от базовых концептов C++, концепты C# могут содержать 

ограничения подтипирования и надтипирования, допускают синонимы кон-

цепт-требований и возможность автоматической генерации моделей. Основ-

ным отличием предлагаемого дизайна является поддержка множественных 

моделей. Эта последняя возможность не поддерживается ни в концептах C++, 

ни в классах типов Haskell. В заключение очерчены основные принципы реа-

лизации концептов путём трансляции кода в базовый C#. Наиболее важной 

чертой этой трансляции является возможность восстановить исходный код на 

расширенном языке из скомпилированного модуля. 

Ключевые слова: generic programming; (C++) concepts; generics; C# language; concept 

pattern; recursive constraints; generic interfaces. 
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Abstract. Most computer programs are created in textual form. From high-level 

programming languages to CPU instructions both programmer and computer work with 

sequences of characters and words. Textual representation of the program combines 

centuries-old tradition of writing as the universal form of fixing human thoughts with ease of 

interpretation and analysis of text by computer. The sequential nature of text makes it suitable 

for description of instruction sequences and sequential algorithms. At the same time the text 

is inconvenient for clear representation of parallel programs. In such programs it is important 

to depict instructions that can be executed concurrently. In this case the graphical (visual) 

representation is more suitable. 

In this paper we present the visual approach to parallel programming provided by Graph-

Symbolic Programming Technology. This technology uses text to represent small sequential 

subprograms (mathematical expressions or small methods). Visual representation in graph 

form is used to depict program logic and concurrency. The basics of this technology are 

considered as well as advantages and disadvantages of visual parallel programming. 

Synchronization primitives used in Graph-Symbolic Programming Technology and their 

visual form are described. The method is proposed for compact and clear representation of 

multiple similar parallel processes. 

The technology is being implemented as a PaaS cloud service that provides the tools for 

creation, validation and execution of parallel programs on cluster systems. The current state 

of this work is also presented. We argue that visual programming and cloud technologies 

provide the capability of shared development of programs and algorithms that text 

programming lacks. The visual programming in such implementation gains the features of the 

visual modeling. 
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1.  Introduction 

Text is traditionally used for describing computer programs. While programs are 

sequential, it is convenient to express them as text, because the nature of text is 

sequential. A sequence of letters comprises a word. A sequence of words comprises 

a sentence. A sequence of sentences forms a text. An order of letters in a word, an 

order of words in a sentence and an order of sentences in a text are very important. 

Changing any of them can substantially change the text, especially when this text 

describes some computer program. 

On the other hand, when a program is parallel, its text representation becomes 

inconvenient. In parallel program you want to see which parts of a program can run 

concurrently and sequential text form can not show it. You have to imagine 

interdependencies between different program parts and guess possible combinations 

of their concurrent execution. When the program is large you have to scroll it up 

and down to see the parts which actually can run concurrently. 

This is where a graphical representation can help. A graphical or visual form is 

usually bidirectional, so you can easily distinguish sequential and parallel parts of a 

program. Another important factor is that visual representation is more suitable for 

human comprehension then a text. When you want to explain something you often 

get a piece of paper and begin to draw a scheme. The drawing is usually more 

explanative than a text, it is more compact and is easier to remember. 

There is also a substantial disadvantage in using graphics for parallel programs 

representation. A parallel program often consists of hundreds or thousands of 

threads or processes and the actual number of them is may be unknown prior to 

program’s execution. Moreover, the number of threads can vary during execution. 

When you write such a program in the text, it can be very compact. The clarity still 

suffers but due to the compactness it is quite easy to imagine the threads structure. 

Trying to depict such program graphically leads to more complex representation of 

it. As you can not display thousands of threads on one picture, you have to replace 

them with some abstract graphics structure. The clarity suffers as well as in the case 

of the text. So instead of the intuitively clear picture you get some abstraction which 

is less compact than text and whose usability depends on the chosen abstract form. 

There are many ways the visual means are used in programming. Most of them are 

auxiliary to the "traditional" text programming as they help to perform some 

particular tasks like building class diagrams, dependency graphs or trace logs. 

Natural visual programming is provided by visual programming languages. Most of 

them represent a program as a graph which consists of nodes connected to each 

other by some links (directed or undirected). Depending on the meaning of nodes 

and links there are many different approaches to represent a program which can be 

split into several sets: 

 UML diagrams [1] 

 Domain-specific Visual Languages 

 Petri Nets 
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 Finite-state and Automata-based Programming [2] 

 Data Flow Diagrams 

 Control Flow Diagrams 

In this paper we describe the present results of the work carried out during several 

years in Samara State Aerospace University (SSAU) in developing methods and 

tools for visual parallel programming. We use as a basis the visual programming 

technology for sequential programming, which is called Graph-Symbolic 

Programming Technology (GSP-technology) also developed in SSAU [3]. We have 

extended this technology to describe parallel programs and have evolved it through 

several desktop versions to development environment working with computing 

cluster. Today we are working on migrating this technology to the cloud and 

making PaaS service for visual parallel programming. The results of our work have 

been used as methods and tools of parallel programming in the education process in 

SSAU and in research activity in the area of numerical analysis. 

2. The Basics of Graph-Symbolic Programming Technology 

GSP-technology represents the program as a graph. The nodes of this graph are little 

programs (modules), which perform simple operations on variables of project 

domain. The set of variables form a data dictionary. 

The nodes are connected with links. The links show the flow of control between the 

nodes. Every link is provided with the predicate – a logic condition, which permits 

or denies the flow of control by this link. This condition is a logical function, 

defined on variables from the data dictionary. 

There are situations, when several links going from one node have a true predicate. 

To resolve this issue, each link has a priority. The link with the highest priority 

defines the flow of control.  

A graph may contain another graph as a node – so, the program is a graph hierarchy. 

Fig. 1 shows an example graph that solves quadratic equations. 

The benefits of GSP are:  

 Clear and compact representation of the control flow in a program. 

 Elimination of many programming errors as graphic representation is very 

simple for a human and helps to see many logic errors and inconsistencies. 

 Simplicity of the program modification. 

 Automatic data flow between the nodes. A programmer is protected from 

making an error on this stage.  

 The program structure is stored into a database. It helps to perform many 

automatic tasks, such as graph structure verification, measuring of graph 

complexity, automatic control of graph hierarchy consistency, automatic 

testing and convenient debugging of programs, automatic creating of 

program documentation. 
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Fig. 1. Graph of a program for solving quadratic equations 

Being sequential by default, the GSP-technology was further developed for creating 

parallel programs. GSP graphic representation of programs helps to solve main 

parallel programming problems: 

 Program's visualization. 

 Complexity of the interprocess synchronization.  

Many tasks have explicit parallelism. The trivial example is determination of real 

roots of a quadratic equation. GSP graphic representation is very suitable for such 

tasks. You can simply draw two (or several) parallel branches instead of thinking 

how to put in order different tasks and how to represent them in a convenient 

manner.  

The graphic language of GSP-technology is expanded with two types of links: 

 The parallel link (a link that shows the beginning of a parallel branch) is 

labeled with the circle in the beginning. 

 The terminating link (a link which determines the end of a parallel branch) 

is labeled with inclined segment. 

The program is divided into several processes, which can be performed in parallel. 

Each process is represented as a separate branch - a set of nodes interconnected with 

ordinary links and executed sequentially. The number of branches is unlimited. It is 

forbidden to connect two nodes from different branches.  

All branches operate on the same set of data defined in data dictionary. Sometimes, 

for the purposes of performance optimization and convenience, it is necessary to 

define local copies of the same data for each parallel branch. It is accomplished by 

setting the flag "local" for the corresponding variable in data dictionary. The 

variables with "local" flag set are created in each process separately during 

execution. 
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Synchronization is accomplished with a semaphore technique. A special 

“synchronization graph” is constructed together with the main program graph. The 

nodes remain unchanged while the links represent nodes interdependences. A link, 

drawn from Node1 to Node2, means, that Node2’s execution depends on Node1’s 

state. Transmitting of Nodes’ state is made by means of messages.  

Lc = [Ck
i0,j0, Ck

i1,j1, … Ck
im,jr] is a Message list, where Ck

i,j is a message with the 
number k, sent to Nodei from Nodej. 

If Lc contains Ci,j, then Nodei informs Nodej about the finish of its execution.  

Every node checks messages addressed to it, before execution. A special semaphore 

predicate is evaluated on these messages. In accordance with the previous example:  

Rj = f(Ck
i0,j, Ck

i1,j, …, Ck
im,j) is a semaphore predicate of Nodej. Rj is a logical 

function. If Rj = TRUE, then Nodej starts execution, in other case it waits for the 
truth of Rj. 

If all data in a program are independent and there is no need to synchronize parallel 

branches, the synchronization graph becomes unnecessary and is not built. When it 

is necessary to synchronize some parts of parallel branches, the user draws 

synchronization links between the corresponding nodes depicting the sources and 

targets of synchronization messages. The rest of synchronization graph is implicit 

and is built automatically.  

The process of parallel program development in GSP-technology includes the 

following steps: 

 Data dictionary setup – determining types and variables, needed to solve a 

problem. 

 Modules generation. Modules are written in one of the programming 

languages (C++ is now supported). They are executed sequentially. 

 Drawing the program graph. 

 Predicates generation. Predicates are written as boolean functions in the 

same programming language as modules. 

 Drawing the synchronization graph if necessary. 

 Semaphore predicates generation for the nodes being synchronized. 

 Program compiling and building an executable file. 

Fig. 2 shows an example of the graph of the parallel program. 

The programming environment of GSP-technology comprises the visual editor for 

drawing of graphs and defining data and modules, the graph compiler for generating 

C-source files from graphs and the C-compiler for generating of executable file. 

Execution environment of GSP-technology uses Message Passing Interface (MPI) 

for parallel programs execution. Programs generated with GSP-technology can 

work on clusters and other systems with MPI support. 

Each parallel branch is presented with dedicated MPI process.  
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Fig. 2. Graph of a parralel program for global optimizaion 

To emulate shared memory model in MPI environment, a special memory manager 

is developed. It allocates memory for data dictionary, initializes program’s 

variables, transmits data to and from the processes and frees unused memory. 

Memory manager is executed in dedicated MPI process. It is a program that 

receives data requests from different processes and reads/writes data to or from the 

memory. Memory manager eliminates memory conflicts between processes. 

The parallel program can contain many processes. When there are hundreds or 

thousands of processes it is inconvenient or just impossible to draw such number of 

parallel branches on the graph. For such cases GSP-technology uses a special kind 

of graph nodes called "multitop".  

Multitop is represented as one node on the graph and has three parameters 

associated with it: the module or graph being executed with many processes, the 

number of parallel processes (branches) represented by the multitop, and the name 

of the variable which holds the sequence number of each process generated by the 

multitop. The variable is used within the multitop’s module or graph to define its 

actual function in the same manner as the process rank is used in MPI.  

Fig. 3 shows an example of the graph which uses multitops to describe the program 

similar to that on the Fig. 2 running on 500 processes. 
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Fig. 3. Graph of a parralel program for global optimizaion with multitops 

Large number of processes in parallel program is usually used to perform some 

similar tasks on different independent data without synchronization between the 

processes. Representation of such tasks as a  multitop seems to be a tradeoff 

between the clarity and the compactness. 

3. Present state and future development 

For a long time the graph editor in GSP-technology was a desktop application. It 

comprised graph compiler as a component and was dependent on external C-

compiler and database management system (DBMS). This had led to the difficulties 

in deployment of the system. To install the system in some new location (for 

example in laboratory classes) one should install the graph editor, then install and 

properly configure an external C-compiler and DBMS. Using a cluster as a target 

system for the programs built in GSP-technology requested the direct access to the 

cluster through the SSH protocol. 

To make the use of the GSP-technology easier the web-version of the graph editor 

was developed. The web-server and DBMS were installed together on the same host 

and provided remote access to the editor. The editor worked with the database 

locally and had an SSH connection to the cluster. The main disadvantage of such a 

system is that the web-interface applies some restrictions to the editor making it less 

convenient for the users than a desktop application. 

Cloud computing has made it possible to combine the rich interface capabilities of 

desktop graph editor with the centralized management of the hole system for many 

users. We are working on the development of the Platform as a Service (PaaS) 

system which will provide visual parallel programming with GSP-technology. PaaS 

system comprises one virtual machine which hosts the web-server and database and 
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has an SSH connection to the cluster. Many virtual machines can also be run in the 

same cloud environment each hosting the desktop version of the graph editor. As 

the database is the same for the web-based and desktop graph editors, it is possible 

to work on the same project for the team of developers using both versions of 

editors concurrently. 

Some additions have been made to the desktop version of the system. The 

registration and subsequent authorization of the users running the desktop version 

was added. During the logon process the user can see the status of other users 

(online/offline or working with the same project as the current user). All changes 

made by the user during the session are logged to the database. It is necessary for 

producing the snapshots - the states of the project development process when some 

valuable results are achieved, for example, for saving the intermediate working 

versions of the algorithm which is under development. Another goal of user activity 

logging is to track the changes made by different users and by the same user in 

different versions of the system. With logging it is much easier to remember what 

exactly you have changed while working with the project from the other place (for 

example, from home) or to understand (and also to explain) the changes made to the 

graphic model of the program by some other person. 

Visual programming can benefit from cloud computing as it provides the capability 

of shared development that text programming lacks. With text programming the 

basic tool of team software development is version control system. The concurrent 

editing of the same file with source code is practically useless. The basic approach 

is the division of project to smaller tasks, assigning them to different developers and 

combining results with version control system. With visual programming tool 

running in the cloud it becomes possible to work on the same graph concurrently. 

Such shared work is meaningful and can be convenient due to the compactness of 

visual representation. Editing the same graph concurrently you can easier develop 

the proper solution of a problem or find the error in a program faster. The visual 

editing process is similar to the process of discussing something, while graphically 

illustrating the main ideas being discussed. The visual programming in such 

implementation gains the features of the visual modeling. 

The main issues to resolve in PaaS visual programming service being developed are 

the following: concurrent work of several users with one project, versioning, 

compiling and running parallel programs from the desktop virtual machines on the 

cluster, optimization of the communication between the system and the cluster. 

There are also many tasks in the development of the GSP-technology: dynamic 

processes creation in MPI programs generated by GSP-technology, direct local data 

exchange between the parallel branches, creation of graph compilers for other 

parallel programming technologies like OpenMP and CUDA, making interfaces 

with other programming languages, technologies and libraries in order to leverage 

code reuse. 
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Аннотация. Большинство программ создается в текстовом виде. От языков 

высокого уровня для машинных инструкций программист и компьютер имеют 

дело с последовательностями символов и слов. Текстовая форма 

представления программы сочетает в себе многовековые традиции 

письменности как универсального способа фиксации человеческих мыслей с 

удобством интерпретации и автоматического анализа текста вычислительным 

устройством. Последовательная природа текста делает естественным его 

применение для описания последовательностей инструкций и 

последовательных алгоритмов. С другой стороны, она препятствует 

наглядному описанию параллельных программ, когда важно показать не 

последовательные, а одновременно исполняющиеся инструкции. Для этих 

целей более удобны графические (визуальные) средства. 

В работе представлен визуальный подход к параллельному 

программированию, реализованный в технологии графо-символического 

программирования. Технология использует текст для описания небольших 

последовательных фрагментов программы (математических выражений и 
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простых подпрограмм). Для наглядного изображения логики программы и для 

описания параллелизма применяется визуальное представление в виде графа. 

В статье рассмотрены основы технологии графо-символического 

программирования, а также преимущества и недостатки визуального 

параллельного программирования. Приведено описание механизмов 

синхронизации, используемых в рассматриваемой технологии, а также 

визуального представления этих механизмов. Предложен способ наглядного 

изображения большого количества однотипных процессов параллельной 

программы. 

Описано текущее состояние работ по реализации технологии графо-

символического программирования в виде облачного PaaS-сервиса, 

предоставляющего средства для создания, анализа и выполнения 

параллельных программ для кластерных систем. Показано, что облачные 

технологии в сочетании с визуальным программированием делают 

возможным принципиально новый подход к коллективной разработке не 

только программ, но и алгоритмов, недоступный в традиционном текстовом 

программировании. Визуальное программирование при этом приобретает 

свойства визуального моделирования. 
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Abstract. Requirements and code, in conventional software engineering wisdom, belong to 

entirely different worlds. The usual view in software engineering considers requirements 

documents and source code as different artifacts, under the responsibility of different people. 

This approach, however, introduces communication overhead, and raises the question of how 

to keep the various artifacts consistent when either of them needs to change. A change 

introduced to any of the mentioned artifacts needs to be synchronized with the others. At 

some point the control is inevitably lost: for example, a critical bug is found during the 

software operation, and the software developers dig into the fixing process directly, because 

there is no time to wait until the requirements analysts and system architects update their 

documents to let the developers actually fix the problem. Is it possible to unify the two 

worlds? A unified framework could help make software easier to change and reuse. To 

explore the feasibility of such an approach, the case study reported here takes a classic 

example from the requirements engineering literature and describes it using a programming 

language framework to express both domain and machine properties. The paper describes the 

solution, discusses its benefits and limitations, and assesses its scalability. 

Keywords: software engineering; requirements specifications; multirequirements; Eiffel 
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1. Introduction 

Nowadays the dominating view on the software engineering discipline includes an 

implicit assumption that engineering the requirements, designing the architecture 

and implementing the code are all separate activities. “Separate” means that an 

engineer performs only one of them at the same time and produces different artifacts 

as the output. This implicit assumption is cultivated by the top software engineering 

schools who promote the idea explicitly enough to push it to the students’ 

subconscious level. 
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1.2 Problems with the Current Approach 

The usual view in software engineering considers requirements documents 

and source code as different artifacts, under the responsibility of different people. 

This approach, however, introduces communication overhead, and raises the 

question of how to keep the various artifacts consistent when either of them needs to 

change. A change introduced to any of the mentioned artifacts needs to be 

synchronized with the others. At some point the control is inevitably lost: for 

example, a critical bug is found during the software operation, and the software 

developers dig into the fixing process directly, because there is no time to wait until 

the requirements analysts and system architects update their documents to let the 

developers actually fix the problem. The problem is partially solved with 

complicated configuration management, which is expensive and difficult to 

maintain, and may serve as a source of evil as well: there are so called ”technical 

commits”. Only senior developers are allowed to make them, and the basic idea is 

that such commits do not have to be linked to some task, bug or user story (if the 

team practices Agile). Quite often the technical commits contain basically whole 

new features or big chunks of code not linked to any document. 

Why should we try to minimize gaps between requirements and code? At the very 

least because successful software evolves. The customers want more features, they 

want to improve existing features, and they want to know how much money it will 

cost and how much time it will take. If it is possible to relate the ideas to the 

artifacts, then by comparing complexity of some new idea with an existing one, 

already implemented, it will be possible to estimate the resources required for 

implementing the new idea. 

The list of the problems discussed above does not pretend to be exhaustive of 

course, but it should be sufficient to start thinking about changing the overall 

approach. 

1.2 Existing Solutions 

Typically the problems from Section 1.1 are resolved by carefully choosing 

appropriate notations for every development life cycle phase. The selection criteria 

include possibility of establishing traceability links between different notations. 

Each phase requires the output of the previous phase on its input and on its output 

produces the input for the next phase. In [2], authors give an example of applying 

this approach. This work also contains an overview of the most popular notations 

used in formal software development. For instance, the software development case 

described in work [2] uses natural language for requirements document, RSML [7] 

for specification document, Event-B [1] for developing software formal model, 

formalizing the requirements and formally verifying the model against the 

requirements. Finally, EventB2Java [8] generates executable Java source code 

equipped with JML specs from a model expressed in Event-B. For moving from the 

requirements document to the specification document the Problem Frames 
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Approach [5] is applied. The latter method produces a problem frames model on the 

output. 

Needless to say, such approach requires people with very rich set of skills: for 

example, to produce a specification document expressed in RSML, the responsible 

person also has to understand the Problem Frames Approach. In a similar fashion 

the person responsible for modeling in Event-B also has to be proficient with 

RSML, and so on. 

As a software engineer we should not forget why there is a huge gap between 

requirements and code at all. The fundamental reason is in limited expressive power 

of programming languages compared to expressive power of any natural language. 

That is why there are many ”intermediate” notations serving for smooth transition 

from natural language requirements to source code; that is why the coding phase 

and the requirements engineering phase typically have tiny overlaps in time, and 

there are other software development life cycle phases between them. If it was 

possible to express any executable requirement using a subset of some programming 

language, then the problem would disappear. 

1.3 Unified View on Software: The Hypothesis 

It is possible to design such a software development process that: 

1. By specifying the requirements the analyst at the same time will 

also design the solution 

2. The resulting document may be linked in an intuitive way to an 

algorithmic implementation 

3. The resulting implementation will be formally provable against 

the requirements specification 

4. Small change in the requirements specification will cause 

proportionally small change in the design and the 

implementation 

Parts 1, 2 and 3 promote consistency between the requirements, 

design and implementation; part 4 promotes predictability of resources 

estimations. 

1.4 How to Test the Hypothesis 

The following process seems to be feasible for testing adequacy of the 

stated hypothesis: 

1. Propose a candidate process 

2. Select some real projects which are presumably prone to the 

problems stated in section 1.1 

3. Apply the proposed process to the selected projects and see how 

it goes 
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In [11] Meyer sketched such a process based on using object 

orientation for representing the relationships between the conceptual 

objects mentioned in the requirements document. The basic idea was 

to have an object-oriented code along with the natural language 

description of a requirements item. Each code fragment in its turn may 

be represented graphically as a BON diagram [15]. 

The main problem with [11] was the example used for the 

demonstration purposes: it was self-referential. That is, it contains 

“requirements for the requirements”. 

Nevertheless, it demonstrates that object orientation contributes to 

understanding the relationships between the objects. However, 

requirements (in their general form) are beyond this: to specify 

requirements, as described by Jackson and Zave in [6], is also to specify 

all allowed sequences of events associated with a given problem area. 

The present work provides an example of how one could combine 

approaches from [11] and [6] by adding fully-fledged contracts, both in 

their classical and model-based semantics, to the requirements 

specification notation. More precisely, it contains every requirements 

item from the Zoo Turnstile example discussed in [6] represented using the 

model-based [13] contracts-equipped [10] object-oriented [9] notation 

(Eiffel). 

2. Theoretical and Technical Background 

2.1 Design By Contract 

A comprehensive description of Design By Contract is given in [10]. 

Design By Contract integrates Hoare-style assertions [3] within object-

oriented programs [9]. This concept assumes that each class feature 

(member), is equipped with its pre- and postcondition, which are 

predicates on the class. The postcondition has to hold whenever the 

precondition held and the feature finished its computation before the next 

feature is invoked. The class itself is equipped with an invariant 

expression which holds in all states of the corresponding instantiated 

objects. 

2.2 Model-Based Contracts 

If classical contracts are for constraining the data actually held by run-

time objects, model-based contracts are ”meta” contracts for constraining 

the objects as mathematical entities (sets, sequences, bags, relations etc.), 

and the corresponding mathematical representations are not actually 

instantiated at run-time as parts of the objects. Model-Based Contracts 

are needed when it is not possible to capture all the nuances by means 
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of classical contracts. Some examples of such situations and a 

comprehensive description of the concept is given in the PhD thesis [13]. 

2.3 AutoProof 

Object-oriented classes constrained with contracts (both classical and 

model-based) may be formally verified using an automation called 

AutoProof [14]. AutoProof traverses over the class features and proves 

formally that the precondition conjuncted with the class invariant 

ensures the postcondition together with the class invariant after the 

feature application. If all the class features are verified, then the class is 

considered verified. 

3. Unifying the Two Worlds: an Example 

This section shows the approach at work. It takes the example 

introduced by Jackson and Zave in [6] in 1995 and specifies the example 

using Eiffel programming language [16] as a formal notation. Originally 

this example was used to demonstrate the process of deriving specifications 

from requirements, and the unified approach captures all the nuances of 

this process. 

3.1 Example Overview 

The authors of [6] start with giving the overall context: ”...Our small 

example concerns the control of a turnstile at the entry to a zoo. The turnstile 

consists of a rotating barrier and a coin slot, and is fitted with an electrical 

interface...” This small paragraph describes mostly relationships between the 

conceptual objects and thus may be expressed in the style of work [11]: 

d e f e r r e d  c l a s s ZOO 

featu re 

t u r n s t i l e : TURNSTILE 

end 
 

d e f e r r e d  c l a s s TURNSTILE 

featu re 

c o i n s l o t : COINSLOT 

b a r r i e r : BARRIER 

i nva ri ant 

c o i n s l o t . t u r n s t i l e = Current 

b a r r i e r . t u r n s t i l e = Current 

end 
 

d e f e r r e d  c l a s s COINSLOT 

featu re 
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t u r n s t i l e : TURNSTILE 

i nva ri ant 

t u r n s t i l e . c o i n s l o t = Current 

end 
 

d e f e r r e d  c l a s s BARRIER 

featu re 

t u r n s t i l e : TURNSTILE 

i nva ri ant 

t u r n s t i l e . b a r r i e r = Current 

end 

Fig. 1: Expressing the context formally 

 

Translating this code (fig. 1) back to English using the object-oriented 

semantics results in almost the same initial description: ”A ZOO has a 

TURNSTILE turnstile; a TURNSTILE has a COINSLOT coinslot and a 

BARRIER barrier so that coinslot has Current TURNSTILE as turnstile 

and barrier has Current TURNSTILE as turnstile...” COINSLOT and 

BARRIER hold references to the TURNSTILE instances in order to 

capture the ”electrical interface” phenomena: the word ”interface” means 

something over which the parties are able to communicate with each 

other; communicating means sending messages to each other, and to 

send message to someone in the object-oriented world is to take the 

corresponding instance and perform a qualified call. So at the very least 

the parties should hold references to each other to be able to 

communicate in two directions. 

3.2 The Designation Set 

After stating the problem context the authors of [6] describe a designation 

set. Each designation basically corresponds to a separate type of events 

observed in the problem area. The designations are provided in form of 

the predicates: 

 Push(e): In event e a visitor pushes the barrier to its intermediate 

position 

 Enter(e): In event e a visitor pushes the barrier fully home and so 

gains entry to the zoo 

 Coin(e): In event e a valid coin is inserted into the coin slot 

 Lock(e): In event e the turnstile receives a locking signal 

 Unlock(e): In event e the turnstile receives an unlocking signal 



Александр Наумчев. Бесшовная разработка программного обеспечения: применимость на примере. Труды ИСП 

РАН, том 27, вып. 3, 2015 г., с. 57-72 

63 

The representation of this designation set provided below (fig. 2) uses 

Eiffel features names as labels for the events types (entities introduced 

earlier are not repeated afterwards). The aforementioned natural 

language descriptions provide heuristics on which feature should be 

added to which class (the association is highlighted with bold). Not only 

different types of events, but also the history of the corresponding 

events, are designed using Eiffel features. For example, enters : 

MML_SEQUENCE [INTEGER_64] is a sequence of moments in time 

expressed in milliseconds when events of type enter took place. model 

annotation says that enters feature will be used for expressing the model-

based part of the contract (model-based contracts were introduced in 

section 2.2). MML_SEQUENCE is a class from the MML (Mathematical 

Modeling Library) and denotes mathematical sequence. MML was 

designed specially to express model-based contracts. Although it is 

possible to instantiate some simple objects from these classes (like a 

sequence containing one element), one cannot modify the instances. 

 

note 

model : e n t e r s deferred c l a s s ZOO  

feature 
e n t e r deferred ensure 

e n t e r s . b u t_l a s t ˜ old e n t e r s 
e n t e r s . l a s t > old e n t e r s . l a s t 

end 
e n t e r s : MML_SEQUENCE [ INTEGER_64 ] 

end 
note 

model : l o c k s, un l o c k s deferred c l a s s  

TURNSTILE feature 
l o c k deferred ensure 

l o c k s . b u t_l a s t ˜ old l o c k s 
l o c k s . l a s t > old l o c k s . l a s t 

end 
unl ock 
deferred 
ensure 

un l o c k s . b u t l a s t   ˜   old   un l o c k s 
un l o c k s . l a s t  >  old   un l o c k s . l a s t 

end 

l o c k s :  MML_SEQUENCE[ INTEGER_64 ]  

un l o c k s :  MML_SEQUENCE[ INTEGER_64 ] 
end 
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note 
model :   c o i n s 

deferred   c l a s s   COINSLOT 
feature    c o in deferred ensure 

c o i n s . b u t l a s t   ˜   old   c o i n s 
c o i n s . l a s t  >  old   c o i n s . l a s t 

end 
c o i n s :  MML_SEQUENCE[ INTEGER_64 ] 

end 
note 

model :   pushes deferred   c l a s s   BARRIER  

feature 
push deferred ensure 

pushes . b u t l a s t   ˜   old   pushes pushes . l a s t  >   
old   pushes . l a s t 

end 
pushes :  MML_SEQUENCE[ INTEGER_64 ] 

end 
Fig. 2: Specifying the designation set formally 

The deferred keyword is used to highlight that the events are only 

specified formally, without specifying the corresponding operational 

reactions of the software to the events. The ensure clause is used to specify 

what conditions should be satisfied after reacting on an event. These 

specifications are intuitively plausible: the events history should be 

complemented with the new event occurrence, and the time of the new 

event should be strictly bigger than the time of the previous event. 

3.3 Shared Phenomena 

The authors of [6] introduce the notion of shared phenomena that is, the 

phenomena visible to both the world and the machine (the notions of the 

world and the machine were introduced by Jackson in [4]). In the 

present approach this notion is covered by using the “has a” relationships 

between the ZOO and the TURNSTILE classes, accompanied with the 

model-based contracts. Namely, since a ZOO has a turnstile as its feature, 

it can see any phenomena hosted by the turnstile: locks, unlocks, coins, 

pushes. And since a TURNSTILE does not hold any references to a ZOO, it 

can not observe nor control the enter events modeled by ZOO . 

3.4 Specifying the System 

All the properties of the problem derived in [6] be they optative or  

indicative descriptions can be conceptually divided into the three main 

categories. 
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Properties which hold at any moment in time An example of such properties is 

the OPT1 requirement saying that entries should never exceed payments 

(the authors of [6] use OPT∗ for labeling properties expressed in an 

optative mood). Within the present approach this requirement can be 

expressed in the following way (fig. 3): 

deferred c l a s s ZOO 
feature 

e n t e r s : MML_SEQUENCE [ INTEGER_64 ] 

t u r n s t i l e : TURNSTILE 
invariant 

e n t e r s . count <= t u r n s t i l e . c o i n s l o t . c o i n s . count 

end 

Fig. 3: Entries should never exceed payments 

The ”something always holds” semantics fits perfectly into the semantics of 

Eiffel invariant: ”something holds in all states of the object”. 

Properties which hold depending on the type of the next event to occur The 

indicative property IND 2 saying that it is impossible to push the barrier 

if the turnstile is locked will serve as an example. Below ( f i g .  4 )  is 

the corresponding specification: 

deferred c l a s s BARRIER 
feature push require 

not t u r n s t i l e . un l o c k s . i s_e mpty 
not t u r n s t i l e . l o c k s . i s_e mpty implies 

t u r n s t i l e . un l o c k s . l a s t > t u r n s t i l e . l o c k s . l a s t 
deferred end 
pushes : MML_SEQUENCE [ INTEGER_64 ] 

end 

Fig. 4: It is impossible to use locked turnstile 

The initial description is divided into the two different claims: first, the 

turnstile should be unlocked at least once, and second, if the turnstile has 

ever been locked, the last unlock should have occurred later than the last 

lock. 

Real Time Properties The authors of [6] derive several timing constraints on 

the events. For example, the OPT 7 requirement says that the amount of 

time between the moment when the number of the barrier pushes 

becomes equal to the number of coins inserted and the moment when the 

turnstile is locked should be less than 760 milliseconds. It is possible to 

make this property finer grained.  First (fig. 5), if after the next push event 

the number of pushes becomes equal to the number of coins, then after 
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reacting on the push event the turnstile should be locked at some point 

before the next push event occurs. 

d e f e r r e d  c l a s s BARRIER 
feature 

t u r n s t i l e : TURNSTILE push 
deferred ensure 

( old t u r n s t i l e . un l o c k s . l a s t > old t u r n s t i l e . l o c k s . l a s t 
and 
pushes . count = t u r n s t i l e . c o i n s l o t . c o i n s . count ) 

implies t u r n s t i l e . l o c k s . l a s t > pushes . l a s t 
end 
pushes : MML_SEQUENCE [ INTEGER_64 ] 

end 

Fig. 5: The machine locks the turnstile timely 

 

Second (fig. 5), if the last lock event occurred later than the last push 

event, then the time distance between them is smaller than 760. 

d e f e r r e d  c l a s s TURNSTILE 
feature 

b a r r i e r : BARRIER 

l o c k s : MML_SEQUENCE [ INTEGER_64 ] un l o c k s : MML_SEQUENCE [ 
INTEGER_64 ] 

invariant 
l o c k s . l a s t > b a r r i e r . pushes . l a s t implies 

( l o c k s . l a s t − b a r r i e r . pushes . l a s t ) < 760 
end 

Fig. 5: The machine locks the turnstile timely 

 

3.5 Specifying the “Unspecifiable” 

One of the requirements mentioned in [6] was OPT 2 saying that the visitors 

who pay are not prevented from entering the Zoo. The authors give 

only informal statement of this requirement: 

∀ v , m, n • ((Enter #(v , m) ∧ Coin#(v , n) ∧ (m < n)) ⇒! The machine will 

not prevent another Enter event!
 

The antecedent of this implication should be read like ”number of entries is 

less than the number of coins inserted”. In the present specification system 

this requirement can be formalized easily (fig. 6). 
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deferred c l a s s ZOO 
feature 

e n t e r 
require 

e n t e r s . count < t u r n s t i l e . c o i n s l o t . c o i n s . count 

deferred end 
e n t e r s : MML_SEQUENCE [ INTEGER_64 ] 

end 

Fig. 6: The turnstile let people who pay enter 

It works because semantically the require clause specified above is the 

strongest precondition of the enter feature. That is, if some class inherits 

from ZOO and redefines the enter feature, it will be allowed to redefine 

the precondition by using only the require else clause that weakens the 

precondition by ”or”-ing it with the original one. And so, if the enters.count < 

turnstile.coinslot.coins.count condition is satisfied, the precondition of the 

enter feature will always be satisfied, thus allowing an enter event to occur. 

Not only this specification formalizes OPT 2 it also ensures satisfaction of 

OPT 1 (together with the ensure clause for the enter feature introduced 

earlier): indeed, if the number of enters is always strictly smaller than the 

number of coins inserted before any enter event occurrence, then after the 

event occurrence the number of entries will not exceed the number of coins 

inserted. 

In the process of research the author of the present work identified that  

the aforementioned reasoning about formalizing OPT 2 requirement is 

farfetched and is not scalable. For example, if Zoo management decides to 

install one more appliance for controlling Zoo entrance, and the 

corresponding requirements will enrich the precondition of the enter 

feature, the whole reasoning will be invalidated. The author found more 

scalable and intuitively plausible way to formalize this requirement in 

Eiffel. The corresponding formalism will be available in work [12]. 

4. Conclusion 

The specification method discussed in this work is suitable not only 

for formalizing statements which were also formalized in [6], but also for 

formalizing statements which cannot be formalized with the classical 

tools used in [6]. Not only the requirements specification items were 

expressed, but also the object-oriented blueprint was built ready to equip 

it with code actually doing something useful. Such implementation 

exists and is available here: https://github.com/anaumche/Zoo-

Turnstile-Multirequirements. 
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4.1 Pros & Cons 

It is necessary to evaluate the method against the characteristics of the 

hypothesis introduced in section 1.3: 

1. Simultaneity of specifying the requirements and building the 

design: indeed, all the code fragments corresponding to different 

specification items merged together will bring a complete design 

solution available at https://github.com/anaumche/Zoo-

Turnstile-Multirequirements (the classes ending with “  abstract”). 

2. Traceability between the specification and the implementation: 

the classes ending with “  concrete” located at the resource given in 

1 contain the implementation and are inherited from the 

specification classes 

3. Provability of the classes: this is the subject to further 

investigation 

4. Continuity of the solution: since Eiffel artifacts used in the 

formalizations of the requirements items correspond to their 

natural language counterparts directly, it is visible right away how 

a change in one representation will affect the second one 

4.2 Scalability 

A formal representation of a requirements item specified with Eiffel is as 

big as the scope of the item and its natural language description are, so 

the overall complexity of the final document should not depend on the 

size of the project. Anyway, this is something to test by applying the 

method to a bigger project. 

4.3 Future Work 

The next steps include: 

1. To formally prove that the specification is consistent. In particular 

to ensure that the features specifications preserve what is stated 

in the invariants; to ensure that the expressions stated in the 

invariants are consistent between each other: for example it should 

not be possible for P(x) and ¬P (x ) to hold at the same time 

2. To formally prove that the implementation actually satisfies the 

features specifications 

3. To extend BON notation [15] so that it would be capable of 

expressing model-based contracts 

4. To design machinery for translating model-based contract-

oriented requirements to their natural language counterpart so 

that the result would be recognizable by a human being. 
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5. To apply the method to a bigger project 

The AutoProof technology [14] may be utilized for automating the 

aforementioned proofs. AutoProof is already capable of proving that a 

feature implementation preserves its specification (the postcondition 

holds after the feature invocation assuming the precondition), and it 

should be empowered with the capabilities for working solely on the 

specifications level so that completing the goal 1 will be possible. 

As a result of implementing the aforementioned plans a powerful 

framework for expressing all possible views on the software under 

construction should emerge. 
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Бесшовная разработка программного 
обеспечения: применимость на примере 

 
Александр Наумчев <a.naumchev@innopolis.ru>,  

Университет Иннополис, 

 г. Иннополис, Российская Федерация 

Аннотация. В рамках традиционной программной инженерии требования и код 

развиваются в двух параллельных мирах. Обычная точка зрения на программную 

инженерию рассматривает требования и исходный код как разные артефакты, за 

которые несут ответственность разные люди. Этот подход, однако, влечет накладные 

расходы на коммуникацию и порождает проблему поддержания консистентности 

различных артефактов в случае необходимости внесения изменений в один из них. 

Изменение, внесенное в один из упомянутых артефактов, необходимо 

синхронизировать с остальными артефактами. В определенный момент ситуация 

неизбежно выходит из-под контроля: например, в случае обнаружения критического 

дефекта во время эксплуатации разработчики без промедления приступают к 

исправлению дефекта, поскольку в такой ситуации нет времени ждать, пока системные 

аналитики и архитекторы обновят свои документы, позволив разработчикам внести 

нужные изменения в код. Проблема частично решается сложными системами 

управления версиями, которые дороги в обслуживании и требуют соответствующей 

квалификации обслуживающего технического персонала. Возможно ли объединить 

миры требований и кода? Такое объединение упростило бы изменение и повторное 

использование программного обеспечения. Целесообразность применения нового 

подхода нуждается в изучении. В представленном исследовании рассмотрен 

классический пример из литературы в области проектирования требований. Для 

спецификации предметной области, равно как и конечного программного решения, 

использована одна и та же нотация – язык программирования. Данная работа содержит 

описание подхода, а также оценку его преимуществ, возможных ограничений и 

масштабируемости. 
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Abstract. This paper investigates a formal approach which supports a critically significant 

step in object oriented analysis and software engineering. It is proposed to create an object 

class structure model based on an Ontological Data Analysis of a targeted domain empirical 

data. This technology is a development of the well-known method of Formal Concept 

Analysis and is able to work with incomplete (contradictory, inaccurate, vague, etc.) 

empirical information on domain, naturally supports the construction of arbitrary binary 

relationships between classes of objects and takes into account available to researcher 

information about the interconnection between actual for the designer domain objects 

properties. Multi-valued vector logic models and means are usedin order to factor in the 

realities of the empirical data accumulation.In concurrence with this a nonstrict formal 

context is being formed to display the conceptual domain structure. In this context truth 

values of basic semantic proposition of the form “x object has y property” are presented in a 

vector form. Its transformation into a binary formal context, for which formal concepts output 

effective algorithms are known, is done using intellectual alpha approximation algorithm 

which takes into account typical relationships between the objects properties and, above all, a 

conceptual conjugation of object properties arising from the fundamental cognitive designer’s 

procedures – conceptual scaling of the objects properties detected. A properties inclusion 

partial order between derived from the context formal concepts appears which is known as 

inheritance of properties in object-oriented analysis. Determined by this ratio a formal 

conceptclosed lattice is transformed into a model that describes an objects class structure, 

according to a number of pragmatic design principles of this key software component. 

Keywords: Object-Oriented Analysis and Design; Class Structure Model; Formal Methods; 

Ontological Data Analysis. 
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1. Introduction 

Creating a Class Structure Model in object-oriented (OO) analysis and software 

engineering still remains an expert’s experience realization subject [1-7]. Object and 

classes are the basis for the all next steps of analysis, however they “are there just 

for picking” (i.e. naturally appear in a statement of a problem) or are borrowed from 

colleagues (with or without any modification) [5]. In other words in practice there is 

no any systematic procedure or formalism supporting the critical for the further 

software engineering step. 

At the same time the majority of coryphaeus in OO methodologies pointed out the 

necessity of a certain conceptual analysis of domain for “concepts” description. 

That is why a strict mathematical theory Formal Concept Analysis (FCA) [8] 

enthused object-oriented analysis and software engineering experts. Numerous 

researches and developments using FCA for creating Class Structure Model were 

accomplished. For example [9-11]. 

FCA is a theoretically well-founded and actively developing method of data 

analysis, which reflects the classical approach to a concept as a fundamental 

epistemological element defined by extent and intent. 

Let’s illustrate FCA’s potential by an example of well-known OO methodologies 

taxonomy generating in terms of their diagram techniques [10]. Table 1 describes 

the match I between two sets: set of “objects” G – methodologies and set of 

“attributes” M – techniques. 

Table 1. OO methodologies and their techniques. 
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UML               

Booch               

Coad&Yourdon               

Jacobson               

Martin&Odell               

Rumbaugh               

Shlaer&Mellor               

The tuple K = (G, M, I) – Formal Context (FC) – puts together the basic data for 

FCA. Particularly, using FCA methods we can establish from K: 

 set of formal concepts B(K) = {(X, Y)X  G, Y  M, X = Y ', Y = X '}, 

wherein: (X, Y) – Formal Concept; X - extent and Y - intent of a concept; 

Diagram 
types 

OO 

methodologies 
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«'» - Galois statements; X ' = {mm  M, g  X: gIm} the set of attributes 

common to all objects in X; Y ' = {gg  G, m  Y: gIm} the set of 

objects that have all attributes from Y; 

 complete concept lattice (B(K); ), in which sub-/super concept relation 

(X1, Y1)  (X2, Y2), iff X1  X2, ( Y1  Y2). 

From context in Table 1 we can extract a set of formal concepts, shown in Table 2. 

Meaningfully these are all generalizations of OO methodologies in the aspect of 

diagram techniques. Partial order (“inheritance”) between extracted concepts is 

shown in the grid in Fig. 1. 

Therefore FCA delivers domain’s conceptual structure from available data in the 

form “objects-attributes”. This structure was proposed by FCA’s protagonists as a 

basis for creating a model describing the designed software class structure. 

However, it emerged that FCA usability is limited. 

 Construction of arbitrary relationships between object classes is not 

supported, except for the generalization relationship “is-a”. 

 Contradictions in the original data – a set of Basic Semantic Propositions 

of the form “x object has y attribute” are prohibited. Especially the 

possibility of taking into account the evidence “for” and “against” the truth 

of such judgments. 

Table 2. Formal concepts in domain “OO methodologies and their techniques”. 

Name Extent Intent 

1  

Use case diagram, Class diagram, Sequence diagram, 

Collaboration diagram, Statechart diagram, Activity diagram, 
Component diagram, Deployment diagram, Timing diagram, 

Data flow diagram, Object diagram, State transition graph, 

Fence diagram, Domain chart 

2 UML 

Use case diagram, Class diagram, Sequence diagram, 

Collaboration diagram, Statechart diagram, Activity diagram, 

Component diagram, Deployment diagram 

3 Booch 
Class diagram, Collaboration diagram, Statechart diagram, 
Component diagram, Deployment diagram, Timing diagram 

4 UML, Booch 
Class diagram, Collaboration diagram, Statechart diagram, 

Component diagram, Deployment diagram 

5 
Coad&Yourdon, Rumbaugh, 

Shlaer&Mellor 
Class diagram, Statechart diagram, Data flow diagram 

6 

UML, Booch, Coad&Yourdon, 

Jacobson, Martin&Odell, 
Rumbaugh, Shlaer&Mellor 

Class diagram, Statechart diagram 

7 Jacobson 
Use case diagram, Class diagram, Sequence diagram, 

Statechart diagram, Object diagram, State transition graph 

8 UML, Jacobson 
Use case diagram, Class diagram, Sequence diagram, 
Statechart diagram 

9 Martin&Odell 
Class diagram, Collaboration diagram, Statechart diagram, 

Activity diagram, Fence diagram 
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10 UML, Martin&Odell 
Class diagram, Collaboration diagram, Statechart diagram, 

Activity diagram 

11 
UML, Booch, Martin&Odell, 

Rumbaugh, Shlaer&Mellor 
Class diagram, Collaboration diagram, Statechart diagram 

12 Rumbaugh 
Class diagram, Sequence diagram, Collaboration diagram, 
Statechart diagram, Data flow diagram 

13 UML, Rumbaugh 
Class diagram, Sequence diagram, Collaboration diagram, 

Statechart diagram 

14 UML, Jacobson, Rumbaugh Class diagram, Sequence diagram, Statechart diagram 

15 Shlaer&Mellor 
Class diagram, Collaboration diagram, Statechart diagram, 
Component diagram, Data flow diagram, Domain chart 

16 UML, Booch, Shlaer&Mellor 
Class diagram, Collaboration diagram, Statechart diagram, 

Component diagram 

17 Rumbaugh, Shlaer&Mellor 
Class diagram, Collaboration diagram, Statechart diagram, 

Data flow diagram 

 

Fig. 1. Line diagram of concept lattice “OO methodologies and their techniques”. 

 Available to the designer information about the relationship between 

attributes of objects is ignored – the so-called attributes’ “constraints of 

existence”. 

Although it is somewhat dampened the interest in FCA in software engineering, the 

method continued to develop, especially in the field of ontological modeling, for 

example [12, 13]. 

The main point of this paper is to draw developers’ (especially, class structure 

model designers) attention to Ontological Data Analysis (ODA), the FCA evolution 

which can process vague and controversial data of modeled reality, discover 

arbitrary relationships between object classes and consider properties’ limits of 

existence [14-16]. 

The topic of the article comes out in Fig. 2 diagram of ODA realization for class 

structure model design. 

13 17 8 10 4 

5 16 14 

11 

6 

3 2 7 9 12 15 

1 
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Fig. 2. Ontological Data Analysis diagram for domain class structure model design 

2. Ontological Data Analysis and Formal Concept Analysis 

ODA is a customization and a pragmatic readjustment of FCA. 

For FCA primary source of initial data is a multi-valued context – “objects-

attributes” incidence (OAI) where observed domain objects’ attributes of 

researcher’s interest are noted. 

In ODA the format of OAI is getting more complicated in order to represent domain 

empiric information, such as multiple independent object’s attribute records, 

discovering the same attribute with procedure sharing, confidence differentiation for 

different sources of information etc. 

Besides that, as long as relations presence in ODA is treated as objects’ inner 

attributes demonstration, in OAI special associated attributes-valences pairs are 

used to represent arbitrary binary relations. This approach allows us to naturally 

“insert” a modeling of arbitrary relations between objects to FCA [15]. 

Only “weak” Basic Semantic Propositions' estimations for domain could be 

extracted from such generalized OAI. These estimations form in ODA a non-strict 

FC for conceptual framework extraction. Whereas for FCA usage a binary FC is 

necessary. Therefore ODA offers an approach for generating such FC from initial 

non-strict FC. 

3. Non-strict Formal Context generation 

In OAI (general scientific form for logging empirical information) rows correspond 

to domain objects, columns correspond to set of objects’ attributes that are recorded 

by measurement procedures available to the analyst. Table cells (matrix V) store the 

measurement results: 

 set of objects G* = {gi}i = 1,…, r, r = G*  1, 

 set of attributes M = {mj}j = 1,…, s, s = M  1, 

 attributes measurement results V = (vj)i=1,…, r; j=1,…, s. 

Generalized OAI is represented by tuple (G*, M, Sе, Pr, A), where: 

Available domain information 

Class structure model design 

Generalized “object-attribute” incidence 

Non-strict formal context 

Binary formal context 

Formal concept lattice 
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 
r

i iSeSe
1 )(

  - the set of all series of measurements, mSeSe
r
i i  1 )(

; 
)(,...1)()( }{

iqkkii seSe  , q(i)  1, i = 1,…, r – series of measurements, 

applied to object gi  G*. 

 
s

j irPrP
1 )(

  - arsenal of measurement procedures, nrPrP
s
j j  1 )(

; 
)(,...1)()( }{

jpkkjj prrP  , p(j)  1, j = 1,…, s, - set of measurement 

procedures used to estimate the value of the attribute mj  M, where any 

procedure pr(j)k has a degree of confidence in its results t(j)k. 

 A = (aij)i=1,…, m; j=1,…, n – matrix of measurements series results Sе of 

attributes M of objects from sample G*, made using measurement 

procedures Pr. This matrix elements can be linguistic constants NM, None, 

Failure and X:  

None – a result that demonstrates a finding of a measured attribute value 

outside of sensitivity threshold and the dynamic range of a measuring 

instrument; it shows a “semantic mismatch” of the object and the 

measuring procedure etc;  

Failure – a result that records measurement failure (denial, measurement 

means malfunction, abstention, etc);  

NM (not measured) – a result indicating that as a matter of fact in this 

series of measurements corresponding property was not measured;  

X replaces any symbol of scales of dynamic ranges of measurement 

procedures Pr. 

Non-strict FC is a tuple (G*, M, I), where G* - empirical training set of missile 

defense, M - number of attributes of objects recorded by measuring procedures 

available to the researcher, I - matrix estimates all the Basic Semantic Propositions, 

each element bij determined in accordance with the multi-valued logic VTF vector 

True, False [17]: 

||bij|| = b+
ij, bij; b+

ij, bij  [0, 1], 

wherein component True b+
ij formed certificate confirming the Basic Semantic 

Proposition and the component False bij - denying it. 

Building a non-strict incidence “objects-attributes” I begins with the transition from 

the primary data, structured in the form of a matrix A, to their semantic 

interpretation in the form of non-strict incidence “series-procedures” I': 

1,..., ; 1,...,

1, 0 , if ;

0, 1 , if ; 

0.5, 0.5 , if { , }.

ij

ij iji m j n

ij

a

b a

a
 

  
 

   
   

T X

F None

N Failure NM

, 

where T, F and N - truth constants VTF logic of “True”, “False” and “Neutral” 

respectively. 
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Then line I' is transformed into a non-strict incidence “objects-attributes” I by 

combining the truth values of basic semantic judgments obtained for the object gi in 

all series, and property mj - all procedures (taking into account confidence in each 

procedure). Alignment is performed on various compositional rules VTF logic [17]. 

4. Creating a binary Formal Contexts 

Incidence “objects-attributes” I of non-strict FC can be expanded in his binary 

alpha-section, for example, 

 ]1,0[,
)(,




 


 II , 

( ) ( ) ( )
1,..., ; 1,...,

, if ;
( ) , ,

in the opposite case
ij ij

ij i r j s ij
b b

I b b       

 

   
   

 

True

False
 

wherein the alpha-section I() - normal (binary) level corresponding vector 

 = +,  . 

In practice, alpha-section I() usually used as an approximation of so called 

«-approximation» the original was not-strict incidence I. However, this method in 

the problem of forming a binary FC on its lack of rigor prototype is generally 

incorrect because the set of measured properties of M may exist a priori relationship 

“constraints of existence”. 

Characteristic types of this kind of binary relations are considered in [18]. So a 

couple of properties mj, mk  M, j ≠ k for each object data domain (and hence, for 

gi  G*) can be: 

 inconsistent if, possessing property mj, object gi obviously does not have 

property mk, and vice versa; 

 caused if, possessing property mj, object gi indisputably has the property 

mk, although the reverse may be wrong; 

 interdependent if possessing property mj, object gi definitely has the 

property mk, and vice versa. 

The usual method of alpha-section is insensitive to such relations. Therefore, its 

application to the formation of a binary FC original non-strict context may lead to a 

violation of “constraints of existence.” 

The idea of intelligent alpha-sectional non-strict FC is available for the 

formalization of context “constraints of existence” as a single predicate “-section 

correctly” with argument “Threshold  of confidence in the source data” followed 

by the identification of the tolerance range , delivering such a predicate True. 

In general, set the specified area for non-strict FC is very difficult; it is possible and 

that it is empty. Therefore, to solve the problem correctly binary approximation 

non-strict FC in the ODA path is a reasonable compromise. Work with a common 

threshold of confidence  proposed to replace the manipulation of a set of 
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thresholds of confidence in the data fragments that describe each object gi  G* at 

the level of each separately taken “constraints of existence”. 

A very important case is when the inconsistently of attributes is the result of a 

fundamental cognitive procedure, known in FCA as a conceptual scaling [8]. This 

case is considered in [16], where proposed the method of rational alpha-section non-

strict FC. 

5. Formation of Class Structure Model 

Analysis of binary FC allows deduce all the formal domain concepts. Formal 

concepts are partially ordered by inclusion of extensions (the extension of the 

concept - a set of objects, which are described by means of this concept) and form a 

complete lattice [8]. To use this result in the design of the software necessary to 

transform formal concept lattice in Class Structure Model. 

Formal concepts according to the formation of their extensions are divided into 

three types: 

 The concepts of the first type describe objects really exist in the analyzed 

domain. These concepts define a class of objects that deserve the naming of 

“fundamental”. 

 The concepts of the second kind - only generalize other notions. In 

software design these classes are known as “virtual”. 

 The third type of concepts is characterized by combining these features 

concepts first and second kinds. 

When designing the Class Structure Model pragmatic considerations require confine 

fundamental and virtual classes of objects. In general, you can specify the following 

principles of formal concept lattice transformations in Class Structure Model: 

 all the concepts of the lattice are candidates for fundamental classes of the 

model; 

 the fundamental class becomes the minimum (in the terminology of 

lattices) concept containing the object in its extension; 

 attribute is preserved to the maximum of the concepts contained this 

attribute in its intension; 

 the highest concept lattice (his sign - power extension equal to the of 

objects) is certainly excluded from the model, if its intention is empty; 

 the smallest concept lattice (his sign - the power intention equal to the 

power set of attributes) are known to be excluded from the model if its 

extension is empty; 

 analysis of candidates in the fundamental classes begins with the smallest 

concept, and conducted by levels nearest super-concepts. 

Algorithm which follows those principles is shown in table 3. 
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Table 3 – Concept lattice conversion into a class structure model algorithm 

Step Operation 

1 The original version of the model is formed as a copy of the formal concept lattice. 

2 In the model is searched the greatest concept.  
If the intension of this concept is empty, it is excluded from the model with break his ties with 
sub-concepts. 

3 In the model is searched the smallest concept. 
If extension of the smallest concept is empty: 

 this concept is excluded from the model with the breaking its ties with super-concept; 

 a set of candidates in fundamental classes is formed of his closest super-concepts. 

If extension of the smallest concept is not empty, then a set of candidates in fundamental classes 

is formed of one smallest concept. 

4 Loop through a set of candidates. 

4.1 For each super-concept of the candidate under consideration excludes objects from 
extension that are within the extension of this candidate (the extension super-concept is 

always not less than the extension sub-concept). 

4.2 In consideration of the candidate from the intension excludes any attribute that is part of 
the intension of at least one super-concept (a combination of all super-concept’s intension 

is always not more than concept intent, which they are). 

4.3 If the candidate has no sub-concepts, it is recorded as the fundamental class. In such case 

one of two alternatives is implemented: 

 if the candidate has no sub-concepts, it is recorded straight as a fundamental; 

 otherwise for this candidate creates a new sub-concept, in which the extension 

is transferred (and only extension) of the candidate. This new sub-concept is 
fixed as the fundamental class of objects. The intension of such fundamental 

class is empty. The candidate is retained in the model as a virtual class with an 

empty extension. 

4.4 Promising set of concepts-candidates is unalterably filling with super-concepts of a 
current candidate. 

5 Promising set of candidates is being reduced: remains only root concepts of generalization 

relationship, which is determined in a promising set of concepts-candidates. 

6 If a set of promising candidates is not empty, then algorithm repeats from Step 4. 

7 Classes with an empty extent and intent are excluded from a formed set. These could be only 

intermediate (i.e. not root or node class) classes of developed taxonomy. 

In Fig. 3 class taxonomy after converting the formal concept lattice, shown in 

Fig. 2. Conspicuous is the fact that concepts 13 and 17 (highlighted in Fig.2) are 

absent in this taxonomy. Both of these concepts are losing their extent and intent 

after the conversion. Besides that in Fig. 3 the concept number 5 determines a 

fundamental class (all similar classes are highlighted) in order to describe the intent 

(and only intent) for which a special virtual class 05 implemented into the model. 
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Fig. 3. Taxonomy of classes in domain “OO methodologies and their techniques”. 

5. Conclusion 

Formal Concept Analysis (FCA) has shown its benefits in many application areas – 

including the field of Software Engineering. Its use is especially valuable in the 

early stages of software development associated with the identification of a domain 

object types (classes) and relationships between these types. 

Methodical equipment of the Ontological Data Analysis significantly expands and 

strengthens these advantages: 

 can deal with incomplete and contradictory information about the data 

domain, namely a situation is typical for the beginning of the software life 

cycle; 

 organically describes and analyzes arbitrary relations between classes of 

domain; 

 take into account numerous priori known analyst relationship between the 

properties of domain (actually an additional cognitive resource that did not 

use the classic FCA). 

Finally, the arsenal includes ODA pragmatically oriented algorithm for 

transforming formal concept lattice model in describing the structure of the classes. 

Formed model differs in that only describes two kinds of classes with a 

fundamentally different technical realization. 
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Аннотация. Рассматривается формальный метод, обеспечивающий поддержку 

критически важного шага в объектно-ориентированном анализе и проектировании 

программного обеспечения. Предложено формировать модель, описывающую 

структуру классов объектов, на основе онтологического анализа эмпирических данных 

о целевой предметной области проектирования. Эта технология является развитием 

известного метода анализа формальных понятий и способна работать с неполной 

(противоречивой, неточной, нечеткой и т.п.) эмпирической информацией о предметной 

области, органично поддерживает построение произвольных отношений между 

классами объектов и принимает во внимание имеющиеся у исследователя сведения о 

взаимосвязи актуальных для проектировщика свойств объектов предметной области. 

Для учета реалий накопления эмпирических данных используются модели и аппарат 

многозначной векторной логики. При этом для задачи вывода понятийной структуры 

предметной области формируется нестрогий формальный контекст. Его 

преобразование в бинарный формальный контекст, для которого известны 

эффективные алгоритмы вывода формальных понятий, производится с использованием 

интеллектуального алгоритма альфа-аппроксимации, учитывающего типичные 

зависимости между свойствами объектов и, прежде всего, концептуальную 

сопряженность свойств объектов, возникающую в результате фундаментальной 

познавательной процедуры проектировщика – концептуального шкалирования 

регистрируемых свойств объектов. Между выведенными из формального контекста 

понятиями фиксируется частичный порядок по вложению свойств, известный в 

объектно-ориентированном анализе как наследование свойств. Определяемая этим 
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отношением замкнутая решетка формальных понятий трансформируется в модель, 

описывающую структуру классов объектов, в соответствии с рядом прагматических 
принципов проектирования этого ключевого компонента программного обеспечения. 

Ключевые слова: объектно-ориентированный анализ и проектирование; модель, 
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Abstract. Optimizing compilers make significant contribution to the performance of modern 

computer systems. Among them VLIW architecture processors are the most compiler-

dependent, since their performance is ensured by effective compile time scheduling of 

multiple commands in a single clock. This leads to an eventual complication of VLIW 

compilers. Taking as an example optimizing compiler developed for the Elbrus family 

processors, it runs consequently over 300 stages of code optimization in basic mode. Such an 

amount of stages is needed to obtain decent performance, but it also makes compilation quite 

time consuming. It turns out that the main reason for compilation time increase when using 

high level compilation is applying some aggressive unreversable code transformations, which 

eventually leads to code size increase that is also unwanted. In addition, there remains the 

problem of using a number of optimizations that are useful for rare contexts. To reach the 

objectives, namely increasing performance, decreasing compilation time and code size, it is 

reasonable to choose an appropriate strategy on an early compilation stage according to some 

procedure specific characteristics. This paper discusses the procedures classification 
problems for this task and suggests several possible solutions.  

Keywords: optimizing compiler; optimizing phases sequence; performance tuning; reducing 
compilation time; procedures classification.  
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1. Introduction  

To obtain decent performance modern optimizing compilers apply a huge sequence 

of code transformations. Usually compilers use a fixed optimization sequence for all 

procedures according to optimization level (-O0, -O1, -O2, -O3) and each 

optimization stage tries to improve performance of available code segments using 

statistically proven heuristics which leads to suboptimal results in most cases [1, 2]. 

In order to achieve the best possible performance for a given program it is important 

to find the most suitable optimization sequence for each procedure. This could be 
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done with iterative approaches, which compile procedures in a given program using 

different optimization sequences with either executing the resulting code [3,4] or 

estimating the execution time [5] and choosing the best one. Although both 

techniques achieve good performance results on a number of tasks, their weak spots 

is a need of a large compilation time which is not always acceptable and a necessity 

to execute tasks on appropriate input data so that the training runs would match the 

further execution in terms of branch probabilities and code coverage. The 

importance and difficulty of constructing a good training input data can be 

demonstrated with profiling data that was collected using train execution of the 

spec2000 benchmark [6] using Elbrus compiler. It was found out for this benchmark 

that applying a low-optimizing sequence to the procedures with zero train profile 

data leads to a 6% performance degradation of CFP tasks of spec2000 on average. 

The biggest decelerations occurred on 179.art (-18%) and on 301.apsi (-47%), 

where the reason for 301.apsi degradation is that one of its main procedures never 

executes during train run. As for huge applications it is often too difficult to 

generate good train data, which will cover all important parts of code, moreover, for 

some types of code like libraries or operational system it is nearly impossible. Also 

it should be mentioned that in most cases high compilation time corresponds with 

the resulting code size growth, this happens because most time-consuming phases 

including hyper-blocks construction, scheduling and loop software pipelining are 

located in the end of optimization line and the time they work corresponds with the 

size of the intermediate code that was made as result of different aggressive loop 

and acyclic transformations such as splitting, peeling, tail duplication etc. 

Earlier researches in the field of iterative compilers [7,8] offer techniques that allow 

to construct a set of optimization sequences that cover the given procedures space 

rather well. In those works to minimize the needed execution time authors choose a 

possibly small set of options or sequences that show performance increase on most 

tests. To reach good performance results with affordable compilation time and 

resulting size of code and avoid the need of training executions it is reasonable to 

try to choose a compilation sequence from such a set on an early compilation stage 

using some characteristics of the procedure. The main goal of this research is to 

explore and construct the possible methods of procedures classification that would 

allow to perform this objective.  

First of all it would be shown that to make a good selection of optimization 

sequences for a set of procedures using characteristics a compilation quality 

functional is needed (section 2). It would also be explained how to construct a 

functional to take several factors into consideration, like execution time, 

compilation time, resulting code size and other possible limits. Then the task of 

predicting good sequences selection for a given number of procedures would be 

formulated in terms of minimizing constructed quality functional (section 3). After a 

list of main existing methods of classification and clusterizations would be 

described and given a possible one that allows to solve the task. In section 4 some 

experimental results would be provided.      
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2. Compilation quality functional  

To make a statistical solution of procedures types selection a large training set is 

needed. For this purpose all procedures of spec2000 benchmark with a full input 

data were used. The reason for this pack choice is that it is well balanced in terms of 

different types of tasks and is used as a performance benchmark for most high-

performance computers. The steps for solution is to choose the best sequences 

assignment for the training set using full statistic on compilation, execution or other 

important characteristics and then to make an attempt to predict it using only 

procedures information available on early compilation stage. 

Any type of classification and clusterization methods perform allocation of areas in 

parameters space, which are then respectively called classes or clusters and could be 

used to make some assignment of type, in our case an assignment of optimization 

sequence.  Using an example from table 1 it could be easily seen that a need to 

construct a quality functional comes up even when the only goal of classification is 

to minimize execution time.  

Table 1. Example of sequence choice 

 Sequence 1 time  Sequence 2 time  Best sequence 

 Procedure 1 100 50 2 

 Procedure 2 95 100 1 

 Procedure 3 100 105 1 

 Sum time 295 255 2 

 

Suppose there are 3 procedures that hit the same area in parameters space, in the 

shown example the best sequence choice for 2 out of 3 procedures would lead to 

decrease of performance both in sum and on average. It could be assumed that 

procedures with different optimal sequences should be in different areas but actually 

this assumption is wrong because even the same procedure with different input data 

could lead to different best choices results. This means that there is a need to 

construct a numerical evaluation method that would qualify the sequences 

assignments on the whole set of procedures. The most common technique to 

formalize the understanding of the best choice is to construct a functional, which 

reaches minimum at decision point. In this case the domain for such functional is an 

assignment space for procedures: 

 

𝑃 = {𝑝1, … 𝑝𝑛} – all procedures in a set 

𝐿 = {𝑙1, … 𝑙𝑘} – the list of optimization sequences, 

𝐹(𝑙(𝑝1), … 𝑙(𝑝𝑛))→ 𝑅   –  a functional defined on the space 𝐿𝑛, where 𝑙: 𝑃 → 𝐿 

To minimize the execution time the following functionals could be chosen: 

𝑒𝑥𝑒(𝑝𝑖 , 𝑙(𝑝𝑖)) - execution time of procedure 𝑝𝑖  when compiled using 𝑙(𝑝𝑖) 

sequence, then 
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𝐹(𝑙(𝑝1), … 𝑙(𝑝𝑛)) = ∑ 𝑒𝑥𝑒(𝑝𝑖 , 𝑙(𝑝𝑖)) 𝑖 (1) 

 

𝐹(𝑙(𝑝1), … 𝑙(𝑝𝑛)) = ∏ 𝑒𝑥𝑒(𝑝𝑖 , 𝑙(𝑝𝑖))𝑖  (2) 

 

A functional that considers not only the execution time, but also compilation time 

could be constructed: 

𝑐𝑜𝑚𝑝(𝑝𝑖 , 𝑙(𝑝𝑖)) - compilation time of procedure 𝑝𝑖  when compiled using 𝑙(𝑝𝑖) 

sequence 

 

𝐹(𝑙(𝑝1), … 𝑙(𝑝𝑛)) = (∑ 𝑒𝑥𝑒(𝑝𝑖 , 𝑙(𝑝𝑖))𝑖 )𝑟(∑ 𝑐𝑜𝑚𝑝(𝑝𝑖 , 𝑙(𝑝𝑖))𝑖 ) (3) 

 

This functional describes the acceptable ratio of performance loss and compilation 

gain, larger values of “r” mean higher importance of performance over compilation. 

Though even with infinite value of r compilation could be reduced in case if 2 

sequences produce the same code in terms of execution time. Other important 

limitation as code size could be introduced into quality functional similarly. 

3. Functional minimizing classification  

Suppose a quality functional was already chosen, then classification task could be 

formulated in the following terms:  

𝑃 = {𝑝1, … 𝑝𝑛} – all procedures in a set 

𝐿 = {𝑙1, … 𝑙𝑘} – the list of optimization sequences, 

𝐻– the space of procedures characteristics 

𝐶ℎ: 𝑃 → 𝐻 – assignment of characteristic vector for procedures 

𝐹(𝑙(𝑝1), … 𝑙(𝑝𝑛))→ 𝑅 is defined on the space 𝐿𝑛, where 𝑙: 𝑃 → 𝐿 

 

Then the classification is an allocation of areas S in the space H with a sequence 

vector in L that produces a constant assignment for each area S, that is: 

 

∀𝑆   𝑙(𝐶ℎ−1(𝑆)) = 𝑐𝑜𝑛𝑠𝑡 

 

The goal is to make a classification (with some minimal number of training 

elements in the area = q), that minimizes the given functional:  

 

𝐹(𝑙(𝑝1), … 𝑙(𝑝𝑛)) → 𝑚𝑖𝑛 (4) 

 

To substantiate the statistical approach it is reasonable to require for each procedure 

𝑝𝑘 having a locality 𝐷 in characteristic space containing at least 𝑞 points for which  
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𝐻(𝑝) = {
𝑙(𝑝𝑘), 𝑝 ∈ 𝐷  
𝑑𝑒𝑓𝑎𝑙𝑡, 𝑝 ∉ 𝐷

  (5) 

 

𝐹(𝐻(𝑝1), … 𝐻(𝑝𝑛)) ≤ 𝐹(𝑑𝑒𝑓𝑎𝑢𝑙𝑡, … 𝑑𝑒𝑓𝑎𝑢𝑙𝑡)  

3.1 Procedures characteristics 

As was mentioned earlier the major use of such early compilation stage sequence 

prediction is expected on codes that for some cases are not suitable for training 

execution. So the goal is to choose a number of characteristics that work well 

enough to predict a good optimization sequence and do not depend on precise 

profile information. To choose the best set different characteristics were considered 

and using correlation matrix the most valuable were picked and normalized. The 

best characteristics that were found to predict the optimal compilation sequence 

with no train profiling information are:  

 number of operations in the procedure;  

 average node size, which in some sense stand for the branch frequency; 

 number of call operations; 

 maximum loop level in a procedure; 

 average operation counter, which could also be considered as procedure 

density; 

 percentage of operation of field reads;  

 percentage of operations with floating point; 

 percentage of operations that calculate an address for a read.  

Most of those are profiling data independent, though the average operation counter 

is not. In case of no train profile information Elbrus compiler uses a predicted 

profiling based on statistical information. It was found to be good enough to use this 

static profiling for classification. 

3.2 Ideal theoretical solution 

First of all for the given training space that includes all characteristics, which are 

used in quality functional, an optimal solution that stands for the minimum 

functional point could be calculated. For the chosen functional (3) and the 

considered lines finding the minimum required making about 2*n steps of gradient 

descent, that is 2*n steps, where on each we make a change of a coordinate in 

assignment vector that gives the maximum functional value decrease. To check the 

stability of the resulting vector in 𝐿𝑛 several starting points with the constant 

assignment of each line for all set of procedures were used. The solution is a vector 

with n coordinates where n is the number of procedures in the training set: 

(𝑙𝑏1
, 𝑙𝑏2

… 𝑙𝑏𝑛
) (6) 
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Sequence vector (6) would be called the optimal theoretical vector of sequences for 

procedures P, where 𝑙𝑏𝑖
 is the optimal theoretical sequence for procedure 𝑝𝑖 . It 

should be noted that 𝑙𝑏𝑖
 would not always afford the best performance or 

performance with compile time result on procedure 𝑝𝑖 . It is optimal only in sense of 

the whole set of considered procedures, which is due to functional minimum.  

As it would be shown in experimental section solution (6) doesn’t always lead to 

best results on a real run when assigning the corresponding compilation sequences 

for all procedures in program, and therefore it is declared theoretical. This occurs 

because statistical information for each procedure is collected with simultaneous 

sequences assignment for other procedures in the program, modification of those 

procedures sometimes leads to other memory usage interaction and as a result to 

different execution time. The only way to completely avoid this effect is to collect 

statistical information for all possible configurations, which is not feasible and even 

to be partially used requires availability of information for all additionally 

executable procedures to make the right choice for the given one. Therefore, it was 

decided to drop out this fact in the currently constructed solution, though keep it in 

consideration for future researches in case of –fwhole-program compilation mode.  

3.3 Existing classification and clusterization methods 

Unlike to methods of clusterization [9] in this situation it is impossible to construct 

a metric that would determine the valuable in terms of our needs distance between 

procedures. The reason is that the distance between couples of procedures would 

depend on the other procedures in same cluster. For this case the clusterization 

methods allow to selects areas according to only characteristic metrics, but it is 

possible only with appropriate characteristics normalization. The uniform 

normalization by itself works out bad for this task, thought probably some 

techniques that use functional value movement with characteristic change could be 

developed. 

Classification methods (support vector machine - SVM, Bayesian network) don’t 

require to construct a metric that would divide classes. But as was mentioned before 

it is not enough to increase the possibility of picking the best sequence when using 

procedures characteristics for prediction. Though in the first attempt to make a 

classification solution a Bayesian network [10] has been tried. Although it showed a 

high percent of an optimal sequence prediction (above 95%) the resulting execution 

time of training tasks set increased by 21% on average. It was found out that the 

most frequently optimal sequence reduced the performance of some weighty 

procedures, which required a number of aggressive transformations to achieve 

acceptable performance. Due to this reason even a small percent of mistakes leaded 

to unacceptable result. Other considered methods have the same problem - the 

maximum that they allow is to add a weight to the mistake when choosing the 

wrong solution, which in our case means not optimal, but they don’t differ the value 

of a mistake. 



Ольга Четверина. Классификация процедур для выбора стратегии оптимизации. Труды ИСП РАН, том 27, вып. 

3, 2015 г., с. 87-100 

93 

3.4 Procedures classification 

To solve this problem a cluster error minimization algorithm was developed. First 

we construct the full error table. For each sequence 𝑙𝑖𝑘
 and for each procedure 𝑝𝑘 

the minimization error is the following 

 𝑒𝑟𝑟[𝑝𝑘 , 𝑙𝑖𝑘
] = log (𝐹(𝑙𝑏1

… 𝑙𝑖𝑘
… 𝑙𝑏𝑛

)/𝐹(𝑙𝑏1
, 𝑙𝑏2

… 𝑙𝑏𝑛
)) (7) 

 

For optimal sequence of procedure 𝑝𝑘 functional  

𝐹(𝑙𝑏1
… 𝑙𝑖𝑘

… 𝑙𝑏𝑛
) = 𝐹(𝑙𝑏1

, 𝑙𝑏2
… 𝑙𝑏𝑛

), 

so error (7) is zero for the optimal sequence and could be zero or positive for the 

other sequences.  

The main idea is to allocate on each step an area with new sequence assignment that 

would give a good functional value decrease comparing to the current. Which in 

terms of calculated errors would mean minimizing the summary error.  

The clusters construction:  

 Start. 

 Assign the default sequence for each procedure. Calculate sum error W for 

all procedures. 

 Repeat: 

o Choose not marked procedure p with maximum current error and 

the optimal sequence 𝑙𝑝𝑘
.  

o Calculate the distances to all characteristics borders. Calculate 

sum error for all space with 𝑙𝑝𝑘
.  

o Define it as a current cluster.  

o Repeat for each characteristic: 

 Repeat until cluster size ≥ 𝑞 and the calculated error 

decrease: with coefficient 𝑡1 < 1.0 decrease the distance 

to one of the borders of the cluster 

 Repeat until the calculated error decrease: with 

coefficient 𝑡2 < 1.0 increase the distance to one of the 

borders of the cluster 

o Accept the cluster if it decreases error by 𝑑𝑊 ≥ 𝑡3 ∗ 𝑊. Mark the 

starting procedure with the flag. 

 End. 

The constructed areas are 𝑞 − 𝑑𝑖𝑚𝑒𝑠𝑖𝑜𝑛𝑎𝑙 rectangles and could intersect. To 

choose the sequence for a procedure with the set of constructed cluster borders we 

take the sequence that corresponds with the last cluster that procedure belongs to. 

Parameters 𝑡1, 𝑡2, 𝑡3 are heuristically chosen so borders movement would capture 

enough procedures to get more precise direction of error change.   
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Classes’ construction can be started with any sequence; in proposed algorithm the 

default sequence was chosen because it is optimal on average. Also was made an 

attempt to start cluster construction with all procedures and choose the one that 

gives the highest minimization of functional value. 

The received clusters with both attempts are very similar, though the last one is 

much more time-consuming. The other variant that was tested is the binary search 

of boundaries. This gave also a close result, and this mechanism could be assumed 

preferable because of no border parameters need. 

The possible weakness of proposed classification is the absence of functional 

monotony by parameter coordinates; this could lead to inaccurate border 

calculation. Parameters t1, t2 or binary search of boundaries should reduce this 

effect because in both cases first steps in parameter space are big in terms of 

considered procedures number thus are statistically proven.  One more limitation of 

constructed classes is that they are 𝑞 − 𝑑𝑖𝑚𝑒𝑠𝑖𝑜𝑛𝑎𝑙 rectangles, though with the 

allowed intersection could actually take other forms. This could perform less 

accurate area selection but further significantly reduces required time for compiler 

to compute the proper class for a procedure. 

4. Experimental results 

The proposed clusterization was implemented in Elbrus compiler. As the training 

set 9183 procedures of spec2000 benchmark were used. The whole amount of 

procedures in the given pack is much greater but it was possible to use only the 

procedures with a measurable execution time. In all cases the clusterization was 

constructed using full information on execution and compilation time corresponding 

with each sequence assignment to each procedure, then the solver, that computes 

procedures characteristics on early compilation stage and chooses the cluster 

according to calculated borders, was developed in the compiler. The assignment 

takes place in the end of interprocedural compilation stage, thus the time required 

for the sequences selection is included in whole task compilation time and is 

counted in the recieved compilation speedup.  

As was already explained, the effectiveness of sequences assignment depends not 

on the highest probability of choosing the best line for procedure alone but on 

integral characteristic for the whole set. So to show the quality of constructed 

clusterization it is reasonable to consider all the tasks and not procedures separately. 

For this purpose results of implementing sequences assigned by optimal and 

clusterization selections were compared on whole spec2000 benchmark tasks. In 

this case we used functional that minimizes only performance time(1) and 

constructed 7 clusters. The result is shown on fig. 1.  As it was already discussed in 

section III  “Ideal theoretical solution” the optimal solution for the tasks was 

combined of optimal theoretical sequence for each procedure. It was noted that 

because of the memory interaction some tasks, for example, 200.sixtrack, slowed 

down even with applying this optimal solution. As the result the real measure of 

optimal solution gained almost 5% less performance increase than it was supposed 
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to be according to theoretical calculations. The same comparison with functional (3) 

– considering both execution and compilation time yielded worse clusterization 

results, it occurred mainly because a large amount of procedures are not executed 

and optimal solution gave much better compilation time results on them.  

 

Fig. 1. Optimal and cluster solution, spec2000, 7 clusters. 

 

Fig. 2. Spec2000 no train execution, 5 clusters. 



O.A. Chetverina. Procedures Classification for Optimizing Strategy Assignment. Trudy ISP RAN /Proc. ISP RAS, 

vol. 27, issue 3, 2015, pp. 87-100 

96 

When using functional (3) most effect was achieved after constructing first 5 

clusters. The corresponding sequence assignment for those clusters reduced 

compilation time by 17% on average and increased performance by 8.5% on the 

training set. fig. 2 shows the improvement obtained on certain tasks of spec2000 

benchmark. As a test pack for the clusterization spec95 [6] benchmark was used. 

The execution and compilation result for this pack is shown on fig. 3. The average 

increase of performance reached 3% and the average compilation time decrease was 

over 16%.  

Measured results prove effectiveness of classification algorithm, though due to the 

absence of functional coordinate monotony it is not proved that the best possible 

solution is received. Another question is the quality of available procedures 

characteristics choice, which showed to be good enough for the considered set of 

compilation sequences but could appear not to be representative to make quality 

selection from different set of sequences. 

 

Fig. 3. Spec95 no train execution, out of train set, 5 clusters. 

5. Future works 

Results presented in experimental section show the possibility of good sequence 

prediction using classification methods. But some questions should be cleared and 

researches to be done. First, it could be possible to make hierarchical clustering if 

inserting some metric that would allow to avoid problems with sporadic points that 

give inaccurate values for some reasons, this could allow better cluster borders 

calculation. Another question is how to construct the best training set in sense of 

avoiding procedures execution interaction. As it can be seen on Figure 1 the 

execution profiling of the whole task with one sequence can lead to errors in future 
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procedure sequence selection. Also it could be more effective to combine sequences 

construction with some estimation of future prediction possibility using available 

procedures characteristics. Finally, there could be done some researches on 

ascertainment if the found procedure characteristics are good enough to provide 

maximum possible potential in best classes allocation. 

6. Conclusion 

This paper introduces problems that come up on the way to develop automatic 

optimizing sequence selector that provides performance increase and reduces the 

needed compilation time for each procedure. Necessity of a quality functional on the 

space of all possible assignment is explained. Also it should be mentioned that such 

functional could include any possible limitations besides compilation and execution, 

in some cases it could be valuable to limit code size increasing or reduce the number 

of registers that are allowed for code planning. The last limit could be useful to 

lower register spill fill blocking between the calls and returns from large procedures.  

An effective algorithm that can be used to select clusters in the procedures 

characteristics space is suggested.  

The classification methods were implemented in Elbrus compiler. It was shown that 

a good optimization sequence could be chosen even when it is impossible to execute 

the code and no train profiling information is available. The results were achieved 

and introduced using spec2000 and spec95 benchmarks.      
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Аннотация. Оптимизирующие компиляторы вносят существенный вклад в повышение 

производительности современных вычислительных систем. Наиболее 

чувствительными к качеству компиляции являются процессоры с VLIW архитектурой, 

поскольку в этом случае производительность обеспечивается за счет одновременного 

исполнения в одном такте нескольких статически спланированных команд, это 

приводит к усложнению VLIW компиляторов. Так, компилятор для семейства 

процессоров Эльбрус в режиме –O3 выполняет последовательно более 300 

оптимизирующих фаз. Такое количество этапов необходимо для достижения 

требуемой производительности итогового кода, но является затратным по времени 

компиляции.  Значительное увеличение времени компиляции при высокоуровневой 

оптимизации в первую очередь вызвано применением ряда агрессивных необратимых 

преобразований, приводящих к также нежелательному росту итогового кода.  Кроме 

того, остается проблема использования некоторых полезных только для отдельных 

контекстов оптимизаций. Для одновременного учета требований повышения 

производительности, уменьшения времени компиляции и размера итогового кода 

имеет смысл выбрать подходящую оптимизирующую последовательность на раннем 

этапе компиляции в зависимости от специфических характеристик процедуры. В 

представленной статье обсуждается проблема классификации процедур для 
осуществления такого выбора и предлагается ряд способов ее решения. 
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Abstract. The paper presents a unified model for testing tools for object-oriented application 

development. Based  the available papers were identified shortcomings of existing work and 

identified the following optimal criteria, which shall comply the resulting model: 

1. To deep inheritance hierarchies 

2. To presents of multiple inheritance hierarchies 

3. To presents of abstract classes in the hierarchy 

4. To presents of multiple (n-ary) associations 

5. To presents of associations with attributes 

6. To presents of a composition between classes 

7. To presents of recursive associations 

8. To presents of associations between classes belonging to the same inheritance hierarchy 

9. To presents of association classes 

10. To presents between the association class and other classes 

11 To presents enumerations in model 

With a unified graphical language UML class diagram unified model testing. The paper we 

verified compliance with the resulting implementation of the selected criteria was presented.  

Currentlythe implementation of applications using object-oriented programming languages 

and relational databases. To overcome the object-relational mismatch it is necessary to 

implement object-related mapping patterns presents. The paper presents three methods used 

to represent the class hierarchy highlighted the advantages and disadvantages of each method. 

For test the feasibility a unified model chosen development environment SharpArchitect 

RAD Studio which is designed object applications in C# and are implementing a relational 

database. The paper presents the developed object model in the form a class diagram showing 

the interfaces and inheritance relations diagram containing all the tables and columns the 

resulting database. 

In the conclusion recommendations on the areas for further development work and identified 

the need of implement a unified model with other approaches proposed by the authors was 

used. 

Keywords: UML, Object modeling, Design of Information Systems, Databases, Object-

oriented design, Object-Relational Mapping Patterns, Impedance Mismatch 
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1. Introduction 

At the moment there are many tools provide object approach to application 

development. Despite the existence of their own advantages and disadvantages the 

main goal is provide the advantages of the developer of object-oriented paradigm. 

The paper are describes in detail the unified model test tools development of object-

oriented applications for demonstration, graphical Unified Modeling Language 

which used. The practical implementation of the model is demonstrated by the use 

of classical methods (patterns) object-relational mapping (ORM) in the tool, 

developed the author. The object model is put into a relational database 

environment. This approach is most justified from the point of view the author, 

because the RDBMS is the most popular type of database management systems 

now. 

2. Design of the unified testing model 

When designing a unified testing model used the same approach as in the 

description of the design patterns in [1]. This approach is involves the description of 

reusable solutions widespread problems in software development without reference 

to particular domain. The main task of this section – is a description of the model 

and the structural elements (classes and associations), and not the correctness of the 

model and the accuracy of its fitness for a particular domain area. 

Standard graphical language modeling various aspects of object systems is the 

language UML. This language is namely structural class diagrams will be discussed 

in this paper. As a result under the unified model test tools development of object-

oriented applications we mean a class diagram, consisting of classes and attributes 

and containing common practice relationship classes. 

The idea of the article is not new and there are works of similar subjects. In [2] has 

attempted to construct a unified model testing. However, there were no multiple (n-

ary) associations and association with attributes that are an integral part of any 

complex information system.  

In [3] presented test model to study the design of object-oriented databases. But the 

model is relatively simple, which is justified by its purpose. This article used dignity 

previously existing works and corrected drawbacks of them.  

Before designing a unified model testing were nominated optimality criteria (OC) is 

representing the requirement of a certain structural elements in the class diagram, 

and which must comply with the finished implementation. Have been put forward 

the following requirements for the unified model test tools development of object-

oriented applications: 
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1. Must have deep inheritance hierarchies. In realworld applications, very often 

there are deep hierarchy, is the relational of inheritance and combining 

transitive least three classes. 

2. To presents of multiple inheritance hierarchies. This will show a variety of 

options and modes available in the development tool. 

3. To presents of abstract classes in the hierarchy. Abstract classes cannot have 

instances in the system and described as a container for attributes and 

methods used in the inherited (instantiated) classes. 

4. To presents of multiple (n-ary) associations. In applications that automate 

realworld domains, often an association involving three or more classes. 

Such a relationship is called multiple or n-ary associations. 

5. To presents of associations with attributes. Many domains contain attributes 

that do not belong to certain entities (classes), and their values appear only 

in the organization of associations between instances of classes. The 

designing unified model should have associations with attributes. 

6. To presents of a composition between classes. Composition - an association 

between the classes which are Part and Whole. The peculiarity is that the 

class represents a Part can belong to only one instance of the class that 

represents the Whole. In this class represents the Whole manages the life 

cycle is a class represents a Part. When removing the Whole all Parts also 

deleted. This peculiarity of behavior is very important for many application 

domains. 

7. To presents of recursive associations. Recursive call the association, the 

ends of which bind the same class. These relationships allow you to 

implement a hierarchy of subordination. 

8. To presents of associations between classes belonging to the same 

inheritance hierarchy. In terms of implementation is necessary to provide 

the implementation of the association, the edges of which are associated 

classes belonging to the same inheritance hierarchy, are represents the base 

class and the child together. 

9. To presents of association classes. Association class - an association which 

at the same time a class. Especially the use of that class association 

represents a unique association, i.e. combination of instances of classes in 

this association is unique. 

10. To associationed between the association class and other classes. From a 

theoretical point of view, the association class is a class, so it can 

participate in other associations. From the point of view of the 

implementation of the class association presents a class that contains the 

attributes (fields or properties of the programming language) that refer to 

other classes. In turn, for the organization of the association with the class 

association necessary depending class to create an attribute whose type 

supports class association. 
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11. To presents enumerations in model. From a theoretical point of view, 

enumeration is a set of predefined constants, and the user can not extend 

this set by adding new values. 

In accordance with the selected criteria was implemented hierarchy shown in Fig. 1. 

 

Fig. 1. Unified model for testing object-oriented applications development tools 

Consider the appointment of the main classes of diagrams are presented. As 

mentioned earlier this class diagram is a fictional and is not intended to describe a 

particular domain therefore contains some illogical (fictional) classes and 

associations. 

For representation of employees and organizations assigned to the base abstract 

class Contragent. Inherited Company class is present organizations and the class 

Worker is the base for the employee of organization. Inherited Employee class is an 

employee and an attribute EID, representing the employee unique number. Class 

Manager is the staff who are heads of other workers. 

Post an abstract class is a position that can be occupied by staff. Inherited class 

ExperiencePost is a position that requires a minimum amount of experience of the 

applicant, expressed as number of months (attribute MinExperMonth). The second 

class is implemented ScientificRank describes the position of the applicant, which 

requires the presence of a scientific degree, whose name is value in the attribute 

AcademicRank. 

For presentation departments of organizations and entering into an n-ary association 

a class of Department was introduced. Salary class is paid wages, accrued to 

employees occupying positions represented by a complex association which called 

Position. 

Class Telephone allows saving the number of phone of company. Phone type (like 

Home, Personal, Work) represented by enumeration TelephoneKind. For 

presentation address used by the base abstract class Address. Two derived class 

CompanyAddress and EmployeeAddress used to represent the address of the 

organization and address of the employee, respectively. 
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Check the conformity of the model presented previously selected criteria of 

optimality. The need for a deep class hierarchy, represented by at least three 

transitive inherited classes, described OC1 and implement a class Contragent, 

Worker, Employee, Manager. In addition to this, there are two hierarchies: 1) Post, 

ExperiencePost (ScientificPost); 2) Address, CompanyAddress (EmployeeAddress). 

I.e. the model contains multiple inheritance hierarchies, therefore, the condition 

OC2. The presence of abstract classes in the hierarchy due OC3 and holds classes 

Post, Contragent and Address. 

OC4 requirements are also performed as there are n-ary association Position, 

combining classes Post, Department, Worker, Company. Described association has 

an attribute Rate, which implemented class association and binary association 

between Employee and EmployeeAddress classes also contains an attribute 

(IsRegistered) it can be argued that the requirement OC5 fulfilled. 

Each contractor represented derived from Contragent classes, a list of telephone 

numbers represented instances of Telephone, and both classes related with 

composition, OC6 requirement is satisfied. Unified model allows you to store 

information about a group of companies, organize the tree structure using a 

recursive association connects Company class with a same. The presence of 

recursive association dictated OC7. 

In OC8 written requirement for associations between classes belonging to the same 

inheritance hierarchy. Figure 1 between classes Employee and Manager provides 

this association satisfying OC8. As previously noted, the models have a association 

class Position, which corresponds OC9. Described association class is linked with 

addition association with Salary class. This is a consequence of the implementation 

OC10. The presence of the models listed due to the implementation of OC11. Of the 

present disclosure can be seen that the unified model is fully consistent with all 

previously selected criteria of optimality. Therefore we can move on to the 

implementation of the unified model. 

3. The classical object-relational mapping patterns 

To implement of this model development environment software systems based on 

the organization of the metamodel object system presented in [4-5] was used. This 

development environment is called SharpArchitect RAD Studio and as storage of 

information uses a relational DBMS. Because information system is designed in 

terms of object-oriented paradigm, and implemented in a relational database 

environment, there is a so-called "object-relational impedance mismatch" to 

overcome the consequences of which object-relational mapping patterns are used. 

The most commonly used patterns for represent the class hierarchy. 

In SharpArchitect RAD Studio implemented three classic patterns for implementing 

object-oriented inheritance relationships of classes in a relational structure 

(relational tables), presented in Fig. 2 [2, 4]. 
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Consider the basic patterns is presented in more detail. Single Table Inheritance 

pattern physically represents an inheritance hierarchy of classes in a single relational 

database table whose columns correspond to the attributes of all classes within the 

hierarchy and allows you to display the structure of inheritance and to minimize the 

number of joins that must be performed to extract information. In this pattern each 

instance of the class represented by one row of the table. When you create the object 

values are entered only in the columns of the table that match the attributes of the 

class, and all the rest are empty (have a null-value). 

 The pattern has advantages: 

• In the structure of the database contains only one table are representing all 

classes of whole hierarchy. 

• To selection of instances of classes hierarchy do not need to make the joins 

of tables. 

• Move fields from a base class to a derived (as well from the derivative in 

the base) does not require changes to the structure of the tables. 

The pattern has disadvantages: 

• In the study of the structure of the database tables can cause problems, 

because not all the columns in the table are intended to describe each 

domain class. This complicates the process of refining the system in the 

future. 

• If you have a deep inheritance hierarchy with a large number of attributes, 

many columns can have empty values (null-values). This leads to 

inefficient use of the available space in the database. However, modern 

DBMS can compress strings containing a large number of null-values. 

• Table may be too large and contain a huge number of columns. The main 

way to optimize the query (to reduce the execution time) is created a 

covering index. However, the index set and a large number of queries to a 

single table can lead to frequent blockages that will have a negative 

impact on the performance of software applications. 

An alternative pattern is called Class Table Inheritance, representing a hierarchy of 

classes for one table for each class (as an abstract and concrete). Class attributes are 

mapped directly on the columns of the corresponding table. With this method, the 

key is the task of joins the respective rows of several database tables that represent a 

single object of domain. 

The pattern has the following advantages: 

• Each table contains a field, the corresponding attribute of a certain class. 

The therefore tables are easy to understand and take up little space on your 

hard drive. 

• The relationship between the object model and relational database schema 

is simple and clear. 
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Single Table Inheritance pattern 

 
Class Table Inheritance 

 
Concrete Table Inheritance 

Fig. 2. Classical object-relational mapping patterns which used to represent the class 

inheritance in the form of a relational structure (relational tables) 
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However, there are disadvantages: 

• When you are create an instance of a particular class you want to upload 

data from several tables, which requires either their natural joins or a 

plurality of database calls followed by join results in memory. 

• Move the fields in the derived class or base class requires changes in the 

structure of several relational tables. 

• Base class table can become weaknesses in performance, since access to 

such tables will be carried out too often, leading to a variety of locks. 

• High degree of normalization can be an obstacle to the implementation of 

unplanned advance queries. 

The Concrete Table Inheritance pattern present is an inheritance hierarchy of classes 

using one table for each concrete (non-abstract) class of the hierarchy. From a 

practical perspective, this pattern assumes that each instance of the class (object), 

which is in memory, will be shown on a separate row in the table. In addition, each 

table in our case contains columns corresponding to attributes as a particular class, 

so all of his ancestors.  

The advantages are that: 

• Each table not contains extra fields, so that it is convenient to use in other 

applications that do not use object-relational mapping tools. 

• When creating objects of a certain class in the application memory and 

retrieve data from a relational database sample is made of a single table, 

i.e. is not required to perform relational joins. 

• Access to the table is carried out only in the case of access to a particular 

class, thus reducing the number of locks imposed on the table and spread 

the load on the system. 

There are disadvantages: 

• Primary keys can be inconvenient by handling. 

• There is no ability to model relationships (association) between abstract 

classes. 

• If the class attributes are moved between base classes and derived classes 

needed to change the structure of several tables. These changes are not as 

often as in the case of Class Table Inheritance pattern, but they cannot be 

ignored (as opposed Single Table Inheritance pattern in which these 

changes are absent). 

• If in base class to change the definition of at least one attribute (for 

example, change the data type), it will require to change the structure of 

each table representing a derived class because a superclass fields are 

duplicated in all tables of its derived classes. 

• In implementing the method of searching for data in the abstract class is 

required to view all the tables represents an instance of the derived 

classes. This requires a large number of database calls. 
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Selection of an required ORM-pattern depends on the initial logical model, i.e. from 

the class hierarchy of the domain. At the same time can be used two or more ORM-

patterns, which is associated with the need to optimize the structure of a relational 

database and reduce the number of tables used, which will increase the speed of data 

retrieval queries. 

After describing SharpArchitect RAD Studio object-relational mapping patterns 

which are available to the developer we can start implementing the unified model 

for testing tools. 

4. Implementation of the unified testing model 

In order to simplify the implementation of the three existing class hierarchies in Fig. 

1 will separate in available ORM-patterns. The result is shown in Fig. 3. 

 

Fig. 3. The using of the classical ORM-patterns for the implementation of the unified model 

for testing object-oriented applications development tools 

The Single Table Inheritance for the class hierarchy Post, ExperiencePost 

(ScientificPost) was used. As a result, it is assumed that in the RDB will create one 

single table (relational table), which will be retained instances of all listed non-

abstract classes. For the class hierarchy with classes Contragent, Worker 

(Company), Employee, Manager uses the Class Table Inheritance pattern. I.e. for all 

classes regardless of whether he or abstract concrete will create a separate table in 

RDB. Address class is abstract and has no association with other classes in model, 

so it will not create a separate table in the RDB. And for child classes will be 

created two tables (one for each heir). I.e. in hierarchy Address, CompanyAddress 

(EmployeeAddress) was used Concrete Table Inheritance. For other classes outside 

the hierarchy described, will be created on a separate relation table. 

One of the main features of SharpArchitect RAD Studio support multiple 

inheritance is implemented by means of interfaces C# language construction, as 

described in detail in [4]. Used C# language does not support this syntax as an 

association. To represent the binary associations, regardless of the multiplicity was 
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used properties (property construction), containing a single value or collection of 

values. 

Multiple n-ary association are represents a separate class, the attributes of these 

associations (as well as the attributes of binary associations) are converted into 

property of classes. To simplify information searching and extraction of all the 

associations are bidirectional both ends of the relevant classes there are properties 

whose type corresponds to the opposite end of the class association. All of the above 

arguments are presented graphically in Fig. 4.  

In implementing the interfaces used language C#, so it is impossible italics abstract 

classes. Bidirectional associations are shown corresponding arrows connecting 

classes. In implementing the association used the following approach.  From the 

"one" was declared property, which is a type of list (C# type IList<>), containing 

the elements, which is a type of class, located on the side "to-many". From the "to-

many" is declared in the class property whose type is a class, located on the side 

"one". Association of the "many-to-many" (without attributes) can be represented by 

two lists is declared in class antagonisms. In a SharpArchitect RAD Studio 

development environment has a number of base classes that implement the most 

common functionality. For example, the class IBaseRunTimeDomainClass is the 

root of all domain classes. To implement the tree structure will enough inherited 

from IBaseRunTimeTreeNodeDomainClass. At the time code generation will 

automatically generate additional attributes Nodes and Owner, allow you to save a 

reference to the parent and subnodes, respectively. It is implemented in such a way 

recursive association. For submission to the transfers and sets used syntax 

construction "enum". 

Applying the classical ORM-patterns was obtained relational database schema of 

the unified model now. Fig. 5 is depicts the result. 

 

Fig. 4. Then unified model for testing object-oriented application development tools, 

implemented in SharpArchitect RAD Studio in C# 
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Fig. 5. Then unified model for testing object-oriented application development tools, 

implemented in SharpArchitect RAD Studio in C# 

Figure requires is explanation. For all posts submitted by three classes of Post, 

ExperiencePost and ScientificPost, created one single table Post, which has all the 

attributes of classes. Additionally, there is a column in the table OID, representing 

an object identifier (primary key in a relational model). ObjectType column 

contains the identifier of the class whose objects are stored in the form of table 

rows. This value by the application to create a class of object-oriented programming 

language and to load the attribute values is used. 

In implementing Class Table Inheritance pattern have been created for the table 

Contragent for abstract class and table Worker, Company, Employee, Manager for 

the concrete classes. Instances of classes are physically stored in multiple database 

tables. A copy of the Manager class is stored in all tables. 

In implementing the Concrete Table Inheritance pattern is applicable for classes 

Address, CompanyAddress and EmployeeAddress, was created two tables: 

CompanyAddress and EmployeeAddress, because CompanyAddress class is 

abstract. All abstract class attributes stored in tables physically specific classes. 

For an n-ary association Position create a separate table as well as for the binary 

association linking the Employee class and EmployeeAddress, for that created the 

table EmployeeEmployeeAddress, containing foreign keys. 

Note that for the enumeration Telephone-Kind separate table is not created. An 

approach representations enumeration values as a bit mask and store it in the form 

of an integer value, where appropriate attributes are used. So the table has a column 

Telephone TelephoneKind, SQL-type is Integer. 

After analyzing of the above it can be argued that shown in Fig. 5 implementation, 

created in a development environment SharpArchitect RAD Studio, fully consistent 

with the unified model for testing object-oriented application development tools, 

presented in Fig. 1. 
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5. Conclusion 

Further development of the unified model is to test the feasibility of a variety of 

application development environments. In this alternative implementation is 

planned and using the approach presented by other authors dealing with similar 

scientific problems. 
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Унифицированная модель тестирования 
инструментов разработки объектно-

ориентированных приложений 
Олейник Павел Петрович  <xsl@list.ru>, 

Шахтинский институт (филиал) Южно-Российского государственного 

политехнического университета им. М.И. Платова, Россия, Ростов-на-Дону 

Аннотация. В данной статье представлена унифицированная модель тестирования 

инструментов разработки объектно-ориентированных приложений. На основе 

имеющихся литературных источников были выделены недостатки имеющихся работ и 

определены следующие критерии оптимальности, которым должна соответствовать 

полученная модель: 

1. Необходимо наличие глубоких иерархий наследования  

http://objectsystems.ru/files/Object_Systems_2011_Proceedings.pdf
http://objectsystems.ru/files/2014/Object_Systems_2014_Proceedings.pdf
http://bijournal.hse.ru/data/2014/01/16/1326593606/1BI%204(26)%202013.pdf
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2. Присутствие нескольких иерархий наследования 

3. Наличие абстрактных классов в иерархии   

4. Присутствие множественных n-арных ассоциаций 

5. Наличие ассоциаций с атрибутами 

6. Присутствие композиции между классами 

7. Наличие рекурсивных ассоциаций 

8. Наличие ассоциаций между классами, входящими в одну иерархию наследования 

9. Присутствие класса-ассоциации  

10. Наличие ассоциаций между классом-ассоциацией и другим классом  

11. Присутствие в модели перечислений   

С помощью графического унифицированного языка UML была представлена 

диаграмма классов унифицированной модели тестирования. В работе проверено 

соответствие полученной реализации выделенным критериям.  

В настоящее время для реализации приложений используют объектно-

ориентированные языки программирования и реляционные базы данных. Для 

преодоления объектно-реляционного несоответствия необходимо реализовать методы 

(паттерны) отображения. В статье описаны три метода, используемых для 

представления иерархии классов, выделены достоинства и недостатки каждого метода. 

Для проверки реализуемости унифицированной модели выбрана среда разработки 

SharpArchitect RAD Studio, в которой спроектировано объектное приложение на языке 

C# и реализована структура реляционной БД. В статье представлена разработанная 

объектная модель в виде диаграммы классов, на которой показано наследование 

интерфейсов и диаграмма отношений, содержащая все таблицы и столбцы полученной 

БД.   

В заключении даны рекомендации по направлениям дальнейшего развития работы, и 

определена необходимость реализовать унифицированную модель с помощью других 

подходов, предложенных авторами. 

Ключевые слова: UML, Объектное моделирование, Проектирование 

информационных системы, Базы данных, Объектно-ориентированное проектирование, 

Методы (паттерны, шаблоны) объектно-реляционного отображения, Объектно-

реляционное несоответствие 
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Abstract. When providing correctness checking for the models of software systems which 

include data types with wide range of values, a single symbolic behavioral scenario may 

cover a set of equivalent scenarios with concrete values. This feature is especially useful for 

systems with integer data types. However symbolic scenarios cannot be used as executable 

tests, they shall be concretized prior to execution. On the other hand, modern industrial 

software projects may contain many thousands of tests with nontrivial dependencies between 

their parameters. Manual selection and insertion of concrete values is impossible which 

requires full automation of the process. Besides, the actual experience in modern testing 

shows that efforts on bugs detection decrease significantly when directed method of selecting 

values is used instead of random selection of values. Concretization process shall follow a 

test plan prepared by tester. Such plans shall be flexible and generated based on standard 

templates or plans modified by user. 

Method of symbolic test scenarios automated concretization which resolves mentioned issues 

is described in the article. It allows to control coverage of boundary test parameters values 

which increases the quality of developed software. 

The developed method was successfully integrated into single complex technology of 

verification and testing which includes creation of a formal model based on initial 

requirements, automated symbolic verification, generation and concretization of symbolic 

behavioral scenarios, generation of test sets based on concretized scenarios and analysis of 

tests execution verdict. Results of method application within integrated technology are also 

shown. 
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1.  Introduction 

In the scope of software lifecycle the cost of software defects increases dramatically 

in accordance with development stage [1]. Avoiding defects on the stage of 

requirements gathering and detecting them on early stages of project lifecycle 

reduces the amount of corrections in the software and overall cost of development. 

This makes usage of methods and tools for model-based verification and testing 

extremely valuable [2,3]. However in the toolsets which mainly resolve problems of 

model-based approach (automation of requirements formalization, creation of 

behavioral models, verification of generated model-based scenarios, requirements 

coverage analysis [4-7]) arises the combinatorial explosion problem of possible 

behavioral scenarios which shall be tested [8-11]. 

Methods of symbolic verification are very effective to reduce the behavioral space. 

It is possible to specify ranges of possible parameters values in symbolic scenario. 

Each symbolic scenario represents a set of concrete scenarios with equivalent 

behavior (with same sequence of events).  This means that to provide required 

coverage of complete model behavior it is enough to select several specific 

scenarios from each group of behavioral equivalence instead of having to check all 

possible parameters values. This allows to significantly reduce the number of 

scenarios covering the functionality of application in the scope of selected coverage 

criteria. However for code generation of executable tests only scenarios with 

concrete values of parameters are needed. Given that modern industrial software 

requires many thousands of tests with complex dependencies of parameters values it 

is impossible to manually count and insert appropriate concrete values based on 

ranges in symbolic scenario. The concretization process shall be completely 

automated. 

This paper describes the automated concretization process for symbolic test 

scenarios in the scope of VRS/TAT toolset [12] providing automated generation of 

test scenarios based on requirements specifications formalized with basic protocol 

notation [13], which is a representation of Hoare triple [14]. 

2. Overall Scheme of Concretization 

VRS includes symbolic trace generator STG [15] which observes the formal model 

behavioral space and creates traces – linear sequences of events in the model. Model 

states are also saved in traces. The mail tool for concretization is called Trace 

Concretization Tool (Fig. 1). It consists of three modules – Concretizer, 

ValueCalculator and  Concretization View which interact between each other. 
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Fig. 1. Scheme of concretization 

For each symbolic trace Concretizer generates concretization table with names of 

parameters, signals, data types and allowed ranges of values. Then while trace 

bypassing it calls for ValueCalculator to get concrete value for the current 

parameter. ValueCalculator calculates concrete value based on received commands, 

test plan and allowed ranges of values and returns it to Concretizer. 

The implemented tools Concretizer, ValueCalculator and ConcretizationView are 

integrated into single concretization process which is a component of industrial 

software automated testing technology. 

3. Steps of Concretization Algorithm 

Concretization process is iterative, on each step a single parameter is concretized. 

The process terminates after concretization of the last parameter in the trace. 

Below some definitions are introduced. Transition in the formal model in VRS 

terms is a basic protocol representing parameterized transition from one model’s 

state into another. Basic protocol B(x) is represented by the following expression: 

  ))()()(( xxPxx    

where x is a list of protocol’s parameters; )(),( xx   – a formula of basic logic 

language, which are called precondition and postcondition respectively; P(x) – a 

process of basic protocol (in current case – a sequence of parameterized signals in 

MSC format). Trace parameters are parameters of its signals. Formula of basic 

language may contain variables and constants, arrays of elements of simple types, 

functional types. Variables which may change their values during system execution 

are represented by attributes and attribute expressions. 

Trace is a sequence of the following type: 

n

xBxB
SSS ...

)(

1

)(

0
1100     

where S are model’s states, B – basic protocols, x – lists of their parameters. 

The following steps of concretization algorithm can be specified: 

 restore of initial symbolic trace 
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 obtain ranges of allowed values for basic protocol’s parameters 

 interactive concretization of trace parameters 

 save concretized trace. 

 All steps except interactive concretization are executed automatically by internal 

means of VRS and hidden from outside. The most interesting for the user are 

implemented tools of the concretization which provide the control of concretization 

process and make the technology flexible enough for testing all modes of software 

functionality. 

4. ValueCalculator Tool 

This tool implements automatic calculation of concrete values for symbolic 

parameters within test scenarios. One or several rules can be used for calculation: 

left value of the range, middle value or right value. Examples of values calculated 

based on ranges and selected rule are shown in the table below: 

Type Range Rule 
Calculated 

Value 

integer [1;9] L 1 

integer [1;9] M 5 

integer [1;9] R 9 

enumerated val1,val2,val3,val4 L Val1 

enumerated val1,val2,val3,val4 M Val2 

enumerated val1,val2,val3,val4 R Val4 

Possible values for each parameter on each step of behavioral trace are calculated 

automatically by the means of VRS. Selection of the rule for value calculation is 

provided by corresponding set of options (Fig. 2): 

 

Fig. 2. Options for selecting concretization rule 

Based on calculated values of symbolic parameters the STG creates traces with 

concrete values which can be executed on the model. When two or three rules are 

selected there will be two or three concretized traces generated for each symbolic 

scenario. 



Н.В. Воинов, П.Д. Дробинцев, И.В. Никифоров, В.П. Котляров, А.В. Колчин. Метод автоматической 

конкретизации символических тестовых сценариев.  Труды ИСП РАН, том 27, вып. 3, 2015 г., c. 115-124 

119 

An example of tool execution is shown below. Test scenario contains a signal which 

turns on a radio station on the car radio. Radio station number is the signal’s 

parameter (Fig. 3): 

 

Fig. 3. A part of symbolic test scenario 

If overall number of radio stations is 9, ValueCalculator will calculate the following 

values for the channel_number parameter depending on selected concretization rule: 

“1” (for the Left rule), “5” (for the Middle rule) and “9” (Right rule). If all three 

options are selected (Fig. 2), there will be three concretized traces generated with 

different values of channel_select parameter. A part of concretized trace with Right 

rule value selection is shown below (Fig. 4): 

 

Fig. 4. A part of concretized trace with right value selected 

The user can select default concretization rules and repeat generation of concretized 

traces with corresponding values or use ConcretizationView tool to create own test 

plan. 

5. ConcretizationView Tool 

This tool provides the ability to specify any concrete values from the possible range 

for one, several or all parameters in test scenario. The tool is implemented as a View 

element in Eclipse IDE. It allows to display the contents of concretization table and 

specify desired values of symbolic parameters. This is performed by adding “C” 

symbol on the row with required parameter in the “Rule” column and desired value 

in the “Value” column. 

Continue with the example of turning on a radio station of the car radio. If the range 

of parameter’s possible values varies between 1 and 9, then for example value 7 is 

neither left, nor middle, nor right value of the range. The only possible way to 

concretize a trace with this value is to explicitly specify it using ConcretizationView 

tool (Fig. 5): 
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Fig. 5. ConcretizationView user interface 

 As a result the concretized trace with value 7 will be generated (Fig. 6): 

 

Fig. 6. A part of concretized trace with user-defined value 

Applying ValueCalculator and ConcretizationView tools together the user can 

obtain all tests required to satisfy specific test criteria. For example, a set of tests 

covering all possible values of one parameter and only boundary values of another 

parameter. The concretization process terminates when the complete set of tests 

required for execution is obtained. 

6. Results 

Created tools were applied for preparing tests in telecom software projects. 
Symbolic scenarios of possible systems behaviors contained up to several hundred 
of basic protocols. For testing process all symbolic parameters in generated 
scenarios shall be concretized which is extremely time consuming without tools of 
automation. For example, using described approach to concretization in a small 
project with 11 basic protocols allowed to concretize all traces in 2 minutes. For a 
project with 151 basic protocols the concretization took about 20 minutes. While 
manual concretization of such project takes about 3 working days. Clear that in 
projects with several thousand of basic protocols it is impossible to concretize 
symbolic scenarios without automation toolset. The table below shows the 
comparison between manual and automated approaches to concretization: 

Number of Basic 
Protocols in the 

project 

Manual 
Concretization 

(staff days) 

Automated 
Concretization 

(minutes) 

11 0,3 2 

151 3 20 

464 5 25 

759 8 28 
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7. Conclusion 

Integration of verification and testing allows to achieve desired level of software 

quality due to joining results of model static analysis after symbolic verification 

with number of experimental results after testing which is especially important for 

testing systems with wide ranges of possible values.  

It is also important that symbolic scenarios can not be used for execution on the 

model. They shall be concretized prior to generating test code for target platform. 

Implemented tools which are integrated into single chain of concretization in the 

scope of test automation technology [16], successfully resolve a very time-

consuming problem of symbolic scenarios concretization. Also the technology 

allows to control coverage of boundary test parameters values which increases the 

quality of developed software.   
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Аннотация. При проверке корректности моделей программных систем с типами 

данных, включающими большой диапазон значений, один символьный поведенческий 

сценарий может покрывать множество сценариев с конкретными значениями. Это 

свойство особенно эффективно используется для систем, использующих числовые 

типы данных. Однако символьные сценарии в исходном виде непригодны для создания 

по ним исполнимых тестов, для исполнения тесты должны быть конкретизированы. С 

другой стороны, в современных промышленных проектах количество тестов 

исчисляется тысячами, а зависимость между значениями параметров нетривиальна. 

Осуществлять вручную выбор и подстановку взаимосогласованных конкретных 

значений практически невозможно, поэтому процесс конкретизации должен быть 

полностью автоматическим. Кроме того, реальная практика тестирования 

свидетельствует об уменьшении трудоемкости поиска дефектов при направленном 

выборе значений по сравнению со случайном выбором. При подстановках необходимо 

следовать плану тестирования, подготовленному заранее тестировщиком. Подобные 

планы должны быть гибкими, основная их часть должна генерироваться на основе 

стандартных шаблонов или переиспользовать отредактированные пользователем 

планы. 

В работе описан полностью автоматизированный метод конкретизации символьных 

сценариев, решающий упомянутые проблемы. Метод позволяет контролировать 

покрытие граничных значений параметров теста, что в результате дает возможность 

повысить качество создаваемого тестового набора. 

Разработанный метод был успешно интегрирован в единую технологическую цепочку 

верификации и тестирования, включающую создание формальной модели системы по 

исходным требованиям, автоматическую символьную верификацию, генерацию и 

конкретизацию символьных поведенческих сценариев, генерацию тестовых наборов по 

конкретизированным сценариям, а также средства анализа результатов исполнения 

mailto:shurik@iss.org.ua
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тестов. Также продемонстрированы результаты применения технологической цепочки 

с интегрированным методом автоматической конкретизации. 
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Abstract. A memory subsystem is one of the key components of a microprocessors. It 

consists of a number of storage devices (instruction buffers, address translation buffers, 

multilevel cache memory, main memory, and others) organized into a complex hierarchical 

structure. Huge state space of a memory subsystem makes its functional verification 

extremely labor consuming. Nowadays, the main approach to functional verification of 

microprocessors at a system level is simulation with the use of automatically generated test 

programs. In this paper, a method for generating test programs for functional verification of 

microprocessors’ memory management units is proposed. The approach is based on formal 

specification of memory access instructions, namely load and store instructions, and formal 

specification of memory devices, such as cache units and address translation buffers. The use 

of formal specifications allows automating development of test program generators and 

makes functional verification systematic due to clear definition of testing goals. In the 

suggested approach, test programs are constructed by using combinatorial techniques, which 

means that stimuli (sequences of loads and stores) are created by enumerating all feasible 

combinations of instructions, situations (instruction execution paths) and dependencies (sets 

of conflicts between instructions). It is of importance that test situations and dependencies are 

automatically extracted from the formal specifications. The approach was used in several 

industrial projects on verification of MIPS microprocessors and allowed to discover critical 

bugs in the memory management mechanisms. 
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1. Introduction 

A computer memory is known to be a complex hierarchy of data storage devices 

varying in volume, latency and price [1]. In addition to registers and main memory, 

microprocessors include a multi-level cache memory and address translation 

buffers. The set of devices responsible for handling memory accesses is referred to 

as a memory subsystem or a memory management unit (MMU). Being one of the 

key microprocessor components, the memory subsystem is strongly required to be 

correct and reliable. Due to the complicated structure of the memory, the number of 

situations that can occur in processing load and store instructions is huge; this 

makes it improbable to verify the subsystem “manually”. 

In the current practice, tests – programs in the assembly language of the 

microprocessor under test – are created in an automated way with the intensive use 

of random generation. A tool that constructs test programs is called a test program 

generator (TPG) or an instruction stream generator (ISG) [2]. In a typical use case, 

a TPG accepts probability distributions for instructions types and operand values as 

well as other parameters and produces a set of programs in compliance with the 

settings. Though the randomization-based approach is able to find “high-quality” 

bugs, it is not systematic and does not guarantee the verification completeness. 

In the present work, an approach to generate test program for memory subsystems 

of single-core microprocessors is discussed (the multi-core issues, such as memory 

consistency and cache coherence [3], are out of the scope of the paper). The 

proposed approach complements the random-based testing and enables thoroughly 

checking situations in the MMU behavior. It uses specifications of memory access 

instructions, i.e. load and store instructions, and specifications of memory devices 

including, first of all, caches and address translation buffers. The formal 

specifications serve as a source of test coverage information and allow 

automatically extracting instruction-level situations and dependencies. Test 

programs are built by composing possible situations and dependencies for 

instruction sequences of bounded length. 

The rest of the paper is organized as follows. Section II is a primer on 

microprocessor memory organization. Section III provides a brief overview of the 

related work. Section IV describes in detail the mentioned approach to test program 

generation. Section V considers industrial applications of the described approach. 

Finally, Section VI concludes the paper and outlines directions for future research 

and development. 

2. Memory Subsystem 

In a nutshell, a memory subsystem of a microprocessor is intended for handling 

memory accesses, namely instruction fetch requests, data loads and data stores. Its 

functions include translation of virtual addresses into physical ones, memory 

protection, code and data caching, etc. [1]. Let us consider the essential concepts of 

the memory management. 
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From a programmer’s perspective, a computer memory is a linear array of bytes. 

However, the underlying mechanisms and techniques – usually referred to as a 

virtual memory – are rather sophisticated. A virtual address space, i.e. a range of 

the byte array indices available for programs to use, is commonly divided into 

disjoint segments. Given a segment and a virtual address, the MMU acts as follows. 

If the microprocessor mode satisfies the segment’s privilege level, the virtual 

address is translated into the physical address, and an access to the physical memory 

is performed; otherwise, an address error exception is thrown. 

Segments are divided into mapped and unmapped; the latter, in turn, are subdivided 

into cached and uncached. Addresses of mapped segments are translated with the 

help of translation lookaside buffers (TLB), which store the mapping between 

virtual page numbers (VPN) and physical frame numbers (PFN). If there is a match, 

the VPN bits of the virtual address are replaced with the PFN bits, and the process 

continues. Otherwise, a TLB refill exception is thrown, which triggers the operating 

system to look up the page table and update the TLB. Unmapped addresses are 

translated directly with no use of the buffers. Accessing cached segments, as 

opposed to uncached ones, activates the caching mechanisms. 

A cache is an intermediate storage responsible for speeding up access to frequently 

used data. An average microprocessor has two- or three-level cache memory. 

Typically, an Li cache stores a subset of Li+1 contents; the highest-level cache is the 

largest one; it interacts immediately with the main memory. A cache works as 

follows. As soon as data are requested, the cache controller checks whether they are 

in the buffer. If they are (it is said to be a cache hit), the data are taken from there 

and returned to the requester. Otherwise (it is said to be a cache miss), the controller 

chooses a victim among the data blocks stored in the buffer and replaces it with the 

data loaded from the higher-level cache or the main memory. 

In the general case, a cache comprises a number of sets; each set consists of a 

number of lines; each line includes data and a tag. Let S = 2s be the number of sets; 

W be the number of lines in a set; B = 2b be the size of a data block. Depending on 

the values of S and W, the following types of cache memory are recognized: (1) a 

direct-mapped cache (W = 1); (2) a fully associative cache (S = 1); (3) a set-

associative cache (W > 1 and S > 1). The bit representation of an address is 

interpreted as follows: the bits [0, …, b–1] refer to a byte inside a data block; 

[b, …, b+s–1] identify a set; [b+s, …, m–1], where m is the address length, define a 

tag. To determine whether the cache contains data for a given address, first, the set 

is identified; then, the tags of the set’s lines are concurrently compared with the tag 

extracted from the address. If there is a match, then the requested data are available 

in the cache. 

3. Related Work 

There are several TPG tools based on formal specifications of memory subsystems. 

DeepTrans (IBM Research) [4] is one of them. The approach is targeted at testing 

address translation mechanisms and uses a special-purpose modeling language. A 
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process of address translation is depicted as a directed acyclic graph whose vertices 

correspond to the process stages and whose edges relate to the transitions between 

the stages. A path from the source of the graph to the sink defines a particular 

situation in the address translation. Such situations can be referred from high-level 

descriptions of test programs, so-called templates. The latter are processed by the 

Genesys-Pro generator [2], which formulates constraints on instruction operands, 

solves them and transforms the results into the instruction sequences. The major 

advantage of the approach is the use of the highly developed languages for 

modeling address translation and describing test templates. The disadvantage is that 

the tool is not able to automatically extract conflicts and dependencies between 

instructions. Verification engineers have to manually specify such kind of 

information in test templates. 

In [5], the Java programming language coupled with a specialized library is used to 

specify MMU. As in DeepTrans, the situations correspond to the paths in the graph 

describing the subsystem under test; here is an example: {Mapped (data are 

requested via a mapped segment), TLBHit (there is a TLB hit), TLBValid (the 

matched TLB entry is valid), L1Hit (a miss in the first-level cache occurs)}. In 

addition, the approach provides means for specifying instruction dependencies; an 

example is as follows: {TLBEqual (instructions use different TLB entries), 

L1IndexEqual (data are mapped to the same set of the first-level cache), 

L1TagEqual (data belong to different cache lines)}. Test templates are constructed 

automatically by combining situations and dependencies for short sequences of 

instructions. Building templates and creating programs on their basis is done by the 

MicroTESK generator (ISP RAS) [6]. The strength of the approach is systematic 

test enumeration that takes into consideration instruction execution paths as well as 

dependencies between instructions. The principal weakness is underdeveloped 

specification facilities. 

4. Approach Description 

The main goal of the presented research is to combine the advantages of the 

methods [4] and [5] as well as to avoid their drawbacks. It can be achieved by using 

formal specifications. Accordingly, microprocessor instructions, an MMU and test 

templates are described in formal domain-specific languages. Specifications are 

analyzed to extract testing knowledge, that is, situations and dependencies. The 

information having been extracted is used to automatically generate test programs 

from templates as well as to automatically construct templates in a systematic way. 

The suggested method is supported by the MicroTESK TPG [7]. 

4.1 Formal Specifications 

Formal specification of a microprocessor under test touches on the instruction set 

and the memory subsystem. Instructions are described in the nML language [8]. 

Descriptions declare the registers and define the assembly syntax, binary image and 
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the semantics of the instructions. Semantics is specified in the usual imperative form 

by means of the bit-vector and floating point operations. Here is an nML 

specification of the MIPS [9] integer addition instruction (ADD): 

op ADD (rd: REG, rs: REG, rt: REG) 

  syntax = format("add %s, %s, %s", 

    rd.syntax, rs.syntax, rt.syntax) 

  image = format("000000%s%s%s00000100000", 

    rs.image, rt.image, rd.image) 

  action = { 

    temp = rs<31>::rs<31..0> + 

           rt<31>::rt<31..0>; 

    if temp<32> != temp<31> then 

      exception("IntegerOverflow"); 

    else 

      rd = coerce(DWORD, temp<31..0>); 

    endif; 

  } 

Being rather simple, nML does not have adequate facilities to describe memory 

management. Though the language is powerful enough to specify caching and 

address translation mechanisms, pure nML specifications of MMU are awkward and 

hardly analyzable; in particular, it is difficult to extract testing knowledge to 

automate test program generation. In that situation, a domain-specific language has 

been introduced. A memory access instruction is described in nML in an intuitive 

manner by reading or writing data from or to the byte array representing the 

physical memory. Every access to the array triggers the MMU logic specified in a 

separate file. An nML specification of the MIPS load byte instruction (LB) may 

look as follows: 

op LB (rt: REG, offset: SHORT, base: REG) 

  syntax = format("lb %s, %d(%s)", 

    rt.syntax, offset, base.syntax) 

  image = format("100000%s%s%s", 

    base.image, rt.image, offset) 

  action = { 

    rt = MEM[base + offset]; 

  } 

where MEM is an array declared as mem MEM[2**36, BYTE]; 2**36 (that is 236) 

is the memory size in bytes. Note that notwithstanding the array is specified as the 

physical memory, it is accessed through the virtual address. 

Memory management is described in a special language. MMU specifications 

include address types, memory segments, buffers, such as TLB and caches, and 

detailed algorithms for handling load and store instructions. Addresses and 

segments are described straightforwardly; buffers are specified with the following 

parameters: the associativity (ways), the number of sets (sets), the entry (line) 

format (entry), the index calculation function (index), the tag calculation function 

(tag) and the data eviction policy (policy). Here is a description of the virtual and 
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physical addresses (VA and PA correspondingly), user segment (XUSEG), address 

translation buffer (TLB) and the first-level cache memory (L1) of a MIPS 

microprocessor: 

address VA (64) 

address PA (36) 

segment XUSEG (va: VA) 

  range  = (0x0, 0x00ffFFFFffff) 

buffer TLB (va: VA) 

  ways   = 64 

  sets   = 1 

  entry  = (VPN2: 27, V0: 1, PFN0: 24, ...) 

  index  = 0 

  tag    = va<39..13> 

  policy = NONE 

buffer L1 (pa: PA) 

  ways   = 4 

  sets   = 128 

  entry  = (TAG: 24, DATA: 256) 

  index  = pa<11..5> 

  tag    = pa<35..12> 

  policy = LRU 

Processing of loads and stores is specified by requesting the buffers and handling 

their responses. The syntax is similar to nML though allows using such conditions 

as XUSEG(va).hit (the address va belongs to the segment XUSEG) and L1(pa).hit 

(the buffer L1 contains the data for the address pa). Here comes an example: 

mmu MEM (va: VA) 

  ... 

  read = { 

    if XUSEG(va).hit then 

      if TLB(va).hit then 

        tlbEntry = TLB(va); 

      else 

        exception("TLBRefill"); 

      endif; 

      if va<12> == 0 then 

        v   = tlbEntry.V0; 

        pfn = tlbEntry.PFN0; 

        ... 

      endif; 

      if v == 1 then 

        pa = pfn::va<11..0>; 

      else 

        exception("TLBInvalid"); 

      endif; 

      ... 

    endif; 

    if L1(pa).hit then 

      l1Entry = L1(pa); 

      data = l1Entry.DATA; 

      ... 
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    endif; 

  } 

  write = { ... } 

4.2 Coverage Extractor 

Formal specifications are parsed and the control flow graph (CFG) is build. A 

coverage extractor traverses the CFG and constructs the set of all possible 

execution paths (the graph is assumed to be acyclic). A single path, so-called a 

situation, describes processing of an individual request and finishes either with a 

memory access or with an exception (incorrect address, TLB refill, etc.). Each 

transition of the path is labeled with a guard, i.e. a condition that enables the 

transition, and an action to be performed. Here is an example of a load situation (for 

the sake of simplicity, the transition actions are omitted): {XUSEG(va).hit, 

TLB(va).hit, va<12> = 0, v = 1, L1(pa).hit}. 

Given a pair of execution paths, the coverage extractor may be demanded to 

construct the set of all possible dependencies. A dependency is a map from the set 

of buffers common for the two given execution paths to the set of conflicts. 

Speaking formally, a dependency is a partial map d: B  C, where B is the set of 

buffers and C is the set of conflicts. The following types of buffer usage conflicts 

are predefined in the tool: 

 AddrEqual – using the same data; 

 AddrNotEqual – using different data: 
o IndexEqual – using data of the same set: 

 TagEqual – using data of the same line; 
 TagReplaced – using data of the replaced line; 
 TagNotReplaced – otherwise; 

o IndexNotEqual – using data of different sets. 

To illustrate the concept, let us consider two simple situations: the first one is {…, 

TLB(va1).hit, …, L1(pa1).hit}; the second is {…, TLB(va2).hit, …, L1(pa2).miss, 

…}. The situations share two buffers, namely TLB and L1. A possible dependency 

is {TLB.TagEqual, L1.IndexNotEqual}, that is, two instructions access the same 

TLB entry (va1<39..13> = va2<39..13>), but use different L1 sets 

(pa1<11..5>  pa2<11..5>). 

4.3 Template Iterator 

A template is a sequence of situations linked together with a number of 

dependencies. A template iterator systematically enumerates templates to cover a 

representative set of cases of the memory subsystem behavior. Let S be the set of 

situations; D be the set of dependencies; n be the length of templates. Formally, a 

test template of the length n is a pair , , where  = (s1, ..., sn)  Sn is the 

template skeleton and  = {dij}, where i = 1, ..., n-1 and j = i+1, ..., n, is the template 

ligaments. An example of a two-situation template is given below: 
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s1: {XUSEG(va1).hit, TLB(va1).hit, va1<12> = 1, v1 = 1, L1(pa1).hit}; 

s2: {XUSEG(va2).hit, TLB(va2).hit, va2<12> = 0, v2 = 0}; 

d12: {TLB.TagEqual (va1<39..13> = va2<39..13>)}. 

The main, but not the only, approach supported by the tool is combinatorial 

generation. Test templates are constructed by enumerating all possible skeletons of 

the given length and creating all possible ligaments for each of them. The template 

iterator checks whether the produced templates are consistent. For each template, it 

formulates the set of constraints and invokes a solver [10]; if the constraints are 

unsatisfiable, the template is discarded. Here is an example of an inconsistency: 

s1: {..., va1<12> = 0, v1 = 1, ...}; 

s2: {..., va2<12> = 0, v2 = 0}; 

d12: {TLB.TagEqual (va1<39..13> = va2<39..13>)}. 

TLB.TagEqual implies that both instructions access the same TLB entry, whereas 

va1<12> = 0 and va2<12> = 0 result in v1 = v2 = tlbEntry.V0, which contradicts to 

v1 = 1 and v2 = 0. 

To avoid the combinatorial explosion, special heuristics are in use. Among them, 

factorization of situations and limitation of the depth of dependencies are essential. 

Description of the heuristics are out of the scope of the paper. 

4.4 Test Data Generator 

Templates are symbolic representation of test programs. To produce a test program 

from a template, the latter should be instantiated. A test data generator plays the 

key role in this activity. Test data, in a sense, are a solution to the constraints 

stipulated in the template. They include virtual addresses to be used by the 

instructions as well as some auxiliary information intended for setting up the state of 

the microprocessor under test such as indices of TLB entries, VPN-to-PFN 

mappings, sequences of addresses to be accessed to load or evict data to or from the 

buffers, etc. 

The test data generator acts in compliance with one of the following strategies: (1) 

heavyweight template elaboration with an attempt to find an exact solution to the 

problem or (2) lightweight processing targeted at constructing an approximate 

solution. In the main, our approach follows the second strategy. Detailed analysis of 

templates makes sense only for accurate MMU specifications, while instruction-

level models are rather abstract. Another argument is that the lightweight approach 

gives a significant benefit in terms of performance, while the quality of testing is 

comparable. 

Given a template (s1, ..., sn), {dij}, consider how test data are generated. First, for 

each situation sj of the template, a united dependency depj: B  C  2{1, ..., j-1} is 

built. For each buffer b and conflict c, depj(b, c) contains indices i < j such that 

b  dom(dij) and dij(b) = c, that is, the situations si and sj access the buffer b and 

there is the access conflict c. Then, the template’s situations are processed one after 
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another. Given a situation sj, the buffers affected in sj are sequentially inspected. For 

each buffer b, the actions listed below are performed: 

 if depj(b, AddrEqual)  , then 

data(sj).addr  data(si).addr, 
where data(sj) denotes the test data associated with sj; addr is the virtual or 
physical address depending on the b type; i is any index from 
depj(b, AddrEqual); 

 otherwise, if depj(b, IndexEqual)  , then 

data(sj).addr<I>  data(si).addr<I>, 
where I is the bit range given in the index section of the b specification; 

o if depj(b, TagEqual)  , then 

data(sj).addr<T>  data(si).addr<T>, 
where T is the bit range given in the tag section of the b specification; 

o if depj(b, TagReplaced) = , then 

data(sj).addr<T>  tagb(data(sj).addr<I>), 
where tagb(index) is a previously unused tag of b for the given index; 

 otherwise (if depj(b, IndexEqual) = ), 

data(sj).addr<I>  indexb, 
where indexb is a previously unused index of b. 

TagReplaced conflicts – referred to as dynamic conflicts – are handled in a special 

way. As soon as all other constraints, including hits and misses (see the next 

paragraph for details), are resolved, the created sequence of instructions is simulated 

on a simplified model derived from the MMU specifications. This enables the 

generator to predict the lines being evicted and replaced with recently accessed data. 

If there is a TagReplaced conflict between two instructions (template situations, to 

be more precise), the evicted tag having been predicted for the first instruction is 

copied into the address of the second one. 

In between static Equal/NotEqual and dynamic Replaced conflicts, hits and misses 

are considered. For a hit, an access to the designated address is appended to the 

template test data: hit(b).add(data(sj).addr), where hit(b) is a set-separated data 

structure that stores sequences of addresses targeted at loading data into the buffer 

b. For a miss, an address sequence  is added: miss(b).add(), where miss(b) is a 

storage of addresses used to evict data from b, and  = {addr1, ..., addrW} is a so-

called evicting sequence, that is, addrk<I> = data(sj).addr<I>, addrk<T>  

data(sj).addr<T> and addrk<T>  addrl<T> for all k, l  {1, ..., W} such that k  l; 

W is the b associativity. Note that appending an address to the hit(b) structure may 

require adding evicting sequences for the preceding buffers with the miss constraint 

having been set. 
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4.5 Test Data Adapter 

Indeed, test data concretize symbolic templates, but being instruction set 

independent they are still too general to be immediately applied to testing. It is a test 

data adapter who translates a template coupled with test data into a sequence of 

specific instructions, so-called a test case. Such a sequence usually consists of two 

parts: a preparation, which sets up the microprocessor state, and a stimulus, which 

performs a series of memory accesses to stress the microprocessor’s MMU. 

Making a stimulus is straightforward: each situation of the template skeleton is 

converted into a load or a store depending on the specification section, read or 

write, the execution path belongs to. A particular type of the instruction, i.e. the size 

of a data block being accessed, is either derived from the template / specifications or 

randomized. The instruction is allowed to use any registers from the user-defined 

set. Note that the procedure requires a mapping from 

{read, write}  {byte, word, ...} to the set of memory access instructions 

implemented in the design. 

Constructing a preparation sequence is more intricate. The main problem is that 

placing data into a buffer may change the state of others. Here is how the problem is 

solved. First, virtual address based buffers, e.g., TLB, are handled before buffers 

accessed by physical addresses, e.g., L1 and L2. Initialization of the latter can be 

carried out by using unmapped addresses, which does not affect the former. Second, 

the “largest buffer first” strategy is applied. Typically, a set of lines of a smaller 

buffer maps several sets of lines of a larger one, which gives a possibility to change 

the smaller buffer with no tangible effect to the larger one. Given a buffer, the 

preparation sequence is cut into pieces corresponding to particular sets of the buffer. 

Each piece is the catenation of the miss and hit sequences. It is implied that each 

buffer is provided with a code pattern to be used to place data for a given address. 

Here comes a simplistic test case for the MIPS architecture: 

// Preparation: 

// Fill TLB: VPN0=0x4, V0=1, PFN0=0x10222 

tlbwi ... 

// Fill L1: VA=0x80261026 (PA=0x261026) 

lui t0, 0x8026 

ori t0, t0, 0x1026 

lb  t0, 0(t0) 

// Address 0: VA=0x80261026 (PA=0x261026) 

lui s0, 0x8026 

ori s0, s0, 0x1026 

// Address 1: VA=0x4059 (PA=0x10222059) 

ori s1, zero, 0x4059 

// Stimulus: 

// KSEG0.hit (Mapped=0), L1.hit 

lb  a0, 0(s0) 

// XUSEG.hit (Mapped=1), TLB.hit, VA[12]=0, V=1 

sb  a1, 0(s1) 
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The instructions here are as follows [9]: TLBWI writes a TLB entry; LUI loads a 

constant into an upper half of a word; ORI does a bitwise OR with a constant; LB 

loads a byte from memory; SB stores a byte to memory. 

Preparations may be of significant length, but the tool is able to reduce the volume 

of such kind of code. It keeps track of the microprocessor state during test 

generation and skips useless initialization (e.g., it does not load data into a buffer if 

they are already there). Moreover, the generator can choose a data tag so as to fit the 

desired event, a hit or a miss. On the other hand, preparation sequences are of 

interest as they – as our experience shows – can stress the memory subsystem and 

discover “high-quality” bugs. 

5. Industrial Application 

The proposed approach is implemented in the MicroTESK test program generator 

[6, 7]. Since 2006, different versions of the tool – including one described in [5] – 

have been applying to functional verification of several industrial microprocessors 

with the MIPS architecture [9]. MMU specifications take into account such buffers 

as a JTLB (a joint TLB), a DTLB (a micro TLB used to speed up data address 

translation), an L1 (a first-level cache) and an L2 (a second-level cache). Besides, 

they involve mapped and unmapped memory segments (XUSEG, KSEG0, KSEG1 

and XKPHYS), TLB control bits (Valid, Dirty and Global) and cache policies 

(various combinations of Write-Through, Write-Allocate and Write-Back flags). 

Stimuli are composed from load and store instructions. The approach has allowed 

revealing a great number of critical bugs (e.g., reading incorrect data from memory) 

in the MMU designs, which had not been detected by randomly generated test 

programs. 

6. Conclusion 

Functional verification of a microprocessor MMU is surely a hard nut to crack. 

Automation facilities are undoubtedly of high value and importance. Our work 

contributes its mite to improving verification quality and productivity. The proposed 

solution is based on the memory subsystem specification, i.e. on formal descriptions 

of caching and address translation. The distinctive features of the approach are high 

automation and systematicness. The suggested method is implemented in the 

MicroTESK test program generator, which is freely distributed open-source 

software. The tool has been used and is being used in industrial projects on 

microprocessor development. A bad news is that the recent release has no support 

for multicore designs. Avoiding this shortcoming is a priority task for the nearest 

future. More particularly, we are going to extend the approach to multiprocessor 

systems with distributed memory. 
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Аннотация. Подсистема памяти является одним из ключевых компонентов 

микропроцессора. Она состоит из запоминающих устройств разного назначения 

(буферов инструкций, буферов трансляции адресов, многоуровневой кэш-памяти, 

основной памяти и других), объединенных в сложную иерархическую структуру. 

Число возможных состояний подсистемы памяти крайне велико, что делает ее 

функциональную верификацию чрезвычайно трудоемкой задачей. В настоящее время 

основным подходом к функциональной верификации микропроцессоров на системном 

уровне является имитационное моделирование с использованием автоматически 

сгенерированных тестовых программ. В данной работе предлагается метод генерации 
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тестовых программ для функциональной верификации модулей управления памятью 

микропроцессоров. В основе предложенного метода лежат формальные спецификации 

инструкций доступа к памяти, а именно инструкций чтения и записи, и формальные 

спецификации устройств памяти, таких как модули кэш-памяти и буферы трансляции 

адресов. Использование формальных спецификаций позволяет автоматизировать 

разработку генераторов тестовых программ и обеспечивает систематичность 

функциональной верификации за счет четкого определения целей тестирования. В 

предложенном подходе тестовые программы конструируются с помощью 

комбинаторных техник, то есть тестовые воздействия (последовательности инструкций 

чтения и записи) создаются путем перебора всех возможных комбинаций инструкций, 

ситуаций (путей исполнения инструкций) и зависимостей (множеств конфликтов 

между инструкциями). Важной особенностью метода является то, что тестовые 

ситуации и зависимости автоматически извлекаются из формальных спецификаций. 

Предложенный подход применялся в нескольких промышленных проектах по 

верификации микропроцессоров архитектуры MIPS и позволил выявить критические 
ошибки в механизмах управления памятью. 

Ключевые слова: микропроцессоры; управление памятью; кэширование; трансляция 

адресов; функциональная верификация; формальные спецификации; генерация 
тестовых программ; генерация потока инструкций. 
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Abstract.  A method of direct memory access subsystem verification used for “Elbrus” series 

microprocessors has been described. A peripheral controller imitator has been developed in 

order to provide a flexible way to simulate a wide range of workloads of the direct memory 

access system without a need for computational overhead caused by simulation of the 

initialization and operation of the southbridge and its controllers. The imitator has been 

implemented as synthesizable Verilog module used in verification both with the RTL model 

and with the FPGA prototype. It can be integrated as a replacement of the I/O link connecting 

the integrated northbridge with the southbridge thus eliminating the need to simulate extra 

hardware.  This connection method allowed to use a single implementation of the imitator 

with a complete series of microprocessors compatible with respect to the I/O link interface. 

The model of the imitator was also included into the functional machine simulator. A 

pseudorandom test generator for verification of the direct memory access subsystem based on 

the simulator. The test generator has been developed using library version of the functional 

machine simulator that allowed to use the simulator as a reference model during the test 

generation. The consistency of the programming interface of the imitator provides ability to 

execute generated tests unmodified on the functional machine simulator, the RTL model, the 

FPGA prototype and even the fabricated microprocessors when integrated in the FPGA I/O 

link controller. Employment of this method allowed to find a significant number of bugs in 
“Elbrus” series microprocessors being developed. 

Keywords: system verification, functional model, direct memory access, pseudorandom test 
generation. 
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1. Introduction 

Modern computer systems require very intensive data exchange between the 

peripheral devices and the random-access memory. In the most cases this exchange 

is performed by the direct memory access (DMA) subsystem. The increasing 

demands for the performance of the subsystem lead to an increase in its complexity, 

therefore requiring development of effective approaches to DMA subsystem 

verification [1,2]. 

This article is based on a result of a comprehensive project than combined 

implementation of a three co-designed verification techniques based on the 

consecutive investigation of the DMA subsystem employing one the three models: 

1) a functional model written in C++ that corresponds to behavior of the subsystem 

in the environment determined by a real computer system configuration, 2) RTL 

model in Verilog and 3) FPGA-based prototype. This article describes the first 

method that enables verifying correctness of the design at an early stage of the 

verification and eliminate a large quantity of bugs using simple tests. 

a).      b). 

Figure 1. The structure of the computer systems:  

a). Real configuration. 

b). Model configuration (integration of the DMA imitator into the northbridge). 

The most important problem that significantly affects the quality of the subsystem 

verification is the exhaustiveness of the representation of the external devices 

connected to it and input vectors they generate. In this case, the problem has been 
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solved by introducing a device imitating a peripheral controller and capable of 

generating a comprehensive range of DMA subsystem interaction patterns into the 

functional model. The basic aspects of DMA imitator implementation are presented 

in the second section. 

The exhaustiveness of the subsystem in question verification is achieved with a test 

generator allowing to provide necessary inputs using the imitator. The generator 

produces a test program that performs the DMA imitator scenarios setup for all of 

its agents, launches their concurrent execution, provides memory access by the CPU 

cores during the DMA access scenarios execution and checks the final memory 

state. The generator operation principles are described in the fourth section of the 

paper. 

The generation of final memory state checking code requires a golden model of the 

memory subsystem being available for the generator. A functional model library 

that will be described in the third section has been reused from previous projects in 

order to fulfill this requirement. 

2. Peripheral device imitator 

Considering the computer system containing the subsystem (fig.1a) in question it 

should be noted that difficulties connected to precise modeling of the south bridge 

devices caused by the usage of the complex device drivers can be avoided via 

imitating behavior of the real DMA agents. A masked DMA copy operation has 

been used as a basic operation that allows to implement the significant number of 

the direct memory access scenarios. In order to achieve a high-speed test execution, 

the imitator is integrated into the IO link between the northbridge and the chipset 

(south bridge, fig.1b). The positioning of the imitator as a standard IO controller 

allowed to apply this scheme to any modern Elbrus series processor. 

The imitator represents a simplified version of the southbridge. It includes 

adjustable number of identical agents (fig.2), each capable of working in normal or 

table modes. In the table mode the memory access scenario specification is 

simplified by providing them via tables placed in the memory. 

Agent is capable of the following operations: 

 copying data from one area of the memory to another in normal and table 

modes, 

 reading copy operation parameters from memory, 

 data transformation.  

The imitator is implemented as a PCI-compatible device, each agent is an 

independent device that is controlled by a common bus via load and store operations 

to the configuration space. Agents can perform an exchange with the memory using 

standard read and write packets. The commutation between the agents is performed 

by the DMA Switch module. 
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Figure 2. The structure of the DMA-imitator. 

The structure of the DMA-agent is shown at this fig.3. ConfigResigters 

module is an array of configuration space registers containing setup operation 

modes, base addresses and other parameters. In the normal mode the addresses are 

written to the ConfigRegisters are used to access the memory. In the table 

mode the TMHandler module uses written address to fetch and process the table 

with address of reads and writes. The Format module is responsible for masking 

the data and correct merging of data in the table mode. The DMAEngine module is 

implemented as a FIFO buffer that performs loads and stores of the data using the 

DMA write and DMA read functions provided by the functional model.  

 

Figure 3. The DMA-agent. 
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3. Functional model of the DMA imitator 

The approach to the problem is based on presenting the direct memory access as 

two independent modules: the simulator, that imitates the work the computer system 

architecture objects that are directly employed in the process, and a test generator 

that provides the modes and parameters for the direct memory access, sets up the 

logic of the these objects and controls the correctness of the outcome (fig.4). The 

structural and functional independence of these modules significantly increases the 

flexibility of the system in such aspects as content and interaction of objects under 

study, the spectrum of generated inputs and results checking.  

The configuration of the simulator that has been developed contains four processor 

each one containing several general-purpose cores and a northbridge, the 

southbridge and an imitator that consists of an array of peripheral devices and their 

interfaces [3]. According to the second section the communications of the imitator 

and the north bridge are performed by the functions of the programming model 

described in the PCI standard. 

 

Figure 4. Components of the DMA subsystem functional model. 

Core 0

Core 0

Core 0

Core 0Core 0

...

Core 0

Core 0Generator interface

Core N

Generator

Core 0

Generator core

Core 0

Memory model

Core 0Code area

Core 0Data area

Simulator

Core 0Core 1
Core 0Imitator

CPU 0

CPU 3

step()callback

Static 

initialization 

code

Core 0
Library control and 

communication

Core 0Code generators

Core 0Data generators

Northbridge



V. Kutsevol, A. Meshkov, M. Ryzhov, P. Frolov. An Approach to Direct Memory Access Module Verification. Trudy 

ISP RAN /Proc. ISP RAS, vol. 27, issue 3, 2015, pp. 139-148 

144 

The simulator works according to interpretation principle [4]. In each virtual tick 

execution of one command in each of the processor cores is performed. In addition, 

different asynchronous actions in respect to the commands execution actions such as 

counter and timer ticks and external interrupt handling are also performed during a 

single tick. 

In order to enable the communication of the simulator with the generator it has been 

decided to implement a working cycle of the simulator available through a set of 

library functions. 

4. Test generator 

The generator contains the static initialization code, the memory model and the core 

of the generator. The initialization code is a sequence of instructions that performs 

the initial setup of the hardware performed by the test. 

 

The core of the generator contains the library control and communication module as 

well as the code and data generators [5]. The library control and communication 

module is responsible for interaction with the simulator. It invokes the step() 

function that implements execution of instructions of the modeled hardware and the 

analysis the result of its execution. The code generator writes the code that controls 

the operation of each of the DMA-agents and the data generator writes the blocks of 

the data to be send. The flexibility of the DMA-imitator parameterization is fully 

supported by the pseudorandom test generator that sets up pseudorandom 

parameters for the DMA-exchange such as addresses of the memory buffers, ranges 

of the DMA-packet sizes as well as different transfer modes.  

Both static initialization code and dynamically generated code is placed into the 

code area that is one of the components of the memory model. When code fetch 

takes place during the program execution the requests are directed by the callback 

function to the code area of the generator. The data area that is another memory 

model component is handled in a similar manner. The requests for the data --- the 

loads and stores can be initiated by both the CPU cores and the DMA-agents. All of 

the requests are redirected to the data structure containing the array dynamically 

allocated by the data generator. 

The step-by-step algorithm of the simulator main modules interaction with the 

generator is presented in the fig.5. 

The general scenario of working with the DMA-imitators has the following outline: 

the basic system initialization, the initialization of the DMA buffers with the data 

designated for transmission, the configuration of the DMA-imitator and the launch 

of the DMA-exchange. Such system parameters as number of processors and 

available physical address ranges can be varied in a random way to create different 

DMA routing scenarios. The system initialization procedure can also turn on 

input/output memory management unit (IOMMU) and fill translation table with 

random entries. 
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Figure 5. The control flow of the generator that employs DMA subsystem functional model. 

The initialization of the DMA buffers is performed by the CPU cores causing the 

data for the transfer to be located at different levels of the coherent memory 

hierarchy that includes both caches and memory [6]. During the configuration of the 

imitator the specification of the operation mode and the base address of the memory 

to be processed are determined. The DMA exchange is performed while the CPU 

cores access memory regions that intersect with the DMA buffers. After the 

completion of the exchange the reference values are generated based on the contents 

of the memory final state. These values are used to perform self-checking during 

test execution on the target model or device. Any test produced by the generator can 

be executed on either the RTL model, the simulator or the FPGA-based prototype 

without any additional test modification. The test generator provides an opportunity 

to use any device connected to real southbridge instead of the DMA imitator such 

an Ethernet controller as a source of DMA-packets. 
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5. Conclusion 

In this study the problem of the direct memory subsystem verification when applied 

to ``Elbrus'' series microprocessors has been investigated. Employment of the test 

generator built using the approach described in this paper allowed to find 45 bugs in 

three different “Elbrus” series microprocessors: 24 in a single-cores low-power 

CPU and no cache coherence support, 16 in a eight-core CPU supporting up to 32 

core per ccNUMA system with coherent DMA and 5 in the next generation eight-

core CPU with ccNUMA and updated coherence protocol. These bugs were found 

in spite of rigorous stand-alone verification of the DMA subsystem modules 

performed during the generator development. In order to enable the execution of 

sufficient number of tests and speeding up the development of the test generators 

and bug analysis a method of verification based on the replacement of DMA-

capable real devices with imitator device with a simple programming interface and 

ability to completely consume the bandwidth of the direct memory access data path 

was introduced. The application of the developed method enables to achieve the 

operation modes of the DMA subsystem analogous to the real-world ones. The 

unification of the DMA imitator interface for the RTL-model, the computer 

complex simulator and the FPGA-based prototype allows to increase the pace of 

DMA subsystem tests generator development. 
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Аннотация. В статье описан метод верификации подсистемы прямого доступа к 

памяти, примененный к семейству микропроцессоров «Эльбрус». Для обеспечения 

возможности моделирования широкого спектра режимов работы подсистемы прямого 

доступа к памяти без необходимости моделировать инициализацию и работу южного 

моста и его контроллеров был разработан имитатор периферийных контроллеров. 

Имитатор был реализован как синтезируемый модуль Verilog и использовался при 

верификации как RTL-модели, так и основанного на ПЛИС прототипа. Интерфейс 

имитатора позволил встроить его вместо канала ввода-вывода, соединяющего 

интегрированный северный мост с процессором, что также сокращает необходимость 

моделировать дополнительное оборудование. Такая схема подключения имитатора 

также позволило использовать одну реализацию имитатора со всей серией 

процессоров, совместимых относительно протокола канала ввода-вывода. Модель 

имитатора периферийных контроллеров была также включена в функциональный 

симулятор вычислительного комплекса.  На основе функциональной модели был 

разработан генератор псевдослучайных тестов, предназначенных для верификации 

подсистемы прямого доступа к памяти. Генератор разработан с использованием 

библиотечной версии функциональной модели, используемой в качестве эталонной 

модели во время генерации теста. Унификация программного интерфейса всех 

реализаций имитатора позволила исполнять тесты в неизменном в виде на 

функциональной модели вычислительного комплекса, RTL-модели, основанном на 

ПЛИС прототипе, а также произведенной микросхеме при помощи интеграции 

имитатора в реализованную на ПЛИС версию контроллера линка ввода-вывода. 

Использование описанного подхода позволило обнаружить существенное количество 
ошибок в разрабатываемых микропроцессорах семейства «Эльбрус». 
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Abstract. The paper describes a method for constructing test oracles for memory subsystems 

of multicore microprocessors. The method is based on using nondeterministic reference 

models of systems under test. The key idea of the approach is on-the-fly determinization of 

the model behavior by using reactions from the system. Every time a nondeterministic choice 

appears in the reference model, additional model instances are created and launched (each 

simulating a possible variant of the memory subsystem behavior). When the testbench 

receives a reaction from the subsystem under test, it terminates all model instances whose 

behavior is inconsistent with that reaction. An error is detected if there is no active instance of 

the reference model. A reference model and the test oracle are divided into three levels: (1) 

the operation level, (2) the cache line level, and (3) the memory subsystem level. An 

operation oracle checks whether processing of a single request of the corresponding type is 

correct. A cache line oracle is comprised of the operation oracles and responsible for 

checking requests to the given cache line. The memory subsystem oracle combines cache line 

oracles and performs overall evaluation of the device behavior. To be implemented 

efficiently, the method implies the following two restrictions on the memory subsystem under 

test: (1) requests to different cache lines are executed independently; (2) requests to the same 

cache line are serialized (at most one request to a cache line is executed at each moment of 

time). The suggested method with slight modifications was used for verifying the L3 cache of 

the Elbrus-8C microprocessor; as a result, three bugs were found. 
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1. Introduction 

A key feature of modern microprocessor architectures is multicoreness, which is 

implementation of several processing units, so-called cores, on a single chip. To 

reduce time to access data from the main memory, each core has a local cache, often 

with two levels, L1 and L2; in addition, all cores can share the L3 cache. Presence 

of several data storages makes it possible to have multiple copies of the same data 

within the system and requires special mechanisms to ensure the storages to be in a 

coherent state. At the heart of such mechanisms is a coherence protocol, a set of 

rules that governs interactions between storage devices and guarantees memory 

consistency for all possible data access scenarios [1]. 

State-of-the-art coherence protocols are complicated; their implementations in 

hardware is difficult and error-prone. Accordingly, thorough verification of memory 

subsystems is required [2]. A widely accepted approach to ensure correctness of 

complex hardware designs is simulation-based verification, or testing. A test system, 

also known as a testbench, solves two main tasks: first, it generates a stream of 

stimuli; second, it checks whether the design behavior satisfies the requirements [3]. 

This paper addresses the second problem, i.e. checking reactions of a memory 

subsystem in response to an arbitrary series of stimuli; it introduces a method for 

constructing test oracles (reaction checkers) based on high-level reference models 

of memory subsystems. 

The rest of the paper is organized as follows. Section 2 reviews the existing 

techniques for designing test oracles. Section 3 suggests an approach to the 

problem. Section 4 describes a case study on using the suggested approach in an 

industrial setting. Section 5 concludes the paper. 

2. Related Work 

A memory subsystem as an object of testing has a number of distinctive features that 

should be taken into consideration when designing a test oracle. First, it consists of 

many devices that work in parallel and can receive requests (stimuli) and send 

responses (reactions) through several input and output channels (interfaces with the 

microprocessor cores). Second, its behavior essentially depends on the order of 

requests to separate data blocks (cache lines); which, in turn, depends on the time of 

the requests initiation as well as on the subsystem’s microarchitecture. Third, 

requests to a single cache line are processed mostly one at a time (in other words, 

requests are serialized). 

It is also to be considered how reference models of memory subsystems are 

developed. Many implementation details, like request execution timing, are 

typically ignored: operations are described as atomic actions, while interactions 

between blocks are modeled by “zero-time” function calls. Such kind of models are 

often called functional models. The simplified nature of reference models makes 

them more tolerant to changes in the subsystem implementation, but at the same 
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time makes building test oracles more difficult task. Models of that kind cannot 

predict the exact order of request execution basing solely on the request timestamps. 

In this sense, functional models are surely nondeterministic. The problem of 

building test oracles from nondeterministic models is well known; there are several 

approaches to solve it. 

In [4], a reference model (specification) and a system under test (implementation) 

are represented as Partial Order Input/Output Automata. In such an automaton, each 

transition is labeled not by a “stimulus-reaction” pair, but by a partially ordered 

multiset (multiple stimuli and reactions are allowed). An implementation is said to 

conform to its specification if for each specification trace there is an implementation 

trace of the same length, in which the order of events corresponds to the order given 

in the specification trace. The similar approach is presented in [5], where a model of 

Asynchronous Finite State Machine is used. In both methods, checking is carried out 

some time after the last stimulus (the time should be long enough to allow all 

reactions to occur and the implementation to enter in a stationary state). The scheme 

is applied under the assumption that a stimulus generator is “idle” every now and 

then during testing. 

In [6], a similar concept of correspondence is used, but the approach focuses on 

“continuous” event flows (with no stops in stationary states). A test oracle is based 

on a so-called trace matcher, which acts as follows: it receives reactions from the 

specification and the implementation and adds them into the corresponding partially 

ordered multisets (Y is for the specification, and Z is for the implementation); before 

adding reactions, the minimal (in a sense of the precedence relation) events 

(min(Y)  min(Z)) are removed from both multisets; if the amount of time a reaction 

stays in a multiset exceeds some predefined limit, an error is indicated. As compared 

with [4] and [5], the method requires more deterministic reference models: order of 

implementation reactions may not be the same as of specification ones, but sets of 

specification and implementation reactions should coincide (this requirement can be 

weakened by marking some reactions as being optional). To apply the approach to a 

complex system, a testbench needs to use “hints” from the implementation that help 

to decide, what functionality of the reference model is to be executed [7]. 

Our work tries to combine [4] and [6]: it allows using nondeterministic models 

without restrictions on test sequences and without using “hints” from 

implementations. A general approach is as follows. As soon as there are several 

possible ways to continue execution of the reference model (such a situation is 

referred to as a nondeterministic choice), additional instances of the model are 

created and launched (the base instance goes on with one of the branches). When 

the testbench receives a reaction from the device under test, the reaction itself and 

its characteristics (such as a response type, message data, etc.) are used to determine 

what behavior is infeasible and what instances to terminate. If there is no active 

instance of the reference model, an error is reported. Obviously, in the general case 

the number of states (and variants of behavior) grows exponentially with the 
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number of decision points. However, for memory subsystems the suggested scheme 

can be effectively implemented: first, requests to different cache lines are almost 

independent (existing dependencies can be neglected); second, requests to a single 

cache line are serialized. 

3. Suggested Approach 

Let us clarify what kind of reference models are used by test oracles for checking 

behavior of memory subsystems. Stimuli are divided into two groups: primary 

stimuli, which are requests from clients (cores, controllers, etc.) to perform certain 

operations with the memory, and secondary stimuli, which are responses of the test 

environment to some reactions of the memory subsystem (every reaction and every 

secondary stimulus is caused by some primary stimulus). A memory subsystem 

model is decomposed into a number of operation models, one for each type of 

primary stimulus. An operation model has the following interface (the detailed 

structure is not of importance): 

 p  start(x) – the model creates a process p that handles the primary 

stimulus x; 

 p.receive(x) – the process p receives the secondary stimulus x from the 

environment; 

 p.send(y) – the process p sends the reaction y to the environment (a 

callback function); 

 p.finished() – the model checks whether the process p has completed. 

From the structural point of view, a memory subsystem model consists of cache line 

models and a switch. Given a stimulus, the switch determines what cache line is 

addressed and sends the stimulus to corresponding model. A cache line model 

works as follows. To preserve the order of requests from the same client, it has a set 

of request queues, Q1, ..., QN, where N is a number of clients (only requests from the 

heads of the queues can be processed). Additionally, it contains a state model, 

which represents data stored in the cache line and auxiliary information that affects 

behavior of the operation models. A cache line model is nondeterministic and can 

be described by the following pseudo-code: 

while true do 

    wait i=1,N Qi   

    Q  {(head(Qi), i) | i  {1, ..., N}  Qi  } 

    (x, i)  select(Q) 

    dequeue(Qi) 

    pi  start(x) 

    wait pi.finished() 

end 

If there are requests from clients (i=1,N Qi  ), a set of candidates for processing 

(Q) is built. After that, one of the requests is nondeterministically selected ((x, i)  
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select(Q)). The chosen request is removed from the corresponding queue 

(dequeue(Qi)), and its processing is initiated (pi  start(x)). When the process is 

completed (pi.finished()), the procedure described above is repeated. 

A cache line model has the following interface methods: 

 receive(x, i)  enqueue(Qi, x) – the model receives the primary stimulus x 

from the client i; 

 receive(x)  p.receive(x) – the model receives the secondary stimulus x 

from the environment. 

 

Figure 1. Structure of a cache line oracle 

The test oracle structure follows from the reference model structure: one can 

distinguish a memory subsystem oracle, a cache line oracle and an operation oracle. 

An oracle of each type is built upon a model of the corresponding type. Thus, a 

memory subsystem oracle consists of cache line oracles and a switch; a cache line 

oracle includes request queues, operation oracles, a state model and a message 

matcher (functions of this component will be described later on); an operation 

oracle contains an operation model. It should be noted that there is a distinction 

between oracle and model switches: an oracle switch routes not only stimuli but also 

reactions. Design of a cache line oracle based on operation oracles is of the most 

interest (see Fig. 1). 

An operation oracle checks the correctness of reactions (and possibly validity of 

secondary stimuli) for the individual operation (provided that this operation is 

processed by the memory subsystem). A cache line oracle does not impose any 

restrictions on how operation oracles are implemented. If a set of reactions caused 

by the operation depends solely on the cache line state, the approach presented in 
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[6] can be applied. In the simplest case, checking is carried out as follows. Every 

time the operation model invokes send(y), the reaction y is added to the multiset Y. 

When receiving a reaction z from the implementation, the check(z) method of the 

operation oracle is called. It checks whether z belongs to Y: in case of the positive 

answer, z is removed from Y; otherwise, the error is indicated. Also, the operation 

oracle overrides the finished() method of the operation model: in addition to 

checking the operation completion, it tests whether the set Y is empty. 

The model does not provide enough information to determine the exact order, in 

which requests from different clients are handled. A cache line oracle launches the 

operation oracles for all possible request choices in parallel (only one request is to 

be processed by the memory subsystem, but for now, one cannot decide which one). 

The cache line oracle is described by the following pseudo-code (pi refers to an 

operation oracle for the client i): 

while true do 

    wait i=1,N enabled(Qi) 

    Q  {(head(Qi), i) | i  {1, ..., N}  enabled(Qi)} 

    for (x, i)  Q do 

        dequeue(Qi) 

        pi  start(x) 

    end 

end 

enabled(Qi)  Qi    ((pi = null)  pi.finished()) 

The message matcher analyzes implementation reactions (and possibly secondary 

stimuli) and identifies the request being executed by the memory subsystem. Having 

received a reaction z from the implementation, the check(z) method of the message 

matcher is invoked, which, in turn, calls check(z) in all active ((pi  null)  
pi.finished()) operation oracles. 

count  0 

for i  {1, …, N} do 

    if (pi  null)  pi.finished() then 

        if pi.check(z) then 

            count  count + 1 

        else 
            pi.cancel() 

            pi  null 

            push(Qi, x) 

        end 

    end 

end 

assert (count  0) 
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If an operation oracle (pi) returns the negative verdict (pi.check(z) = false), the 

oracle process is forcibly stopped (pi.cancel()), and the primary stimulus having 

initiated the process is returned to the head of the corresponding queue (push(Qi, x)). 

If there are no active processes (count = 0), then the cache line oracle returns the 

negative verdict. Secondary stimuli are handled in a similar way; a difference is that 

if an operation oracle’s verdict is positive (pi.check(x) = true), the stimulus is 

transmitted to the operation model (pi.receive(x)). 

To construct a test oracle in the suggested way, a system under test is expected to 

meet the following conditions (in addition to request serialization): first, behavior of 

each operation is unambiguously defined by the system state at the operation start 

time; second, each operation changes the global state of the system just before its 

completion; third, a client being served can be unambiguously identified by 

matching primary requests with reactions. 

4. Case Study 

The presented method for designing test oracles was used to develop a test system 

for the L3 cache of the Elbrus-8C octal-core microprocessor (total volume – 16 MB; 

size of a cache line – 64 B; number of banks – 8; bank associativity – 16) [8]. The 

L3 cache is a point of serialization for the read and write requests from the 

microprocessor cores and the snoop requests (auxiliary requests for maintaining 

cache coherence) from the system interface controller. For each message it is 

possible to identify the affected cache line; for this purpose, the oracle switch stores 

a relation between primary request addresses and resource identifiers used in 

reactions and secondary stimuli. In general, the cache line oracle follows from the 

suggested scheme, but has some particular features described below. 

First of all, operations on cache lines of the same set (cache lines located at the same 

index) are surely dependent: inclusion of a cache line might trigger eviction of 

another one. It should be emphasized that a victim line cannot be determined 

without using a cycle-accurate reference model and without getting “hints” from the 

implementation. To solve this problem and to make all cache lines to be served 

independently, we assume that any cache line (whose state is not Invalid) can be 

evicted at any moment. This assumption is implemented by adding a virtual client 

Eviction to all cache line oracles (such a trick is legal, because eviction requests are 

serialized like any other stimuli). 

In most of the cases, a requesting client can be identified based on reactions, but 

there are two exceptions. First, writing data with eviction from L2 (Write-Back) – if 

the data are not in the L2 cache, the request is canceled (it completes without 

sending any reaction and without changing the state). Second, prefetching data into 

L3 (Prefetch) – if the data are in the L3 cache, the request is canceled. The first 

situation is solved by forcibly stopping a model of the Write-Back operation as soon 

as it is known that the core (the L2 cache of the core) has no data (such a solution is 

correct, because requests from cores cannot load data into other cores; requests from 
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the requesting core cannot be chosen until the Write-Back operation is completed). 

The second problem is solved by “detaching” the prefetch requests from the cores 

and moving them to additional clients (completion of a prefetch request is detected 

indirectly by identifying completion of one of the following requests from the same 

core). 

If a cache line (stored in the L3 cache) is in the Shared state and no core has its copy 

in the L2 cache, the line can be evicted (become Invalid) without sending messages 

to the environment. Therefore, if a cache line model is in the Shared state, it means 

that the corresponding cache line of the implementation is either Shared or Invalid. 

Being executed in the Shared state (without copies of the data in the cores), an 

operation oracle spawns two operation models: one operates in the assumption that 

the line is Shared; the other operates in the assumption that the line in Invalid. 

It should be noted that L3 under test has no strict requirements on serialization of 

so-called special operations (noncoherent reads and uncacheable writes). It is 

allowed to concurrently process any number of such operations over the same cache 

line. This exception does not complicate the test oracle structure: first, special 

requests are permitted only in the Invalid state (otherwise, an eviction starts); 

second, special operations do not change the state of the cache and do not affect 

other operations. 

The use of the suggested approach allowed to discover three errors in the L3 design. 

The first one concerns the operation of reading data with storing them in L3 (R32L3 

and R64L3) – the internal directory erroneously marks the line as having been stored 

in the L2 cache of the requesting core. The second one consists in an unnecessary 

delay in data eviction caused by a special operation. Finally, the third one relates to 

the reading of invalid data from the write-back buffer. 

4. Conclusion 

Memory subsystems of multicore microprocessors are extremely complex devices; 

their implementation should be thoroughly tested. Test oracles play key role in 

testbench automation; the main part of an oracle is a reference model, i.e. a 

simplified software implementation of the device under test. Models of memory 

subsystems are usually nondeterministic in a sense that given a set of stimuli, one 

cannot accurately determine a set of reactions. In this article, we have proposed the 

method for designing test oracles for memory subsystems based on reaction-driven 

refinement of the set of behavior variants. An error is reported if the refinement 

process leads to the empty set of variants. The suggested approach has been applied 

to the verification of the L3 cache of the Elbrus-8C microprocessor and allowed to 

find three errors. 
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Аннотация. В работе представлен метод построения тестовых оракулов для подсистем 

памяти многоядерных микропроцессоров. Метод основан на использовании 

недетерминированной эталонной модели тестируемой системы. Идея подхода состоит 

в динамическом уточнении поведения модели на основе реакций, полученных от 

системы. При возникновении недетерминированного выбора в эталонной модели 

создаются и запускаются дополнительные экземпляры модели, каждый из которых 

моделирует возможный вариант поведения подсистемы памяти. При получении 

реакции от тестируемой подсистемы завершаются экземпляры модели, для которых 
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данная реакция является некорректной. Признаком ошибки является отсутствие 

активных экземпляров эталонной модели. Эталонная модель и построенный на ее 

основе тестовый оракул разделены на три уровня: (1) уровень операции, (2) уровень 

кэш-строки и (3) уровень подсистемы памяти. Оракул уровня операции проверяет 

корректность обработки отдельного запроса соответствующего типа. Оракул уровня 

кэш-строки состоит из оракулов операций и предназначен для проверки запросов к 

заданной кэш-строке. Оракул уровня подсистемы памяти объединяет оракулы кэш-

строк и производит общую оценку поведения устройства. Для эффективной 

реализации метода необходимо, чтобы тестируемая подсистема памяти удовлетворяла 

следующим двум ограничениям: (1) запросы к разным кэш-строкам исполняются 

независимо друг от друга; (2) запросы в одну кэш-строку сериализуются (в каждый 

момент времени исполняется не более одного запроса к одной кэш-строке). 

Предложенный метод с небольшими изменениями использовался для верификации 

кэш-памяти третьего уровня микропроцессора «Эльбрус-8C»; в результате было 
найдено три ошибки. 

Ключевые слова: многоядерные микропроцессоры; кэш-память; консистентность 

памяти; протоколы когерентности; функциональная верификация; тестирование на 

основе моделей; автоматизация разработки тестов; тестовый оракул; «Эльбрус-8C» 
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Abstract. Model-based test generation is widely spread in functional verification of hardware 

designs. The extended finite state machine (EFSM) is known to be a powerful formalism for 

modelling digital hardware. As opposed to conventional finite state machines, EFSM models 

separate datapath and control, which makes it possible to represent systems in a more 

compact way and, in a sense, reduces the risk of state explosion during verification. However, 

EFSM state graph traversal problem seems to be nontrivial because of guard conditions that 

enable model transitions. In this paper, a new EFSM-based test generation approach is 

proposed and compared with the existing solutions. It combines random walk on a state graph 

and directed search of feasible paths. The first phase allows covering “easy-to-fire” 

transitions. The second one is aimed at “hard-to-fire” cases; the algorithm tries to build a path 

that enables a given transition; it is carried out by analyzing control and data dependencies 

and applying symbolic execution techniques. Experiments show that the suggested approach 

provides better transition coverage with shorter test sequences comparing to the known 

methods and achieves a high level of code coverage in terms of statements and branches. Out 

future plans include some optimizations aimed at method’s applicability to industrial 
hardware designs. 
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1. Introduction 

Functional verification is a labor-intensive and time-consuming stage of the 

hardware design process. According to [1], it spends about 70% of the effort, while 

the number of verification engineers is usually twice the number of designers. 

Moreover, the “verification gap”, i.e. a difference between verification needs and 

capabilities, seems to grow over time [2]. In such a situation, improvement of the 

existing verification methods and development of new ones is of high value and 

importance. Simulation-based verification, often referred to as testing, is a widely 

accepted approach to hardware verification. It requires a testbench [1], a special 

environment that generates inputs, so-called stimuli, vectors or patterns, and 

optionally observes the outputs, so-called reactions. 

Among the methods for stimulus generation, model-based approaches are of 

interest. Being formal representations of designs under test, models serve as a 

valuable source of “testing knowledge”. There are a lot of model types used for 

specifying hardware: finite state machines (FSM) [3], extended FSM (EFSM) [4], 

Petri nets [5], etc. The key distinction of the EFSM formalism is clear separation of 

data and control flows. It is worth mentioning that EFSM models can be 

automatically extracted from HDL descriptions making it possible to generate code 

coverage-directed tests [6]. 

This article advances the FATE approach to EFSM-based functional test generation 

(FTG) [7]. The main feature of FATE is backjumping: if an EFSM traverser fails to 

cover a transition, it tries to detect a cause of the failure (that is, a transition which 

must be traversed in order to enable the target one) and constructs a path directly 

from the found transition. Another important part of the approach is a special 

heuristic addressing counters and loops. However, FATE is hardly applicable to 

hardware designs with complicated data and control dependencies. 

The rest of the paper is organized as follows. Section II defines the EFSM model 

and briefly describes an EFSM extraction method having been used. Section III 

considers the original FATE approach, while Section IV introduces a number of 

improvements to it. Section V proposes a new EFSM-based FTG method and shows 

how it works by the example of two simple EFSMs. Section VI contains an 

experimental comparison of the abovementioned approaches. Section VII concludes 

the paper and outlines directions for future improvement of the suggested algorithm. 

2. EFSM Model and HDL-to-EFSM Extraction 

Let 𝑉 be a set of variables. A valuation is a function that associates each variable 

with a value from the corresponding domain. The set of all valuations over V is 

denoted as DV. A guard is a Boolean function defined on valuations (DV  

{true, false}). An action is a transformation of valuations (DV  DV). A pair   , 

where  is a guard and  is an action, is called a guarded action. When we speak 

about a function, it is implied that there is a description of the function in some 
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formal language (thus, we can reason about the function’s syntax, not only the 

semantics). 

An EFSM is a tuple M = SM, VM, TM, where SM is a set of states, 

VM = (IM  OM  RM) is a set of variables, consisting of inputs (IM), outputs (OM) 

and registers (RM), and TM is a set of transitions (all sets are supposed to be finite). 

Each transition t  TM is a tuple (st, tt, st), where st and st are respectively the 

initial and the final state of t, whereas t and t are respectively the guard and the 

action of t. A valuation   DVM is referred to as a context, while a pair 

(s, )  SM  DVM is called a configuration. A transition t is said to be enabled for a 

configuration (s, ) if st = s and t() = true. 

Given a clock C (a periodic event generator) and an initial configuration (s0, 0), the 

EFSM operates as follows. In the beginning, it resets (initializes) the configuration: 

(s, )  (s0, 0). On every “tick” of C, it computes the set of enabled transitions 

E  {t  TM | st = s  t() = true}. A single transition t  E (chosen non-

deterministically) fires; the EFSM changes the configuration (updates the context 

and moves from the initial state to the final one) (s, )  (st, t()). 

In this paper, we do not discuss in detail the way the EFSM models are extracted. At 

the experimental phase, we use an implementation of the method introduced in [8]. 

The method deals with HDL descriptions written in synthesizable subsets of VHDL 

and Verilog [9]. The major advantage of the approach is high automation – it 

requires no information except HDL code. The method uses heuristics for 

identifying states and clock signals and extracts the EFSM from the control flow 

graph-based representation. For every process defined in the HDL description, a 

single EFSM is usually built; all EFSM models of the description are defined over 

the same set of variables. It should be emphasized that EFSM actions have the “flat” 

syntax, which means that each action is a linear sequence of assignments. 

We have enhanced the cited method by adding a new heuristic aimed at recognizing 

the initial configuration. A guarded action r  r is said to be resetting if the 

following properties hold: (1) r depends on exactly one clock signal, which is 

called a reset; (2) r consists solely of assignments of the kind v = c, where 

v  (OM  RM) and c is a constant expression. Provided that there is only one 

resetting action, that action is supposed to lead to the initial EFSM configuration. 

3. The Original FATE Algorithm 

The aim of the FATE algorithm is to generate a test that covers all transitions of a 

given multi-EFSM system. A test is a set of test sequences, i.e. sequences of test 

vectors. A test vector is a valuation over the joint set of the EFSMs’ inputs. The 

algorithm includes three phases: an EFSM analysis, a random traversal and a 

directed traversal. 
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3.1 EFSM Analysis 

In the beginning, for each EFSM of the system, data and control dependencies 

between its transitions are derived. Let t and  be transitions and v be a variable. v is 

said to be defined in t (v  Deft) if t contains an assignment to v; v is said to be used 

in  (v  Use) if v appears either in  (v  Use) or in the right hand side of  

(v  Use). It is said that  is data dependent on t (via v) if there exists a variable v 

such that v  (Deft  Use) and there exists a path 𝑃 = {𝑡𝑖}𝑖=1
𝑛  from t to  (st = st1 

and stn = s) that does not define v. To keep the data dependency between τ and t, if 

v  Def, there should be ’s assignment with v in the right hand side that precedes 

the assignments to v. It is said that  is control dependent on t (via v) if there exists a 

variable v such that v  (Deft  Use) and there exists a path from t to  that does 

not define v. 

The derived data and control dependencies are represented by the directed graphs 

whose vertices are the transitions and arcs are the dependencies. Thus, each EFSM 

is associated with two such graphs (one is for the control dependencies; another is 

for the data dependencies). 

The second step of the analysis is counter detection. A register 𝑟 is said to be a 

counter if there is a loop in the EFSM such that: (1) there is a transition t that 

defines r; (2) r is defined recurrently (the current value depends on the previous 

one); (3) there is a transition t that is control dependent on t via r. For each counter, 

all data dependency loops are saved. 

Let us consider an EFSM M with RM = {x, y} such that there is a loop which 

consists of the following transitions: 

1.   true;   {x = y}; 

2.   true;   {y = x + 1}; 

3.   true;   {x = 1}; 

4.   (y = 3);   {}. 

In this example, y is considered as a counter with a data dependency loop consisting 

of transitions 1 and 2. 

3.2 Random Traversal 

After the analysis, the random traversal phase is launched. The phase is 

parameterized with two values, L and N, where L is the length of a test sequence and 

𝑁 is the number of test sequences in the test. The random traversal is described by 

the following pseudo-code ({𝑀𝑖 = 〈𝑆𝑖 , 𝑉, 𝑇𝑖〉}𝑖=1
𝑚  are the EFSMs being tested; result 

is the generated test): 

result   

coverage   

while |result| < N  coverage  i Ti do 

  reset({Mi}) 
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  sequence   
  while |sequence| < L do 

    vector   

    for i  {1, ..., m} do 

      out  {t  Ti | st = si} 

      while out   do 

        t  choose(out) 

        out  out \ {t} 

        constraint  refine(t, vector  ) 
        if isSAT(constraint) then 

          vector  vector  solve(constraint) 

          coverage  coverage  {t} 
          break 

        end 

      end // while out 

    end // for i 

    apply(vector, {Mi}) 

    sequence  sequence  {vector} 
  end // while sequence 

  result  result  {sequence} 
end // while result 

The pseudo-code above is based on the following functions: reset({Mi}) initializes 

the configurations of the models {Mi}; choose(T) returns a random item of the non-

empty set T; refine(, ) replaces variables of the formula  with their values 

according to the partial valuation ; isSAT() checks whether the constraint  is 

satisfiable; solve() returns a valuation  such that () = 1; apply(, {Mi}) assigns 

the inputs of the models {Mi} according to the partial valuation  and executes the 

enabled transitions (uninitialized inputs are randomized). The symbols si and  

denotes respectively the current state of the model Mi and the context (shared among 

all models). 

Being defined over the same set of variables, the EFSM models may affect each 

other while being co-executed. To minimize the influence, the following technique 

is applied. Each EFSM Mi is supplied with two parameters, Fi and Ai, where Fi is a 

constant inversely proportional to the number of inputs used in the Mi’s guards (the 

more such inputs Mi has, the more models are expected to be affected by Mi) and Ai 

is a so-called aging factor (initially set to zero). The sum (Fi + Ai) is supposed to be 

the priority for choosing the model Mi. The priorities specify the order in which the 

models are handled (for i  {1, ..., m} do ... end). The main idea with the aging 

factor is as follows. If test vector generation for Mi fails (isSAT(constraint) returns 

false for an outgoing transition), Ai is increased by a constant A. Note that [7] has 
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no particular definition of A; we use the value A = mini=1,m Fi. After the model 

selection loop, the aging factor of the most priority model is set to zero. 

3.3 Directed Traversal 

If there are uncovered transitions after the random traversal, FATE proceeds with 

the directed generation. Before describing the phase, let us make a remark. The 

procedure below, applies Dijkstra’s algorithm for finding a shortest path in a 

graph [10]; it is assumed that an arc weight is the number of registers used in the 

transition’s guard. The directed traversal is performed separately for each EFSM. 

Here is the pseudo-code (M is the EFSM being tested; result is the generated test): 

targets  TM \ coverage 

while targets   do 

  t  choose(targets) 

  covered = false 

  for prefix  reach(M, st) do 

    reset(M) 

    sequence   

    for vector  prefix do 

      apply(vector, M) 

      sequence  sequence  {vector} 
    end // for vector 

    constraint  refine(t, ) 
    if isSAT(constraint) then 

      vector  solve(constraint) 

      apply(vector, M) 

      sequence  sequence  {vector} 

      result  result  {sequence} 

      coverage  coverage  {t} 

      covered  true 

      break 

    end 

  end // for prefix 

  if covered then 

    if process(M, t) then 

      warning “The transition t cannot be reached” 

    end 

  end 

  targets  targets \ {t} 

end // while targets 

Besides the auxiliary functions defined above, this pseudo-code uses reach(M, s), 

which returns the set of known test sequences reaching the state s of the model M, 



И.В. Мельниченко, А.С. Камкин, С.А. Смолов. Подход к генерации тестов, нацеленных на покрытие кода HDL-

описаний аппаратуры, на основе расширенных конечных... Труды ИСП РАН, том 27, вып. 3, 2015 г., с. 161-182 

167 

and process(M, t), which tries to cover the transition t of the model M by taking into 

account the control dependencies (it will be described later on). Note that if targets 

includes transitions outgoing from the covered states, choose(targets) returns one of 

them; transitions whose initial states has not been reached are selected only if there 

are no others. Here is the description of process(M, t): 

registers  RM  Uset 

for reg  registers do 

  defines  {t  TM | reg  Deft} 

  for def  defines do 

    for prefix  reach(M, sdef) do 

      reset(M) 

      sequence   

      for vector  prefix do 

        apply(vector, M) 

        sequence  sequence  {vector} 
      end 

      path  shortestPath(M, sdef, st) 

      path  path  {t} 
      if isCounter(reg) then 

        constraint  refine(def, ) 

        vector  solve(constraint) 

        apply(vector, M) 

        sequence  sequence  {vector} 

        loop  processCounter(M, sdef, t, reg) 
        if loop = null then 

          return false 

        end 

        path  loop  path 
      else 

        path  {def}  path 
      end 

      covered  true 

      for p  path do 

        if reg  Defp  p = t then 

            p 
        else 

            p  t|reg[p] 
        end 

        constraint  refine(, ) 
        if isSAT(constraint) then 
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          vector  solve(constraint) 

          apply(vector, M) 

          sequence  sequence  {vector} 
        else 

          covered  false 

          break 

        end 

      end // for p 

      if covered then 

        result  result  {sequence} 

        coverage  coverage  {t} 
        return true 

      end 

    end // for prefix 

  end // for def 

end // for reg 

return false 

The following notations are used: shortestPath(M, s, s) finds the shortest path 

between the states s and s of the M’s state graph using Dijkstra’s algorithm; 

isCounter(reg) checks whether the register reg is a counter; |v denotes the minimal 

sub-constraint of the constraint  that depends on the variable v such that   |v 

holds; [] stands for the constraint produced from  by applying the substitution 

corresponding to the action . 

Let   (x = const1  y = const2) and   {x = z}, where x, y, and z are variables, 

while const1 and const2 are constants. In this case, |x  (x = const1) and 

[] (z = const1  y = const2). 

Here is the pseudo-code for processCounter(M, s, t, reg). 

if t|reg() then 
  return {} 

end 

loop  null 

loopIterator  createLoops(M, s, reg) 

while t|reg() do 

  while hasNext(loopIterator) do 

    tempContext   

    tempSequence  sequence 

    loop  next(loopIterator) 

    for l  loop do 

      constraint  refine(l, ) 
      if isSAT(constraint) then 
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        vector  solve(constraint) 

        apply(vector, M) 

        sequence  sequence  {vector} 
      else 

          tempContext 

        sequence  tempSequence 

        loop  null 

        break 

      end 

      if loop  null  t|reg() then 

        return loop 

      end 

    end // for loop 

  end // while hasNext 

end // while  
return null 

The pseudo-code utilizes three special functions: createLoops(M, s, r) constructs all 

possible elementary loops in the M’s state graph that start from the state s and 

include transitions dependent via the register r and returns the iterator that combines 

a bounded number of elementary loops into complex ones (the elementary loops are 

constructed by using Dijkstra’s algorithm to connect dependent transitions); 

hasNext(i) checks whether the iterator i can produce more loops; next(i) returns the 

next loop and updates the iterator i. Note that the limit on the loop length is chosen 

individually for each design. 

4. The FATE+ Algorithm 

We have implemented a slightly modified version of the original FATE algorithm, 

so-called FATE+. Let us consider the changes having been made. 

4.1 Transition Selection 

In FATE+’s random traversal, choose(T), where T is a non-empty set of transitions, 

works a bit differently. If there exist uncovered transitions, the function randomly 

chooses one of them; otherwise, it returns an arbitrary item of T. Our experiments 

show that this minor change significantly increases the effectiveness of the random 

generation phase. 

4.2 Symbolic Execution 

FATE implements an approximate method for checking whether a given path is 

feasible (for p  path do ... end). Let P be a path, t be the last transition of P, r be a 

register used in t, and  be a context. Given a transition p of P, the algorithm 

checks whether p defines r. If it does, the following constraint is constructed and 
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tried to be satisfied:   p  t|r[p]. It is worth reminding that t|r is the minimal 

conjunctive member of t that includes all occurrences of r, while t|r[p] is the 

formula produced from t|r by applying the forward substitution corresponding to 

the action p. The method looks inadequate in the sense that if  is unsatisfiable for 

some p, it does not really mean that P is infeasible. 

We suggest replacing the approximate approach with full-scale symbolic execution 

that takes into consideration all the variables defined and used along the path. To be 

more precise, we suggest using the well-known method for computing the weakest 

precondition of a loop-free program, i.e. a sequence of guarded actions, with respect 

to a postcondition [11]. The main idea is as follows. Let   true. Starting from the 

end of P, for each transition p, including t, the following transformation of  is 

performed:   p  [p]. Note that the input variables are renamed in such a way 

that each transition refers to a unique copy of the inputs. As soon as P is processed, 

all occurrences of the registers are replaced by the values taken from : 

  refine(, ). P is feasible if and only if  is satisfiable. A test sequence can be 

constructed by solving the constraint. 

Let us consider an EFSM M with IM = {i0, i1, i2} and RM = {x, y, z} such that there 

is a path which consists of the following transitions: 

1.   true;   {z = i0}; 

2.   (i1 = 1);   {x = z}; 

3.   true;   {y = i2}; 

4.   (x = 4  y = 2);   {}. 

For this path,   (i0[0] = 4  i1[1] = 1  i2[2] = 2) is produced. 

4.3 Test Reduction 

In FATE, there is a frequent situation where multiple test vectors cover the same 

transition. To overcome the issue, we have introduced a simple test reduction 

technique. While generating tests, each test sequence is associated with the 

transitions having been covered. At the end of the process, the set of test sequences 

W and the set of covered transitions Tcov are available. The technique is as follows. 

First, the transitions reached by unique test sequences are identified. Each test 

sequence that covers at least one such transition is moved from W to the reduced test 

R; all transitions covered by the sequence are excluded from Tcov. Then, while Tcov is 

not empty, the following actions are performed. The test sequences that cover 

largest subsets of Tcov are determined; among them, a shortest one is chosen. The 

selected sequence is moved from W to R, while the covered transitions are removed 

from Tcov. 

5. The RETGA Algorithm 

The algorithm proposed in this paper is called RETGA (Retrascope EFSM-based 

Test Generation Algorithm). It has the same phases as FATE; moreover, the EFSM 
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analysis phase is identical to FATE’s one. As FATE+, it uses the modified 

choose(T) function and applies the test reduction. Let us consider the main phases in 

more detail. 

5.1 Random Traversal 

As in FATE, the EFSM models are processed one-by-one; though a different 

arbitration principle is used. The priority of a model depends on the coverage 

having been achieved: the better the coverage is, the less the priority is. Such a 

strategy is to avoid a situation when a covered EFSM of the highest priority 

prevents generating inputs for poorly covered models. 

The pseudo-code for the random traversal is as follows (as before, {𝑀𝑖 =
〈𝑆𝑖 , 𝑉, 𝑇𝑖〉}𝑖=1

𝑚  are the EFSMs being tested; result is the generated test): 

result   

coverage   

ignored  0 

L  (i |Ti|) / (i |Si|) 

while ignored  L  coverage  i Ti do 

  reset({Mi}) 

  sequence   

  usefulSequence  false 

  transitions   

  buffer   

  while |buffer|  L do 

    vector   

    usefulVector  false 

    for i  {1, ..., m} do 

      out  {t  Ti | st = si} 

      while out   do 

        t  choose(out) 

        out  out \ {t} 

        constraint  refine(t, vector  ) 
        if isSAT(constraint) then 

          vector  vector  solve(constraint) 

          if t  coverage then 

            usefulSequence  true 

            coverage  coverage  {t} 
          end 

          if t  transitions then 

            usefulVector  true 

            transitions  transitions  {t} 
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          end 

          break 

        end 

      end // while out 

    end // for i 

    apply(vector, {Mi}) 

    buffer  buffer  {vector} 
    if usefulVector then 

      sequence  sequence  buffer 

      buffer   
    end 

  end // while sequence 

  if usefulSequence then 

    result  result  {sequence} 
  else 

    ignored  ignored + 1 

  end 

end // while result 

5.2 Directed Traversal 

Before describing the directed traversal phase, let us give some definitions. A 

piecewise path is a sequence of paths, so-called pieces, for which there is a path 

including all of the pieces (with no overlaps) in the given order. Given a register r, a 

partial definition path is a piecewise path that propagates at least one input to r and 

has no transitions not taking part in the propagation. 

The propagation of an input to a register is inductively defined as follows. If there 

exist a transition t and a variable r* such that t contains an assignment to r* that 

involves x, then x is said to be propagated to r* along the piecewise path {{t}}. If 

(1) x is propagated to r* along the path P, (2) τ is data dependent on t, the last 

transition of the last piece of P, via r*, and (3) τ contains an assignment to r which 

involves r*, then x is said to be propagated to r along the path P  {{τ}}. 

The directed traversal is performed separately for each EFSM. Here is the pseudo-

code (M is the EFSM being tested; result is the generated test): 

targets  {t  (TM \ coverage) | reach(M, st)  } 

while targets   do 

  t  choose(targets) 

  path  shortestPath*(M, st) 

  path  path  {t} 
  if isFeasible(M, path) then 

    sequence  solve(M, path) 

    result  result  {sequence} 
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    coverage  coverage  {t} 
  else 

    if process(M, t) then 

      warning “The transition t cannot be reached” 

    end 

  end 

  targets  (targets \ {t})  {  TM | s = st} 
end // while targets 

Here, shortestPath*(M, s) returns a shortest (in terms of the number of transitions) 

path from the initial state of the model M to the state s; isFeasible(M, P) constructs 

the weakest precondition of the path P with respect to true and checks whether it is 

satisfiable in the initial context of the model M; solve(M, P) satisfies the constraint 

and converts the solution to the test sequence (uninitialized inputs are randomized). 

The process(M, t) function looks as follows: 

for counter  {r  RM  Uset | isCounter(r)} do 

  loops  

    {{{ti}}i | {ti}i  dataDepLoops(M, counter)} 
  if processLoops(M, t, counter, loops) then 

    return true 

  end 

end // for counter 

for define  partialDefPaths(M, RM  Uset) do 

  if processPieces(M, t, define) then 

    return true 

  end 

end // for define 

return false 

In the pseudo-code above, dataDepLoops(M, c) denotes the set of data dependency 

loops for the counter c of the model M (each loop starts with the transition that 

defines the counter). As you can see, loops is the set of piecewise paths relating to 

the data dependency loops. partialDefPaths(M, R) returns the set of partial 

definition paths for M’s registers of the set R. Here is the description of 

processLoops(M, t, counter, loops): 

groups  groupLoops(loops, counter) 

for group  groups do 

  loopIterator  init(M, group) 

  while hasNext(loopIterator) do 

    loop  next(loopIterator) 

    if processPieces(loop  {{t}}) then 

      return true 

    end 

  end //while hasNext 



I. Melnichenko, A. Kamkin, S. Smolov. An Extended Finite State Machine-Based Approach to Code Coverage-Directed 

Test Generation for Hardware Designs. Trudy ISP RAN /Proc. ISP RAS, vol. 27, issue 3, 2015, pp. 161-182 

174 

end // for group 

return false 

Here, groupLoops(L, counter) splits the set of loops (piecewise paths) L into disjoint 

subsets according to the first transition (which defines the counter register). The 

loop iteration scheme is similar to FATE’s one, though each result is a piecewise 

path. The pseudo-code for processPieces(M, t, {𝑃𝑖}𝑖=1
𝑘 ) is shown below: 

if reach(M, st) =  then 

  return false 

end 

path  shortestPath*(M, start(P1)) 

for i  {1, ..., k-1} do 

  path  path  Pi 

  if isFeasible(M, path) then 

    return false 

  end 

  path  

    path  shortestPath(M, end(Pi), start(Pi+1)) 

  failed  true 

  if isFeasible(M, path) then 

    path  path 

    failed  false 

  else 

    for bridge  paths(M, end(Pi), start(Pi+1)) do 

      path  path  bridge 

      if isFeasible(M, path) then 

        path  path 

        failed  false 

        break; 

      end 

    end // for bridge 

  end // if isSAT 

  if failed then 

    return false 

  end 

end // for i 

path  path  Pk 

if isFeasible(M, path) then 

  return false 

end 

sequence  solve(M, path) 

result  result  {sequence} 
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coverage  coverage  {t} 
return true 

In the pseudo-code, start(P) and end(P) return respectively the initial and the final 

state of the piecewise path P; paths(M, s, s) returns the list of cycle-free paths 

between M’s states s and s sorted by length. 

5.3 Examples 

Let us consider how the RETGA algorithm works on the example of two models, 

namely EFSM-1 and EFSM-2. Both models correspond to the cases that are difficult 

for FATE. 

 

Fig. 1. EFSM-1 

In EFSM-1 (see Fig. 1), the random traversal is unlikely to cover the transition 3→4 

as it requires, first, walking through the path 0→1→2→3 and, second, assigning 

i0  4 (while traversing 0→1) and i2  2 (while traversing 2→3). The random 

traversal is most likely produce two input sequences that cover 0→1→2→3 and 

0→1→3. As for the directed traversal of 3→4, the following partial definition paths 

are found for the registers x and y used in the transition’s guard: 

1. 0→1→3 (i0 is propagated to x via z); 

2. 0→1→2 (i0 is propagated to x via z); 

3. 2→3 (i2 is directly assigned to y). 

The first path does not initialize y and has no continuations that could do that. For 

the second one, the pieces {0→1→2, 3→4} are composed and supplemented by the 

only “bridge” 2→3. For the third path, the “prefix” 0→1→2 explored at the random 

traversal phase is put before the partial definition path. In both cases, the path 

0→1→2→3→4 is constructed. To check whether the path is feasible, the weakest 

precondition is computed: i0[1] = 4  i1[2] = 1  i2[3] = 2 (the indices in the square 
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brackets refer to the positions of the test vectors in the test sequence). It is 

satisfiable; the solution is as follows: 

1. i0 = 4; i1 and i2 are randomly valued; 

2. i1 = 1; i0 and i2 are randomly valued; 

3. i2 = 2; i0 and i1 are randomly valued; 

4. i0, i1 and i2 are randomly valued. 

 

Fig. 2 EFSM-2 

In EFSM-2 (see Fig. 2), a transition of the interest is 1→2. The shortest path that 

reaches the transition is 0→1→1→1→2 with the assignment i0  4 on the first 

step. There is only one partial definition path for x3, namely 0→1→1→1. The path 

can be supplemented only with the target transition, which gives 0→1→1→1→2. 

The weakest precondition is i0[1] = 4  i1[2] = 0  i1[3] = 0  i1[4] = 0  i1[5]  0 

and it is satisfiable. 

6. Experimental Results 

The RETGA algorithm has been implemented as a part of the Retrascope [12] 

project. It uses the Fortress [14] library together with the Z3 [15] solver for 

representing expressions and solving constraints. To compare the algorithm with 

FATE and FATE+, the ITC'99 benchmark [13] was utilized. 

Table I shows the characteristics of the EFSMs extracted from some ITC'99’s 

designs. As it has been already said, we used the extended variant of the method 

described in [8] to build the models, though all of the presented approaches do not 

depend on the way EFSMs are produced. 

Table I. Characteristics of the Extracted EFSMs 

Design Number of States Number of Transitions 

b01 8 24 

b02 7 17 

b04 3 29 

b06 7 33 
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Design Number of States Number of Transitions 

b07 8 21 

b08 4 12 

b10 11 38 

Table II and Table III show the test generation results. All generators achieve 100% 

coverage for b01, b02, b04 and b06 and 95% coverage for b07 (there is an infeasible 

transition). The difference in coverage reached by RETGA and FATE / FATE+ for 

b08 is due to the fact that FATE and FATE+ handle data dependencies in a simpler 

way; in particular, they do not try different “bridges”. The difference in coverage 

reached by FATE and FATE+ for b08 and b10 demonstrates the advantage of the 

symbolic execution over the simplified approach used in FATE. The difference in 

size of the tests generated by FATE and FATE+ relates to the test reduction 

technique applied in FATE+. The RETGA’s tests are usually shorter since it rejects 

redundant random vectors. 

It is significant to note that the L and N parameters (which are related to the random 

traversal phase of FATE and FATE+) were set to ∑ |𝑆𝑖|
𝑚
𝑖=1  and ∑ |𝑇𝑖|

𝑚
𝑖=1 /∑ |𝑆𝑖|

𝑚
𝑖=1  

respectively. The loop iteration limit (which is relevant for all of the generators) was 

set to 8 (this value is enough for b07 and b08, whereas other designs have no 

counters). 

Table II. Number of Test Vectors in the Tests 

 FATE FATE+ RETGA 

b01 115 70 49 

b02 62 48 33 

b04 104 104 36 

b06 198 100 76 

b07 246 208 166 

b08 31 31 52 

b10 173 170 135 

Table III. Transition Coverage Achieved by the Tests 

 FATE FATE+ RETGA 

b01 100% 100% 100% 

b02 100% 100% 100% 

b04 100% 100% 100% 

b06 100% 100% 100% 
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 FATE FATE+ RETGA 

b07 95% 95% 95% 

b08 75% 83% 100% 

b10 89% 100% 100% 

The tests generated by RETGA were applied to the designs by using the Questa 

simulator [16]. The source code coverage having been achieved is presented in 

Table IV (each column corresponds to some metric of the Questa coverage report). 

It can be seen that the code coverage is rather high. 

Table IV. Source Code Coverage Reached by RETGA 

 Statements Branches FSM States FSM Transitions 

b01 100% 100% 100% 100% 

b02 100% 100% 100% 100% 

b04 100% 100% 100% 100% 

b06 100% 100% 100% 100% 

b07 93.93% 94.73% 100% 100% 

b08 100% 100% 100% 100% 

b10 100% 100% 100% 100% 

7. Conclusion 

In this paper, an EFSM-based test generation algorithm has been proposed. The 

approach allows reaching better transition coverage with less number of test vectors 

than the known methods. However, the research is still in progress; there are many 

issues to be solved. Let us mention some of them. First, the approach is hardly 

applicable to complex hardware designs involving a great number of tightly 

connected EFSMs. It uses a simple coverage-based heuristic to decide which EFSM 

to handle next, whereas advanced techniques are expected to rely on the semantics 

of a system under test. Second, the method for searching “bridges” needs to be 

optimized. Being irrelevant for simple EFSMs (as ones presented in Section VI), 

this issue is of high value and importance for real-life hardware. Third, in the 

current implementation, each guard (each constraint, in general) is viewed as an 

indivisible entity and solved as a whole. It is not an issue as long as the goal is to 

cover EFSM transitions, but it may lead to poor expression coverage as there are 

many ways to satisfy a constraint. Finally, the quality of testing strongly depends on 

the models being used. It seems to be useful to formalize a notion of a “good” 

model. 
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Аннотация. Генерация тестов по моделям широко используется для функциональной 

верификации аппаратуры. Расширенные конечные автоматы (extended finite state 

machines, EFSM) — удобный формализм для моделирования цифровых устройств. В 

отличие от обычных конечных автоматов, в EFSM-моделях управляющие сигналы и 

данные разделены, что позволяет описывать системы в более компактной форме, 

уменьшая в некотором смысле риск комбинаторного взрыва при верификации. Однако 

обход графа состояний EFSM-модели является нетривиальной задачей из-за наличия 

условий на выполнимость переходов. В данной статье представлен метод генерации 

тестов по EFSM-моделям и проведено его сравнение с другими подходами. 

Предлагаемый метод сочетает случайный обход графа состояний автомата и 

направленный поиск реализуемых путей. Первая из указанных фаз направлена на 

покрытие «простых» переходов, вторая — «сложных». Под сложностью переходов 

здесь понимается наличие зависимостей охранных условий переходов от внутренних 

переменных. При направленном поиске используется информация о зависимостях по 

данным и управлению между переходами автомата и задействуется символическое 

исполнение. Было выполнено сравнение предлагаемого метода с существующими 

аналогами путем сопоставления параметров тестов, сгенерированных для заданного 

набора описаний модулей цифровой аппаратуры. Во всех случаях в качестве входных 

данных использовались EFSM-модели, автоматически извлеченные из кода. 

Полученные данные показывают, что в сравнении с другими подходами метод 

обеспечивает лучшие показатели покрытия исходного кода более короткими тестами. 

В будущем планируется реализовать ряд оптимизаций, направленных на применение 

метода к промышленным HDL-описаниям. 

Ключевые слова: проектирование аппаратуры; язык описания аппаратуры; 

имитационная верификация; генерация тестов; моделирование; расширенный 

конечный автомат; обход графа; случайный обход; поиск с возвратами; символическое 
исполнение; разрешение ограничений. 
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Abstract. This article analyzes existing methods of verification of cache coherence protocols 

of scalable systems. Analyzed methods include model checking, deductive verification, 

methods that extend these two methods: compositional verification methods and abstraction-

based methods. Based on the research literature, the paper describes a method of formal 

parameterized verification of safety properties of cache coherence protocols. The method is 

based on syntactical transformations of Promela models. First, a mathematical model 

(transition system) of cache coherence protocols is described. Second, the corresponding 

abstract model is presented according with the concrete model transformations. These 

transformations lead to abstract model that is independent of the number of processors in the 

system under verification. The paper proposes a design of a verification system for cache 

coherence protocols. The main part of the design is a Promela translator and abstract 

transformations subsystem that obtains an internal representation of a Promela model and 

modifies it according to the transformations. The article analyzes the method in terms of 

development and examination of the corresponding Promela model of the German cache 

coherence protocol. Examples of the syntactic transformations are shown. In order to 

demonstrate the method’s ability to find bugs, verification results of two buggy versions of 

the German protocol obtained from the literature are presented and analyzed. Drawbacks of 

the method are presented. In particular, the usage of a limited Promela subset leads to 

unnecessary complications and unnatural models. The paper discusses extension and 

automation of the method needed to adapt it to verification challenges of the Elbrus 
microprocessors. 

Keywords: formal verification; model checking; deductive verification; cache coherence 

protocol; Elbrus 
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1. Introduction 

Modern microprocessor systems are scalable – the number of cores per chip 

increases and chips are combined into clusters. Each processor of the system has 

access to the shared address space. However, memory is physically distributed 

among the processors in order to increase the bandwidth and reduce the latency to 

local memory. Thus, access to the local memory is faster than access to the remote 

memory. To decrease the memory bandwidth demands of a processor, processors 

are equipped with multilevel caches. Caching of shared data introduces the problem 

of cache coherence. 

To solve the problem, computer architects often use hardware mechanisms that 

implement cache coherence protocols. Concurrent work of many hardware devices 

(for example, cache and main memory controllers), which exchange information in 

accordance with a cache coherence protocol, results in a colossal size of the 

protocol’s state space. This, in turn, makes verification of cache coherence protocols 

an extremely hard task. 

To work out the problem, scientists have been conducting research in the direction 

of formal methods for the past few decades and achieved a level of success. 

However, scalable verification is still an issue. 

Scalability leads to the need for formal verification methods that are capable of 

adapting to it. As the size of systems increases, the fully automated method of 

model checking reaches its limits and can no longer be used due to the state space 

explosion problem. 

As a rule, existing formal approaches to verification are either inapplicable to 

industrial-strength microprocessor systems or require an enormous amount of 

manual work. 

2. Primary Verification Methods 

Formal methods provide a mathematical proof of the correspondence between a 

model of the object under verification and the object’s specification, that is, a set of 

properties it is supposed to satisfy. A mathematical model of reactive systems – and 

cache coherence protocols are examples of reactive systems – that allows to 

systematically represent systems components, their coordination and interaction, is a 

transition system [1]. 

The main approaches to formal verification are model checking and deductive 

verification. 

The method of model checking [2] systematically explores the finite state space of 

the protocol under verification by means of specific algorithms. The advantages of 

model checking are full automation and generation of counterexamples that help us 

find the sources of bugs. The main disadvantage is the state space explosion 

problem. Modern cache coherence protocols have too many states for an effective 

state space inspection to be feasible. 

Let us consider verification of safety properties, which are described by linear 

temporal logic (LTL) formula Gp, where p is an assertion – a formula constructed 
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by applying logical connectives to variables of the model. If the assertion is true in 

each state of the model, then p is an invariant of the model. According to the 

method of deductive verification, in order to prove Gp, it is necessary to develop an 

auxiliary assertion  , which is an over-approximation of the state space, and then 

show that   implies p (i.e., that   is stronger than p). The method is based on the 

following inference rule [1]: 

p

p

G

.3I

preservestransitionAll.2I

modeltheofstatesinitialtheintrueis .1I







 

An assertion   is called inductive if it satisfies the premises I1 and I2. An inductive 

assertion is always an over-approximation of the set of reachable states. If p is an 

invariant of the system under verification, then there always exists an inductive 

assertion   stronger than p [1]. The initial assertion p is rarely inductive. As a rule, 

the verification engineer must develop an auxiliary assertion and check the validity 

of the premises I1-I3. 

Deductive verification allows us to work with systems with infinite number of 

states. Theorem provers assist in using formal logic for reasoning about 

mathematical objects. Popular tools are ACL2, PVS, Isabelle. The underlying logics 

of theorem provers vary substantially. However, all theorem provers support rich 

and expressive logics. In general, expressiveness of a logic leads to its 

undecidability. That means that there is no automatic procedure that, given a 

formula, can always determine if there exists a derivation of the formula in the 

logic. The use of theorem proving presumes interaction with an expert user and is a 

complicated creative process. When the theorem prover cannot find the derivation 

of a formula given a proof outline, it is very hard to find the actual bug in the system 

under verification. 

Reference [3] describes the experience of using the PVS theorem prover for 

parameterized verification of the FLASH cache coherence protocol. During the 

proof construction, authors manually looked for candidates for inductive assertions 

many times. When they failed to prove their inductiveness, they analyzed the 

reasons for that and devised additional conditions that transformed the assertion into 

an inductive one. This process is extremely laborious, which is why methods that 

are solely based on theorem proving can only find a limited usage in verification of 

cache coherence protocols. 

3. Verification Methods for Scalable Systems 

Development of verification methods for scalable systems may be carried on in 

several directions: 1) improvement of methods based on model checking; 2) 
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improvement of methods based on deductive verification; 3) combination of the 

methods from the first and the second groups. 

Methods of verification of cache coherence protocols deployed in industrial-strength 

microprocessor systems must satisfy a number of requirements: 1) possibility of 

conducting verification in a reasonable amount of time; 2) high level of automation; 

3) ability to provide information about sources of bugs. 

Model checking or deductive verification on their own do not meet these needs. 

Consequently, building a general infrastructure that would combine and further 

develop methods of model checking and deductive verification seems to be the most 

promising approach to verification of scalable systems. 

4. Abstraction and Compositional Model Checking 

The main approaches allowing the application of model checking to verification of 

scalable systems are abstract model checking and compositional verification [2]. 

Abstraction methods diminish the number of states of the model under verification 

and preserve the properties of interest at the same time. 

Equivalence relations, which guarantee that the models will have the same 

behaviors, usually do not decrease the number of states sufficiently. Instead, 

simulation relations, which relate models to their abstractions, are used. The 

simulation guarantees that every behavior of a model is a behavior of its abstraction. 

However, the abstraction might have behaviors that are not possible in the original 

system. 

Abstract state spaces may be obtained by means of under-approximation methods, 

which remove behaviors, or over-approximation methods, which add new 

behaviors. Thus, in case of under-approximation, a bug in the abstract model 

implies a bug in the concrete model, and in case of over-approximation, correctness 

of the abstract model implies correctness of the concrete model. Further in this 

article we only consider over-approximations, also known as conservative 

abstractions. 

Developing abstract models involves finding a compromise between two conflicting 

goals: 1) generation of small abstract models that can be model checked; 2) 

generation of precise abstract models. 

Usually, the smaller the model, the more behaviors it allows. This may lead to 

spurious counterexamples that are not present in the concrete model. There are at 

least two ways out: 1) construction of precise abstract models; 2) analysis of 

counterexamples and modification of the abstract model according to the acquired 

information (counterexample-guided abstraction refinement). 

Methods that create precise abstract models (for example, based on counter 

abstraction or environment abstraction [4]) lead to models of big size in case of 

complicated protocols. 

The idea of compositional verification [5] is to exploit the natural decomposition of 

a distributed system into processes. Processes are verified individually (with a 
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generalized environment), then the results are combined, and a verdict about 

correctness of the initial model is made. A compositional approach must provably 

lead to simplified models satisfying the properties of the initial model. 

5. A Method of Compositional Model Checking 

5.1 General Idea 

The method described in this paper adapts the method [6] to work with a subset of 

Promela. The method is based on a combination of model checking and theorem 

proving. The choice of Spin is motivated by the fact that Spin is a modern and 

constantly evolving tool that supports many optimizations and verification modes. 

The Promela language is convenient for description of distributed systems, 

including cache coherence protocols. Moreover, Spin may be used as the basis for 

generators of test programs the purpose of which is verification of implementations 

of cache coherence protocols [7]. 

The method shows how to build an abstract model that simulates a given concrete 

model of a cache coherence protocol. The construction is performed by means of 

syntactic transformations of the concrete Promela model. 

5.2 A Mathematical Model of Cache Coherence Protocols 

Cache coherence protocols may be seen as asynchronous systems of communicating 

processes in which a process is a finite automaton. Then a mathematical model of a 

cache coherence protocol is a system of communicating finite automata. 

A Promela model specifies the behavior of a set of asynchronously executing 

processes in a distributed system. Each Promela process defines an extended finite 

automaton. Thus, Promela is suitable for describing models of cache coherence 

protocols. 

By simulating the execution of a Promela model we can build a digraph of all 

reachable states of the model. Each node in the graph represents a state of the 

model, and each edge represents a single possible execution step by one of the 

processes. This graph is always finite [8]. 

Safety properties can be interpreted as statements about the presence or absence of 

specific types of nodes in the reachability graph. 

Let us consider the transition system corresponding to the reachability graph. The 

following discussion considers a subset of Promela. 

A transition system is a triple ),,( 0 ESSTS  , where S  is a finite non-empty set of 

states, SS 0  is a non-empty set of initial states, SSE   is a transition relation 

on S  such that 

EssSsSs  )',(:)'()(  
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In order to be able to formally define syntactic transformations of a Promela model, 

we will represent models by means of a triple ),,( RVP  , where 

 V  is a set of variables of the model, each variable is of its own type; 

   is the initialization predicate; 

 R  is the set of transition rules represented as guarded commands 

consisting of a condition and a set of assignments: 

}:;;:{ 11 kk tvtvcond   , 

where cond is the condition (predicate), Vvi   are model variables, each it  is a 

term of the same type as iv ; := denotes assignment. 

An interpretation of a set of typed variables V  is a mapping that assigns to each 

variable Vvi   a value in the domain of iv . 

A triple  ),,( RVP   determines a transition system ),,( 0 ESSTS P   in the 

following way. Each state Ss  is an interpretation of the set V . For every term t  

we write )(ts  for the value of t  in the state s . For a predicate  , we denote |s  

if and only if trues )( . A predicate   is an invariant of a model P, denoted by 

|P , if  |: sSs . 0S  is the set of states Ss  such that |s . 

There exists a transition 'ss  , which means Ess )',( , if there exists a transition 

rule 

}:;;:{ 11 kk tvtvcond   , 

such that conds |  and 's  is a state in which 

))()('(}),,1{( ii tsvski    

and 

))()('(}),,{\( 1 jjkj vsvsvvVv   . 

5.3 The Abstract Model 

Let },,{ 1 nppN   be a parameter set, where npp ,,1   are constants of the type 

used to represent processes in the model and n  is a natural number defined by the 

number of cache agents in the system. 



Владимир Буренков. О реализации формального метода верификации масштабируемых систем с когерентной 

памятью. Труды ИСП РАН, том 27, вып. 3, 2015 г., c. 183-196 

189 

Let ),,( RVP   be a symmetric model [9] and },,{ 1 mppM   be a subset of 

the set },,{ 1 nppN  , nm  . Let abs  be the element that is an abstraction of 

elements nm pp ,,1   and }{absMMabs  . We define the abstract model 

),,( absabsabs RVP   with the parameter set absM  as follows. 

Let S be the set of states of the model P and absS  be the set of states of the model 

absP . 

The predicate abs  is obtained by the syntactic transformations PTrans . 

The transition rules absR  are obtained by syntactic transformations RTrans  that 

include transformations of conditions PTrans  and transformations ATrans  of the 

assignments that appear in the rules: 

)}:(;);:({)(

}):;;:{(

11

11

kkAAP

kkR

tvTranstvTranscondTrans

tvtvcondTrans








 

The transformations of terms TTrans  are defined in the following way. 

VvvvTransT  eachfor)( , 










miabs

mip
pTrans

i
iT

for

,for
)( , 

cccTransT constantsotherallfor)(  . 

This definition is extended inductively to work with composite term expressions. 

Suppose ),,( 1 ktt   is a predicate, i.e., a logical combination of ktt ,,1  . Then 

)),,(( 1 kT ttTrans   is the same logical combination of )(,),( 1 kTT tTranstTrans 

. Define )(PTrans  to be the same logical combination of ktt ',,'1  , where 

















.innegativelyoccursand)(if,

,inpositivelyoccursand)(if,

,)(if,

'





iiiT

iiiT

iiTi

i

tttTransfalse

tttTranstrue

ttTranst

t  

Now let us define the transformations of assignments ATrans . Denote by   the 

absence of assignment and let 



 


otherwise,ofdomaintheinvalueany

,)(if,
'

t

ttTranst
t

T
. 
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Table 1 lists the allowed types of assignments and their corresponding 

transformations. Define Array to be a Promela array and absMNf :2  to be a 

mapping that maps mpp ,,1   to themselves and maps nm pp ,,1   to abs. 

The abstract set of transitions is defined as follows: 

}|)({ RrrTransR Rabs  . 

Table 1. Syntactic Transformations of Assignments 

Type of assignment Assignment 

transformation 
tv :  ': tv   

tpArray i :][  

mitpArray

mi

i 



if,':][

if,
 

iptArray :][  )(:][ 2 ipftArray   

5.4 Justification of the Abstraction Rules 

It can be shown [9] that the abstraction map absSS :  preserves transitions, that 

is 

))'()(()'(: ssssSs    

Then, safety properties are preserved: If a state is reachable in the concrete model, it 

is reachable in the abstract model. In other words, the abstraction map is a 

simulation relation. 

5.5 The Method 

The verification method is based on two observations. The first one is the fact that 

the abstraction map is a simulation relation. The second one is the guard 

strengthening principle [9] that makes the following strategy correct. 

Given a model P and a predicate  , in order to prove that |P : 1) add   to the 

conditions of transition rules of P by means of conjunction; 2) prove that   is an 

invariant of the newly acquired model. 

The method consists of the following steps. Input objects are a symmetric model P 

with parameter set },,{ 1 nppN   and a safety property  . 

1. Construct absP , using the syntactic transformations from section 5.3. Let 

absPQ  . 

2. If |Q , the verification is finished: we conclude that |P . 
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Otherwise, examine a counterexample provided by Spin, devise an invariant   and 

modify Q  as described in [9]. Set   . Go to step 2. 

6. Design of a Cache Coherence Protocols Verification System 

The syntactic transformations described in section 5.3 can be fully automated. 

Performing them by hand is tedious and impractical, especially in an industrial 

setting. Therefore, in order to alleviate this problem, a tool may be developed, 

which would build an internal representation of the concrete Promela model, modify 

it according to the transformations, and produce the abstract model. An abstract 

syntax tree may be the internal representation. 

The transformations of Promela models are shown in Fig. 1. 

The question of automating the refinement transformations is significantly harder. 

Further research is needed in this direction. 

Internal 

representation
Concrete 

Promela model

Modified internal 

representation
Abstract 

Promela model

Promela translator and abstract 

transformations subsystem

 

Figure 1. The transformations of Promela models 

7. Verification of the German Cache Coherence Protocol 

I developed a Promela model of the German protocol. The model is written in the 

style of [10]. The model implements the algorithm of memory access requests 

processing shown in Fig. 2. 

Processor core Home processor

Cache with a 
shared copy

Cache with a 
shared copy

1. Initial request

2. Coherent request - 
invalidate

2. Coherent request - 
invalidate

3. Coherent answer – 
invalidate_ack

3. Coherent answer – 
invalidate_ack

4. Access grant - 
grant

.

.

.

 

Figure 2. Processing of the read/write requests of the German cache coherence protocols 
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A processor core and the corresponding cache controller are represented by the 

Promela process core and the home-processor is represented by the process home. 

Thus, the model consists of one process home and N processes core where N is a 

natural number. Interaction between the processes is accomplished by means of the 

three Promela arrays channel1, channel2, and channel3 (see Fig. 3). 

The array channel1 is for the initial requests req_* sent by a processor to the 

home processor. The array channel2 is for the snoop requests invalidate sent 

by the home processor to cache controllers and for grants grant_*. The array 

channel3 is used for coherence answers sent by cache controllers to the home 

processor (invalidate_ack). 

The German protocol uses three main states of a cache line: Invalid, Exclusive, and 

Shared. 

According to the transformations described in section 5.3, I developed the initial 

version of the abstract model. The abstract model contains one process home, two 

processes core, and one abstract process home_abs. One of the most complicated 

parts of creating the abstract model – the transformation of assignments – is 

depicted in Table 2. Table 2 shows examples of the corresponding transformations 

of the German cache coherence protocol Promela model. 

Process core Process home

channel1

channel2

channel3
 

Figure 3. Communication channels between processes in the Promela model of the German 

cache coherence protocol 

Table 2. Examples of the syntactic transformations of the Promela model of the German 

protocol 

Assignment Assignment 

transformation 
curr_command  

= req_shared 

curr_command  

= req_shared 

sharer_list[i]  

= true 
mi

mi





if, true= t[i]sharer_lis

if,
 

curr_client = i curr_client = i  

in a concrete process 

 
curr_client = abs  

in the abstract process 

The verified property stated that it is impossible for a cache line to be in state 

Exclusive in one cache and in state Shared in some other cache. For example: 
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never { do :: assert( (!(cache[0] == exclusive && cache[1] 

== shared)) ) od } 

This property did not hold on the initial abstract model. According to section 5.5, I 

performed the refinement process. Two additional invariants were developed and 

the verification process was finished due to the absence of counterexamples. The 

refinement process was similar to that described in [6]. 

For the experimental check of the method’s ability to find bugs, I verified two 

buggy versions of German described in [4]. In the first buggy version, after the 

home processor grants exclusive access to a cache, it fails to set the 

exclusive_granted variable to true. Thus, when another cache requests shared 

access, it gets the access even though the first cache holds it in exclusive state. In 

this case Spin issues a counterexample because the assertion 

assert( (!(cache[0] == exclusive && cache[1] == shared)) ) 

is violated. 

In the second buggy version, the home processor grants a shared request even if 

exclusive_granted variable is true. In this case Spin issued a counterexample 

because of the violation of one of the invariants found during the abstraction 

process. 

8. Conclusion and Directions for Future Work 

Formal methods for verification of cache coherence protocols fall into two groups: 

methods based on model checking and methods based on deductive verification. 

Model checking is fully automated but suffers from the state space explosion 

problem. Deductive verification is scalable but requires a lot of expert’s hand work. 

Combination of the two approaches seems promising because of its potential ability 

to lead to a scalable method that requires an acceptable amount of hand work. 

On the basis of existing literature, a method that is such a combination is described. 

Although the method can be used for parameterized verification, it has some 

drawbacks. It supports a very limited subset of Promela constructs and poses 

unnecessary limitations on the way verification engineers should write their 

Promela models. The style of the Promela model used in this paper is less intuitive 

than the style of the model described in [7]. The model from [7] was obtained by a 

natural decomposition of the Elbrus system-on-chip under verification and 

organizing process communication through Promela channels. The model was 

successfully used in verification of several Elbrus systems. 

Future work directions include provable extension of the Promela subset that can be 

dealt with by the verification method, the examination of the impacts of different 

styles of descriptions of cache coherence protocols, and development of tools that 

would automate parts of the verification process. The verification process will be 

applied to Elbrus microprocessors. 
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Аннотация. В работе приведен анализ существующих методов верификации 

протоколов когерентности кэш-памяти масштабируемых систем. Рассмотрены методы 

проверки моделей и дедуктивной верификации, методы композиционной верификации 

и методы, основанные на абстракциях. На основании литературы изложен формальный 

метод параметризованной проверки свойств безопасности протоколов когерентности. 

Предложенный метод основан на синтаксических преобразованиях Promela-моделей. 

Рассмотрена математическая модель протоколов когерентности кэш-памяти в виде 
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системы переходов. Представлена абстрактная модель протоколов наряду с 

трансформациями исходной модели, которые позволяют ее получить. Размер 

абстрактной модели не зависит от количества процессорных узлов верифицируемой 

системы. Предложена архитектура системы верификации протоколов когерентности. 

Данная система имеет целью объединить различные этапы процесса верификации 

воедино и автоматизировать выполнение трудоемких задач, решение которых легко 

получить алгоритмически, а попытки сделать это вручную чреваты внесением в модель 

ошибок. Основной частью архитектуры является транслятор языка Promela во 

внутреннее представление и подсистема анализа и модификации внутреннего 

представления. Описано применение метода к верификации протокола German, 

построение и анализ соответствующей Promela-модели. Приведены примеры 

абстрактных преобразований. Проанализированы результаты проверки двух 

ошибочных версий протокола German, представленных в литературе. Указаны 

недостатки рассмотренного метода. Например, использование ограниченного 

подмножества языка Promela создает разработчикам моделей дополнительные 

трудности и приводит к неестественным моделям. Сформулированы направления по 

улучшению, в частности, расширению набора поддерживаемых конструкций языка 

Promela, и автоматизации метода, необходимые для проведения верификации 
многоядерных 
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Abstract. The language of message sequence charts (MSC) is a scenario-based specification 

language widely used at the design stage to describe the interaction of components in 

distributed systems. However, the existing methods and tools for validation of MSC diagrams 

are underdeveloped. They have such limitations as a small set of supported diagram elements, 

restrictions on the behavior of elements and on the set of analyzed properties. This paper 

describes a method for translation of MSC diagrams into coloured Petri nets (CPN), which is 

applied to the property analysis and verification of these diagrams. The translation method 

consists of three main stages: generation of the MSC internal representation called a partial 

order graph, processing of the partial order graph and translation of the graph into CPN. The 

result of the translation is a hierarchical coloured Petri net in a format compatible with the 

known CPN Tools system. Besides the basic elements of the MSC standard, the considered 

set of diagram elements includes diagram elements with data (messages, local actions and 

conditions with data), the elements of UML sequence diagrams (synchronous messages, 

combined fragments) and compositional MSC diagrams (partial-defined messages). The 

translator from MSC diagrams into CPN is implemented on the basis of the translation 

method. The properties of the resulting CPN are analyzed and verified using the system CPN 

Tools and the CPN verifier based on the SPIN tool. If an analyzed property is violated during 

the verification process and a counterexample is generated, then an error can be localized 

inside the verified MSC. To localize the error, an MSC trace leading to a broken state is 

constructed, which is a sequence of diagram events and variable states of each process. The 

application of the translation method and tools for analysis and verification is illustrated with 

an example of Alternating Bit Protocol (ABP). 
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protocols; message sequence charts; UML sequence diagrams; coloured Petri nets 
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1. Introduction 

One of the major issues that arise in the process of software development is a 

validation problem. Over the last few years, a large number of methods and tools 

have been developed for the analysis and validation of systems at the stages of their 

design and development. However, these methods are not so powerful as compared 

to the formal methods of software analysis and verification. Therefore, an important 

goal of software validation is to improve the existing validation methods used in 

practice by means of integration of well-studied analysis and verification formalisms. 

The scenario-based languages are a popular way to describe program specifications 

at the design stage of software development. They have an expressive graphical 

representation and are easy to use. One of the most popular scenario-based 

languages is the language of Message Sequence Charts (MSC) standardized by the 

ITU-T [1]. MSC diagrams are widely used for specification of communication 

protocols. The sequence diagrams of the UML standard (UML SD) [2], inspired by 

the MSC, made the interaction diagrams popular in the wide fields of software 

development. The application area of MSCs includes documentation, requirements 

specification, simulation, test case generation, etc. 

Triggered by the increasing popularity of MSC diagrams several new dialects and 

extensions of the MSC language emerged. One of the important extensions increasing 

the expressive power of the MSC is Compositional MSC diagrams (CMSC) [3, 4]. The 

use of CMSC diagrams allows us to cope with the restrictions of the MSC language in 

order to describe a certain type of interactions, such as sliding window protocols. 

It is known that at the early stages of software development the cost of errors is the 

highest. Therefore, the program models specified by MSCs should be valid and 

error-free. In practice there are tools for analysis and validation of MSC 

specifications. Among them are the following. 

The UBET system [5, 6] can check the race conditions and timing violations for a 

created MSC diagram. The system also provides an automatic test case generation 

feature and a conversion of MSCs into the Promela language code. UBET only 

supports the elements of the basic MSC diagrams. 

The software tools Cinderella MSC [7] and IBM Rational / Telelogic Tau [8] are visual 

modeling tools for analysis, specification and testing of systems described by the 

interaction diagrams. The system [7] supports the generation of MSC diagrams from a 

user application, the generation of test cases from MSCs, and the conversion of diagrams 

into other analysis systems. The toolkit [8] allows one to create program models based 

on the UML sequence diagrams, to perform the automated error checking of the UML 

SD syntax and semantics, and to convert UML SD diagrams into the SDL modeling 

language for further analysis. These tools are limited by a small set of available verified 

properties and do not support many of the diagram elements. 
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The PragmaDev analyzer [9] allows one to analyze the specific properties of MSC 

diagrams (analysis and comparison of MSC specifications and analysis of time 

properties) and also some temporal logic properties defined in Property Sequence 

Charts. The project is under development and currently only a part of MSC 

elements is supported. 

The problem of analysis and verification of interaction diagrams is investigated by 

several authors. 

Papers [10, 11, 12] describe the modeling of UML SD diagrams using high-level 

Petri nets. The paper [10] deals with the translation of UML SD diagrams into CPN. 

This paper describes the translation rules for a limited set of diagram elements and 

element compositions. Also, structural restrictions are imposed on the message 

elements (i.e. only the synchronous messages and strict sequential composition 

between structural fragments are considered) and on the interpretation of conditions. 

The paper [11] provides an extension of SD diagrams for the purpose of simulation 

and analysis of embedded systems. The authors describe formal translation rules for 

most standard elements. But some composition constructs are not considered. The 

paper [12] provides the semantics of SD diagrams in terms of extended Petri nets. 

This work deals with most of the UML SD standard elements except the elements 

for scenario composition. Note that the translation of the elements strict, break 

and critical is not considered in the papers [10, 11, 12]. 

Papers [13, 14] present the translation of UML SD diagrams into the input 

languages of the verifiers SPIN [15] and NuSMV. The authors consider most of the 

diagram elements, including the combined fragments of UML SD. References and 

high-level MSC diagrams are not considered. 

Note that most of the related work imposes restrictions on the diagram elements that 

do not allow one to specify and analyze the distributed systems with independent 

components. In addition, these papers do not consider messages and local actions 

with dynamic data. The translation of CMSC diagram elements into Petri nets in the 

papers is not considered. 

Thus, analysis and verification of MSC and UML SD diagrams is an urgent 

problem. Our paper is aimed at investigation of this problem. 

This paper describes a method for analysis and verification of MSC diagrams of 

distributed systems based on the translation of diagrams into coloured Petri nets 

(CPN) [16]. The resulting CPN are analyzed and verified using the well-known 

formal methods. The choice of coloured Petri nets as a formal semantic model of 

interaction diagrams based on the fact that the behavioral model of CPN naturally 

fits the behavioral model of MSC, allowing us to simulate different types of the 

event composition and expressions in the MSC data language. Also, CPN are well 

studied and there are methods and tools for analysis and verification of net models. 

The paper is organized as follows. Section 2 contains a brief description of 

interaction diagrams. The translation method from MSCs into CPN is given in 

Section 3. Section 4 describes the translation of UML SD elements. The translation 

of MSC elements with data is given in Section 5. In Section 6, a translation 
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algorithm of CMSC elements is described. Section 7 contains the size estimation of 

the resulting CPN generated by the translation method. The case study is described 

in Section 8. Section 9 contains our conclusion. 

2. Overview of the MSC language 

In 1992, the MSC standard [1] was developed by the ITU-T in order to obtain a 

simple and expressive scenario-based specification language to describe interactions 

in distributed systems. The significant update of the standard MSC-2000 brought 

new diagram elements, and the concepts of data and time. As a result, the current 

MSC standard can be used for description of system models at a higher level of 

formalization. 

UML 2.0 Sequence Diagrams developed by the OMG [2, 17] are strongly inspired 

by the MSC. Therefore, the basic ideas, visual representation, and the set of 

elements in the UML SD language are very similar to MSC. The main difference is 

that the SD diagrams are an integral part of the UML standard. This means that all 

objects used in SD diagrams (processes, variables, messages, etc.) are described in 

various UML diagrams to detail the specific aspects of the objects behavior. On the 

other hand, the stand-alone MSC standard has its own syntax and can be used 

independently of other modeling languages in the ITU-T family. Another difference 

of SD diagrams is that they usually represent the control flow of an object-oriented 

program, whereas MSCs traditionally describe the behavior of distributed systems. 

Interaction diagrams depict communication between system components (instances, 

processes, objects, etc.) by means of messages. Each diagram represents a particular 

scenario of the system, or a set of scenarios. 

All instance events are ordered along the vertical instance axis independently of 

other instances. The interaction between instances is performed via messages which 

determine the relationships between events of these instances. In the MSC standard 

all messages are asynchronous. This means that a message output and a message 

input are two different asynchronous events. The UML SD standard also has a 

synchronous type of messages. MSCs impose a partial ordering on the set of events. 

Besides the message input and output events, there are other basic MSC elements 

including local actions, conditions, instance creation and termination events, 

message gates and others [18, 19]. Also, the MSC standard provides structural 

elements that allow us to determine different kinds of event composition for several 

instances. So, MSC inline expressions (combined fragments in UML SD) provide 

the parallel, alternative or loop composition of events. Reference expressions and 

High-level MSC diagrams (Interaction Overview Diagrams in UML SD) allow us to 

perform the synthesis and composition of several diagrams. Note that the MSC 

standard defines that the connections of all structural elements within diagrams are 

made by means of a weak sequential composition.  

Consider the example of a UML SD diagram in Fig. 1. This diagram describes the 

scenario of interaction between the User and Server instances. All messages 
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except sendData (depicted with a message arrow of different type) are 

asynchronous. The operations of the user login and interaction with the server are 

placed in separate operands of the strict sequential composition operator strict, 

which are separated by a dotted line. This means that further interactions with the 

server are impossible until all events corresponding to the user login operation are 

executed. After logging in, the user sends the synchronous message sendData and 

executes some local action localWork. After receiving message from the user, the 

server checks a session state. This is made in the break operator. If the user 

session has expired, the logout message is sent to the user and then further 

execution of all events within strict operator is terminated. Otherwise, the data 

transmitted to the server are stored and 

the user is notified about it. 

 

Fig. 1. An example of a UML Sequence diagram which contains the synchronous 

message sendData and two combined fragments strict and break. 

3. A method for translation of MSC diagrams into Coloured Petri 
Nets 

Let us introduce the following definitions which are used in the translation 

algorithms of this paper. 

A structural fragment of MSC is a subset of MSC events, which is defined by the 

following rules: 

 a regular MSC diagram and a reference MSC diagram is a structural 

fragment; 

 each inline expression of MSC (a combined fragment of UML SD) is a 

structural fragment. 

Thus, an MSC diagram can be represented as a set of structural fragments connected 

by means of a weak sequential composition. 

We define the start events of a structural fragment as MSC events which can be 

executed first among all events of this structural fragment. By analogy with start 
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events, we also define the final events of a structural fragment. These are the events 

that can be executed last among all events within this structural fragment. 

Then, a set of MSC traces is a set of event execution sequences in the diagram, 

where each event execution sequence begins with a start event. The end of each 

event execution sequence can be either a final event, or an event after execution of 

which the MSC will not contain dynamically legal execution traces of events. 

Below we present a general method to transform the MSC diagrams into CPN. The 

input of the translation method is an MSC, HMSC, or MSC document given in the 

text notation according to the MSC standard. For UML SD and CMSC elements the 

additional syntax is incorporated to the existing grammar of the MSC language. The 

output of the algorithm is a coloured Petri net in a format compatible with the CPN 

Tools system. In this paper we use the CPN definition given in [16]. Note that the 

algorithm output is a hierarchical CPN if the original specification was defined by 

HMSC, or if the input MSC contains MSC reference expressions. 

It can be considered that the translation method has three main stages. 

At the first stage an input MSC is processed to build its internal representation 

called a partial order graph. The graph is generated as follows. For each event in 

the MSC, a node in the partial order graph is created. This node stores some 

information about the event. Nodes in the generated graph are connected with each 

other via directed arcs. The connection between nodes is equal to the connection 

between the corresponding events in the input diagram. 

At the second stage, processing of the partial order graph (creating auxiliary graph 

nodes, unfolding MSC references, etc.) is performed. 

At the third stage, the partial order graph is translated into CPN. The resulting net 

can be described as follows. Each node of the partial order graph corresponds to a 

transition of CPN. Each arc connecting two nodes of the partial order graph 

corresponds to a place and two oriented arcs connecting two transitions of CPN. 

The orientation of the generated arcs in the resulting Petri net coincides with the 

arcs orientation in the partial order graph. The places used to transfer control 

between MSC events are marked by a UNIT colour type. The execution of an MSC 

event corresponds to firing of a transition in the resulting CPN. The start events of 

MSC correspond to the transitions with start input places which have an initial 

marking 1`(). The final events of MSC correspond to transitions with the end 

output places and without outgoing arcs. 

The translation method described above builds a CPN which simulates all possible 

event traces of the input MSC. In other words, the set of all possible MSC traces 

will coincide with the set of all possible event sequences (firing of transitions) of the 

resulting CPN. An initial transition of each firing sequence in the resulting CPN is a 

transition that corresponds to a start event of the input diagram. 

Note that in this paper we do not consider the time concept of the MSC and UML 

SD standards. We also do not consider the following UML SD elements: neg, 

assert, ignore and consider. These elements do not change the set of 
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diagram traces and hence do not affect the CPN generated by the translation 

method. 

4. Translation of UML SD elements 

 Since the standard of UML sequence diagrams is based on the MSC standard, most 

elements were adopted from MSC. In [20], the comparison of UML SD and MSC 

elements is made. 

Several UML SD elements have different names in regard to the MSC standard 

terminology. For example, the instances in MSC diagrams correspond to lifelines in 

UML SD diagrams; local actions correspond to execution occurrences; MSC 

references correspond to interaction occurrences. In the translation algorithms 

described below, we will use the terminology of the MSC standard. 

Note that some UML SD elements which are not in the MSC standard can be 

modeled by the MSC elements already discussed in [18, 19]. These elements are 

continuation (can be modeled by setting and guarding conditions of the MSC), 

interaction constraint (can be modeled by predicate conditions of the MSC), state 

invariant (can be modeled by the condition MSC element described in [18]), 

conditional message (can be modeled by a regular message within an optional 

operator opt), operation calls / replies (can be modeled by synchronous and 

asynchronous messages). 

Below we consider the translation algorithms for the UML SD elements which are 

not modeled by the MSC elements earlier discussed. 

4.1 Synchronous messages 

These are the messages for which the output and input events are synchronized. 

This means that the sender of a synchronous message has to wait for the response 

from the receiver. This response will indicate what the input message processing is 

finished by the receiver, and the sender can continue the event execution. 

The translation algorithm for the synchronous message msg can be described as 

follows. First, two transitions Out_msg and In_msg are created in the output 

CPN. These transitions correspond to the output and input events of msg. The 

transition Out_msg is connected to the transition In_msg via a place and directed 

arcs similarly to the translation rules for a regular message. Next, the transition 

Reply_msg is created which means that suspension by the process that sends the 

message msg is finished. The transitions Out_msg and In_msg are connected 

with the transition Reply_msg through the place and two directed arcs as usual. 

Figure 2 shows the CPN which is the result of translation of the UML sequence 

diagram (see  Fig. 1) with the synchronous message sendData. 

4.2 The strict operator 

This operator represents a strict sequencing between several sets of diagram events. 
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We define a synchronizing event Es of an MSC diagram for the instances P1, P2, 

…, Pn (n > 1) as an event which can be executed only when all events from P1, P2, 

…, Pn located before Es have been already executed. 

The translation of the strict operator is performed as follows. 

1. All events within the strict operator are translated to a CPN using the 

common algorithm for MSCs from Section 3. 

2. For every strict operator with n (n > 1) operands, (n-1) auxiliary 

transitions are created in the CPN. Each created transition simulates a 

synchronizing event between instances involved in the strict operator. 

3. The synchronizing transitions Ti (0 < i < n) created in the previous step are 

placed at the joint of strict operands according to the following rules. 

All transitions corresponding to final events of the operand i are connected 

via places to the synchronizing transition Ti. The synchronizing transition 

Ti is in turn connected to all transitions corresponding to start events of the 

operand (i+1). Thus, in the resulting CPN, firing of transitions 

corresponding to events from the operand (i+1) of the strict operator is 

possible only after firing of all transitions corresponding to events from the 

operand i. 

 

Fig. 2. CPN which is the result of translation of UML SD shown in Fig. 1. 

A more detailed description of the translation of synchronizing events is given in 

[18]. Figure 2 shows the CPN which is the result of translation of the UML SD 

diagram (see  Fig. 1) containing the strict operator. 
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4.3 The break operator 

Semantics of this operator is similar to that of the break statement in many 

programming languages. If the break operator is performed in a sequence 

diagram, then execution of all events remaining in the enclosing (parent) structural 

fragment is skipped. In the UML SD standard structural fragments are called 

interaction fragments. It should be noted that the break operator is slightly 

different from the exceptional case operator exc of the MSC language [18]. In the 

MSC standard, the exc operator finishes execution of a current diagram. 

The break operator belongs to combined fragments of UML SD. This fragment 

has one operand and should cover all instances of the parent interaction fragment. If 

the operand has a guard condition and the condition is true, then all events of this 

operand can be executed, and all remaining events of the parent fragment are 

ignored. If the guarding condition is false, the break operand is ignored and the 

rest of the enclosing interaction fragment is chosen. 

The break operator can be represented as the alternative choice expression alt of 

the MSC language, where the first operand is equivalent to a single break operand, 

and the second operand is a part of the diagram that follows the parent fragment of 

the break operator. 

Note that in the MSC and UML SD languages the use of the alt operator and its 

special cases (opt, exc, break) attached to several instances can lead to the 

problem of non-local choice in diagrams [1, 17, 21]. The problem is that the 

standards do not define which instance checks the guards, and who decides which 

branch should be chosen if multiple guards are true. 

In our work this problem is resolved by creating the synchronizing events for each 

execution branch of an alt operator containing non-local choice. A more detailed 

description of the translation of an alternative expression with a non-local choice is 

given in [18]. The same approach is used when translating the break operator. 

The translation algorithm of the break operator consists of the following steps. 

1. Input and output auxiliary nodes are created for all structural fragments of a 

current diagram during the generation of a partial order graph. 

2. Identifiers of current and parent fragments are assigned to all nodes in the 

partial order graph. 

3. Each break fragment is translated to the output CPN according to the 

translation rules for alt operators as follows. The alt operator has two 

fixed operands. For each operand the synchronizing nodes are created to 

simulate a local choice. Final events of the first operand are connected to 

output auxiliary nodes of the parent fragment in the partial order graph (this 

simulates an exit from the parent fragment). Start nodes of the second 

operand of the alt operator will be output auxiliary nodes of the break 

fragment (this simulates the skipping of the break operator). 
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Figure 2 shows the CPN which is the result of translation of the UML SD (see  Fig. 

1) containing the break operator. 

4.4 Critical Region 

The critical operator is an atomic block of events. The block atomicity is defined 

by two conditions. Firstly, all events within the critical region cannot be interrupted by 

other events of the SD diagram which are located on the same instances as this critical 

region. Secondly, the atomicity of events inside the critical region cannot be broken 

even if it is contained within the parallel execution operator par. 

An example of the UML SD diagram containing the critical operator is shown in 

Fig. 3. In this diagram, when the processes User1 and Server enter the critical 

region by the first branch of a parallel execution, the interaction with these 

processes in other parallel branches will not be allowed until the execution of the 

critical region for these processes has been finished. 

 

Fig. 3. An example of the UML Sequence Diagram which contains a critical region inside a 

par combined fragment. 

To satisfy the first condition, it is necessary to create the synchronizing input and 

output events for each critical operator which are attached to instances 

involved in the critical region. The second condition is satisfied by introduction of 

additional places of the output CPN with flags for all events within a parent 

fragment par. Thus, an event of an instance can be executed if the flag for this 

instance is true. The flags for all instances involved in the critical region will be set 

to false when an entrance to the critical region occurs. The flags will be set to true 

when an exit from the critical region occurs. Note that the critical operator 

increases the size of the generated CPN in the case when this operator is placed to a 

par-expression with a large number of events. 
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Fig. 4. The fragment of CPN which is the result of translation of critical region from the 

UML SD shown in Fig. 3. 

The detailed translation algorithm of the critical region can be described as follows. 

1. Synchronizing transitions are created at the beginning and end of each 

critical region. 

2. If the critical region is not contained within a par operator, then the 

algorithm is finished. 

3. If the critical region is contained within a par operator (if there are several 

nested par operators then we consider the highest level of nesting), then 

the next step is performed. 

4. The fusion place Critical with a special colour type CRITICALSTATE is 

created. The place is defined as a CPN ML record «record P1: BOOL * … 

* Pn: BOOL», where P1, ..., Pn are the names of diagram instances. This 

place will store the information about flags for each instance, signalizing 

about entering/finishing the critical region. The place Critical has an initial 

marking «1` {P1=true, ..., Pn=true}». If a flag is true for a particular 

instance, this means that the instance is in a normal mode of execution. 

Otherwise, it is assumed that the instance has entered a critical region. 

5. For each transition corresponding to an event within a higher-level par 

operator with a critical region and belonging only to instances that are 

involved in this critical region, the next actions are made. A bidirectional 

arc marked by criticalState (the variable criticalState has the colour type 

CRITICALSTATE) is created. This arc connects the place Critical with the 

current transition. The transition is marked by the CPN ML guard function 

«[(#P1 criticalState) andalso ... andalso (#Pk criticalState)]», where P1, 

..., Pk are the instance names to which the current event is attached. If the 
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transition already has a guard function, then the above guard expression 

with the prefix «andalso» is added at the end of this function. 

6. The synchronizing transition which simulates entering the critical section 

for the instances P1, ..., Pk, (k <= n) is connected to the Critical place as 

follows. An incoming arc is marked by criticalState. An outgoing arc is 

marked by the expression {P1=false, ..., Pk=false, ..., Pn=(#Pn 

criticalState)}. This expression means that the flags of the instances 

involved in the critical region are reset to false, thereby preventing other 

events of these instances to run outside the region. This synchronizing 

transition is also marked by the guard function from step 5. 

7. The synchronizing transition which simulates the finishing of the critical 

section for the instances P1, ..., Pk, (k <= n) is connected to the Critical 

place as follows. An incoming arc is marked by criticalState. An outgoing 

arc is marked by the expression {P1=true, …, Pk=true, …,  Pn=(#Pn 

criticalState)}. This expression means that the flags of the instances 

involved in the critical region are reset to true. 

Figure 4 shows the CPN fragment which is the result of translation of the 

critical operator from the UML SD diagram shown in Fig. 3. 

5. Translation of diagram elements with data 

An important feature of MSC and UML SD diagrams to consider them as precise 

and formal specifications of software systems is the data concept. 

Both standards do not impose restrictions on the data notation, so any data language 

can be incorporated into MSCs and UML sequence diagrams. In the MSC standard 

data declarations are placed in the MSC document. In the UML standard data 

declarations are placed in the Class Diagrams and Communication Diagrams. 

In this paper we only consider the case of data declarations in the MSC document 

[19]. We also assume that the MSC data language allows simple types – Boolean, 

Integer and String – and the composite type Enumeration. An expression 

in the data language consists of variables, literals, parentheses, arithmetic and 

assignment operators, and comparisons. 

The MSC document in addition to data type and variable declarations also describes 

the signatures of all messages with data used in the diagrams. The message 

signature N(T1, T2, ..., Tn) is a set of a message name N and the ordered set of 

parameter types Ti which defines the data tuples transmitted by this message. For 

example, the message signature frame(Integer, Boolean) means that a diagram 

contains a message with the name frame. This message transmits a data tuple with a 

content of Integer and Boolean types. 

The data in diagrams are used in messages, local actions and conditions. Data 

expressions in messages and local actions can contain only variable assignment 

operations. A data expression in conditions cannot contain an assignment operator 
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and can be a statement with a Boolean return value. An example of an MSC 

diagram containing messages with data is shown in Fig. 5. 

The translation algorithm of events with data consists of two stages. 

At the first stage, the colour type and variable declarations in the CPN ML language 

are generated from the input MSC document. These declarations will be used in the 

CPN obtained by translation of MSC with data events. 

Generation of the colour types and variables for MSC elements with data is as 

follows: 

1. Data types declared in the data block of the MSC document are converted 

into the corresponding colour types of CPN ML. 

2. Local variables declared for each instance in the inst block of the MSC 

document are converted to variables of CPN ML with the same name and 

with the colour type resulting from the transformation at step 1. 

3. Message signatures declared in the msg block of the MSC document are 

used to simulate message buffers in the resulting CPN. The signature N(T1, 

T2, ..., Tn) is translated to a product colour type of the CPN ML 

language: colset pT1T2...Tn = product T1 * T2 * ... * Tn. To simulate the 

buffer which contains messages with the same signature N(T1, T2, ..., Tk), 

the list colour type is used: pT1T2...TkList = list pT1T2...Tk. 

4. For colour types generated at step 3, auxiliary variables pT1T2...Tn_var 

and pT1T2...TnList_var of types pT1T2...Tn and pT1T2...TnList are created. 

At the second stage, the translation of an MSC diagram which uses data declared in 

the MSC document is performed. 

The translation of local actions and conditions with data is described in [19]. Below 

we describe the translation of messages with data. The MSC and UML SD 

standards imply that communicating instances send messages through the buffer 

which is local regarding to messages. This means that there is one FIFO buffer for 

every message in a diagram. Buffers which contain MSC messages with data are 

modeled by places of the list colour type in the resulting CPN. The list is a queue 

of records (CPN product types), where each record contains the set of transmitted 

data values. Thus, the translation algorithm for messages with data is as follows: 

1. For each message msg_i(T1, T2, ..., Tn) in the diagram, a place in the 

resulting CPN is created to simulate the message buffer as follows. The 

name msg_i and the colour type pT1T2...TnList are assigned to the place. 

The initial marking for this place is set up to the value 1`[], which indicates 

that the buffer is empty. 

2. The input and output events of the message msg_i are translated into the 

corresponding transitions of the CPN. 

3. Each transition corresponding to the input/output events of the message 

msg_i is connected to fusion places modeling the variable states. The 

details of variable state simulation in the resulting CPN are given in [19]. 
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4. For a transition corresponding to an output event of the message msg_i, an 

input arc from the place msg_i is created with the inscription 

pT1T2...TnList_var. Also the output arc is created with the inscription 

pT1T2...TnList_var ^^ [(VarT1, VarT2, ..., VarTn)], where VarTi are the 

variable names with data transmitted from the sender instance. This 

expression describes the addition of a tuple with a message content into the 

buffer. 

5. For a transition corresponding to an input event of the message msg_i, an 

input arc from the place msg_i is created with the inscription 

«pT1T2...Tn_var :: pT1T2...TnList_var». This expression means that a 

head element and a tail part of the buffer are got and saved to the specified 

variables. Also, the output arc is created for this transition with the 

inscription pT1T2...TnList_var, which is used to simulate the removal of 

the upper buffer element. 

6. The process of obtaining and saving the transmitted data by the receiver 

instance is modeled in the resulting CPN as follows. The fusion places are 

created for each variable listed in the actual parameters of the message 

signature msg_i. These places are used to store the transmitted data of the 

message msg_i into the local variables of the receiver process (see the 

translation of local actions with the data for full details [19]). The transition 

corresponding to the input event of the message msg_i is connected to the 

created fusion places. The outgoing arcs from each fusion place are marked 

by the corresponding variable names. The arcs coming into the fusion 

places are marked by the inscription «Tj_var = #j pT1T2...Tn_var», where 

Tj_var is the j-th variable name of the receiver in the signature msg_i, and 

the expression «#j pT1T2 ... Tn_var» means that the j-th element from the 

tuple variable pT1T2 ... Tn_var is got. 

Figure 6 shows the CPN which is the result of translation of the MSC from Fig. 5 

containing non-regular messages with data introduced in the next section. 

6. Translation of compositional MSC elements 

The non-standard extension of MSC diagrams called Compositional Message 

Sequence Charts (CMSCs) [3, 4] has been developed to increase the expressive 

power of the MSC language and to describe scenarios with complex parallel 

communication of processes. 

In [3, 4], the authors show that the expressiveness of MSC diagrams is not sufficient 

for the specification of a certain type of interactions, such as sliding window 

protocols. In the CMSC language it is possible to describe this kind of protocols 

using partial-defined messages. The use of this type of messages, on the one hand, 

allows messages to be decomposed into several diagrams. On the other hand, such 

messages use a different buffer type which is similar to the buffer model in the 

communicating finite-state machines or SDL language. 
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Fig. 5. The HMSC diagram with two MSCs which contain the unmatched message msg. 

The CMSC language is defined as the MSC language, except for the definition of 

messages. In Compositional MSC diagrams, the input and output message events 

are partially defined. This means that for the partial-defined message there are 

multiple input events for a single output event and vice versa. Such messages in a 

CMSC are called unmatched messages. 

Unmatched send message events and unmatched receive message events use a new 

buffer model. This buffer is local relative to the two instances involved in the 

message exchange (this is a so-called pair buffer). 

An example of the CMSC diagram is shown in Fig. 5. Unmatched messages are 

shown as arrows with a dotted part. The CMSC shows the decomposition of the 

unmatched message msg which is contained in two different reference MSC 

diagrams. 

Below we describe the translation algorithm for unmatched messages. 

1. Each input and output event of the unmatched message umsg_i(T1, T2, ..., 

Tn) is converted to the corresponding transition of the CPN. 

2. If the message does not contain any data then the following steps are made. 

2.1 The fusion place simulating a buffer is created with the UNIT 

colour type and the name «CMSC P1-to-P2», where P1 is the 

name of the instance that sends the message umsg_i and P2 is the 

name of the instance that receives this message. Note that the 

name of the created place is unique for the couple of instances P1 

and P2 which communicate in the direction from the first to the 

second instance. 

2.2 For each transition corresponding to the output unmatched 

message event from P1 to P2, an output arc is created. This arc is 

connected to the place «CMSC P1-to-P2». 
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2.3 For each transition corresponding to the input unmatched message 

event from P1 to P2, an input arc is created. This arc connects the 

place «CMSC P1-to-P2» with the current transition. 

3. If the message contains data then the following steps are made. 

3.1 The fusion place simulating a buffer is created as follows. The 

place type is set to pT1T2...TnList. The place name is set to 

«CMSC P1-to-P2-umsg_i», where P1 is the name of the instance 

that sent the message with data, P2 is the name of the instance that 

receives this message, and umsg_i is the message name. The place 

is marked by 1`[]. Note that the name of the created place is 

unique for the couple of instances P1 and P2 with a given type of 

the message signature. Thus, the unmatched messages with the 

same signature will be sent by P1 through a common buffer. The 

same is true for the receiving of unmatched messages. 

3.2 The processing of transitions corresponding to the output events of 

unmatched messages with data is carried out by the translation 

rules of step 4 of the previous section. 

3.3 The processing of transitions corresponding to the input events of 

unmatched messages with data is carried out by the translation 

rules of steps 5 and 6 of the previous section. 

Figure 6 shows the CPN which is the result of translation of the CMSC (see Fig. 5) 

with the unmatched message msg. 

 

Fig. 6. The CPN which is the result of translation of the HMSC shown in Fig. 5. 
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7. Size estimate of the resulting CPN 

Below we consider the estimate of the number of transitions, places, and arcs in the 

CPN, given as the result of translation algorithms described in our paper. 

Let us consider the MSC diagram with N events, M messages and the number P of 

instances containing events. 

Introduce the following notation: S is the number of start and final MSC events; AC 

is the number of local actions and conditions; IP is the number of parallel operators 

par; IL is the number of loop operators; NIP is the maximum number of events 

among par operators of the diagram; BR is the number of break operators; ST is 

the number of strict operators; OPST is the maximum number of operands among 

strict operators of the diagram; CR is the number of critical operators 

within par operators; VAR is the number of variables defined in the MSC. 

Then the upper bound T of the number of transitions in the resulting CPN will be: 

T  N + 2P·(IP + IL) + ST·(OPST - 1) + P·BR + 2CR. 

The upper bound P of the number of places in the resulting CPN has the following form: 

P  N + M + S + VAR + 2P·(IP + IL) + ST·(OPST - 1)·P + P·BR + 2CR. 

The upper bound A of the number of arc in the resulting CPN has the following form: 

A  2N + 4M + 2·VAR·(AC + 2M) + 4P·(IP + IL) + 2ST·(OPST 
- 1)·P + 2P·BR + 2CR·NIP. 

As we can see, a significant contribution to the size estimate of the resulting CPN is 

made by the operators par, loop, break and critical. 

8. Case study: Alternating Bit Protocol 

Let us consider an example of the property verification for the MSC specification of 

a protocol known as the Alternating Bit Protocol (ABP) [22]. 

This protocol is bidirectional. This means that the data between the two 

communicating machines are transmitted in both directions. The protocol operates 

as follows. The sender sends a sequence of data frames to the receiver. Each data 

frame consists of two parts: a one-bit frame number and a portion of data. When a 

data frame arrives to the receiver, it sends to the sender an acknowledgment frame 

that contains the number of the received frame. Both processes use a timer to wait 

for the next frame. Thus, the sender is sending a current data frame continuously 

until it receives an acknowledgment from the receiver with the current frame 

number. On the other hand, after getting a data frame, the receiver is sending an 

acknowledgment frame to the sender continuously until it receives a new data frame 

from the sender. 

The MSC specification of the ABP protocol is presented in [23]. In the 

specification, the par operator and CMSC elements are used to describe the 

distributed interaction between two machines. The timer execution events of 

communicating processes are modeled in the resulting CPN by firing of transitions 
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corresponding to these timer events. The transmitted data in the protocol are a 

sequence of integers from 1 to 4. 

To reduce the state space of the resulting CPN and apply the CPN verifier based on 

SPIN [24], the initial MSC specification should be rewritten into a quasi-regular 

form in which diagrams do not contain unlimited loops [19]. To do this, we 

introduced additional restrictions on the protocol model without loss of generality: 

the frame number that can be lost during transmission is limited by a constant. 

For analysis and verification of the ABP model, the following properties of a proper 

behavior are formulated: 

1. The sequence of the received data is equal to the sequence of the sent data. 

2. The receiver does not accept the same message twice. 

3. The sender does not send a new message before a previous one was 

acknowledged. 

4. The sequence of the received frames is a prefix of the sequence of the sent 

frames. 

The property 1 is a postcondition. For the protocol model, it means that if the event 

execution of the MSC specification ends at its endpoint, then this property is 

satisfied. For the CPN model of the protocol, it means that the resulting net should 

not have dead markings except the markings corresponding to the endpoint of the 

MSC specification. Properties 2, 3 and 4 are specified by linear temporal logic 

(LTL) formulas [23]. 

The analysis of the model properties was made in the CPN Tools (property 1) and in 

the automated verification system developed in IIS SB RAS on the basis of SPIN 

(properties 2, 3 and 4). Verification of the properties described above showed that 

they are satisfied for the ABP protocol model. 

The property validation was also made for the ABP protocol model containing 

errors. In the first case, we considered a protocol model in which one of the 

processes can send a new message non-deterministically, without waiting for 

reception of the previous one. In the second case, we considered a protocol model in 

which the sender can send non-deterministically a frame with incorrect data. During 

verification of these ABP models, the following property violations were detected. 

In the first case, property 3 was violated (and property 4, consequently). In the 

second case, property 4 was violated. 

For the violated properties, the counterexamples were generated which contain 

traces in the MSC specification leading to a broken state. The file with a 

counterexample is a sequence of CPN transitions and net markings. 

Using the counterexamples, the errors were localized in the original MSC 

specification. Since each transition corresponds to a concrete event in an MSC, and 

the MSC variables state is calculated by the values of places with the same name as 

original variables, the localization of errors in a diagram by a counterexample is 

straightforward. 
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9. Conclusion 

The scenario-based specification languages are a convenient and expressive way to 

describe a system behavior during the design and development stages. The most 

popular in practice among them are the MSC and UML SD languages. Despite a 

wide application of these notations, the methods of analysis and verification are still 

underdeveloped. 

In this paper we describe the method for translation of MSC diagrams into coloured 

Petri nets. To the best of our knowledge, our method is the first to cover a large set 

of the MSC and UML SD diagram elements with minimal restrictions on the 

considered elements. Unlike the related papers, the translation method fully 

supports the diagram elements with dynamic data and elements of compositional 

MSC diagrams. The consideration of all elements listed above, on the one hand, 

allows us to apply the translation method for most interaction diagrams used in 

practice. On the other hand, this allows us to use the method for verification of 

distributed systems with complex object interactions. 

A CPN given as a result of the translation method can be analyzed and verified by 

the known verification methods and program tools. In particular, one can analyze 

some properties of MSC diagrams using the CPNTools, and verify properties 

specified by LTL formulas using the method [24]. 

The software tool was implemented on the basis of the translation algorithms. The 

translator has been tested on various examples of communication protocols. In 

particular, the alternating bit protocol specified by MSCs has been considered. For 

the protocol, the CPN model was generated. Some properties of the resulting CPN 

was analyzed by the CPN Tools and verified by the CPN verifier [24]. 

In our further work we plan to develop the approach for formal justification of 

correctness of the translation algorithms. We will study other MSC extensions 

intended for specification of distributed systems. Also, we plan to use the translator 

for verification of other examples of distributed systems and communication 

protocols. 
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Аннотация. Язык диаграмм последовательностей сообщений (MSC-диаграмм) 

является сценарно-ориентированным языком спецификаций, который широко 

используется на этапе проектирования для описания взаимодействия компонент в 

распределенных системах. Однако, существующие методы и средства проверки 

корректности MSC-диаграмм недостаточно развиты. К их основным недостаткам 

относятся небольшой набор поддерживаемых конструкций MSC-диаграмм, 

ограничения на поведение элементов диаграмм и на набор анализируемых свойств. 

Данная статья описывает метод трансляции MSC-диаграмм в раскрашенные сети 

Петри (CPN), который используется для анализа и верификации свойств MSC-

диаграмм. Метод трансляции состоит из трех основных этапов: построение 

внутреннего представления MSC-диаграммы в виде графа частичного порядка, 

обработка узлов графа и преобразование графа в CPN. Результатом трансляции 

является иерархическая раскрашенная сеть Петри в формате, совместимом с известной 

системой моделирования и анализа CPN Tools. Кроме элементов из основного 

стандарта MSC рассматриваются следующие конструкции MSC-диаграмм: элементы 

языка данных MSC (сообщения, локальные действия и условия с данными), элементы 

диаграмм взаимодействий стандарта UML (синхронные сообщения, комбинированные 

фрагменты) и конструкции композиционных MSC-диаграмм (частично-определенные 

сообщения). На основе этого метода трансляции реализован транслятор из MSC-

диаграмм в CPN. Свойства результирующих CPN анализируются и верифицируются 

при помощи системы CPN Tools и верификатора CPN на основе системы SPIN. Если в 

результате верификации проверяемое свойство оказывается ложным и найден 

контрпример, то место ошибки может быть локализовано в исходной MSC-

спецификации. Для этого на основе контрпримера генерируется трасса в MSC до места 

ошибки, представляющая собой последовательность событий диаграммы и состояний 

переменных каждого процесса. Применение метода трансляции и средств анализа и 

верификации продемонстрировано на примере сетевого протокола ABP (Alternating Bit 

Protocol). 

Keywords: specification; translation; verification; distributed systems; communication 

protocols; message sequence charts; UML sequence diagrams; coloured Petri nets 
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Abstract. Process models of different types and graphs are commonly used for modeling and 

visualization of processes in information systems. They may represent sets of objects, tasks or 

events involved in process linked with each other in some way. Wide use of process models 

in various notations engenders necessity of software tools for creating, editing, and analysing 

them. 

This paper describes the process model editor which allows for dealing with classical graphs, 

Petri nets, finite-state machines and systems of communicating automata. Additionally, the 

tool is armed with the following list of useful features: process simulation based on a Petri net 

token-based replay, import and export of process models in different persistent formats, 

various model layouts and other process visualization abilities. Moreover, Carassius is a 

modular tool which can be extended with additional process model notations, processing, 

import and export possibilities.  

In the paper one can find a detailed description of a couple of layout algorithms already 

implemented in the tool. These algorithms for visualization of Petri nets and graphs can be 

used as a base point for further development of more refined process visualization 

approaches. Carassius might be useful for educational and research purposes because of its 

simplicity, range of features and variety of supported notations. 

Keywords: graph; Petri net; finite-state machine; process model; process model 

visualization; process model editor 
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1. Introduction 

The modern world is full of information systems working in different business 

domains. One of the most developed concepts is process-aware information systems 

[1]. A wide variety of different notations has been developed to model processes. 
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In this paper we present a new tool for editing and simulating process models in 

different notations. Our goal is not to build yet another complicated model 

simulator. 

Our ambition was to develop a model editor which may be used for educational 

purposes. Thus, the decision was made to implement a simple and extensible model 

editor for different modeling notations. In particular, a modular architecture of 

Carassius allowed us to implement simulation modules in addition to different 

editors. 

The remainder of this work is organized as follows. Section 2 gives a description of 

the tool, implemented approaches and algorithms. Furthermore, the description of 

the tool’s features is provided. 

In section 3 we consider other tools with similar functionality. The advantages and 

disadvantages of these tools are provided. Section 4 concludes the paper. 

 

2. Tool Overview  

2.1 Functionality 

Here one can see the brief description of all features implemented in Carassius. 

In this paper we present a tool which intended to help researchers and other people 

easily make and edit models of different types. Carassius works with graphs of 3 

types: classical graphs, Petri nets and finite-state machines. First of all, it permits to 

edit process models by hand. Besides, the tool supports several markup languages 

(PNML [2], [3], GraphML [4], [5] and FSAML) and can read and save models from 

and into these formats. FSAML is a new XML format we developed for storing a 

finite state machines system. 

The working area has a grid helping users position the nodes. The tool can 

automatically arrange model elements according to the grid. Users may set or 

change all the possible properties of the whole model or its parts (for example: node 

names, arc weights etc.) The tool can arrange models using different layout 

algorithms: for graphs and finite-state machines it uses the force-directed algorithm, 

whereas for Petri nets it uses the layering algorithm developed for Carassius. Both 

of them are described in details in subsection Visualization refinement. 

In addition, Carassius has features for a Petri net simulation. The tool supports step-

by-step token-game of a process model [6]. Moreover, there is a special coloring 

mode that shows the real way of tokens during the simulation. Because of these 

features, the tool can be used successfully in educational purposes. 

 

2.2 Supported Notations 

This section describes the modeling notations supported by Carassius. 
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2.2.1 Petri Nets 
 

 

Fig.1. A Petri net editing. 

The main supported formalism is Petri nets. Petri nets are widely used in process 

modeling [6], [7]. A Petri net is a directed bipartite graph with two types of nodes: 

transitions (denoted by rectangles) and places (denoted by circles). There are 

directed arcs between places and transitions (denoted by arrows). Places can contain 

so-called tokens inside, which determine the current state of a net and its marking. 

Petri nets offer a graphical notation for step-by-step processes that include choice, 

iteration, and concurrent execution. Execution of a process is depicted by tokens 

flow. 

 

2.2.2 Graphs 

 

Fig.2. A graph editing. 

Carassius is also works with classical graphs. Both directed and undirected edges 

are supported. It is possible to assign weights of edges. Process of graph editing is 

quite simple. However, a possibility to deal with directed graphs and store them 

using GraphML format is very useful. 
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2.2.3 Finite-State Machines 
 

 

Fig.3. A finite-state machine editing. 

A finite-state machine (FSM, finite-state automaton [8]) is an abstract machine that 

can be in an only one of a finite number of states at a point of time. 

FSM recognizes or accepts certain word of some language with finite alphabet. It 

can move from one state to another by triggering a transition with the same label as 

a next letter of an input word. If a FSM stops in a state from the set of so-called 

acceptance states, then it accepts a word. This is not always the case. Therefore, any 

FSM forms a language consisting of the words accepted by this FSM. 

A particular FSM is defined by a list of its states and transitions. States are usually 

depicted by circles, and transitions are depicted by labeled directed arcs. There are 

two special types of states: a single starting state and a set of final (accepting) states. 

A starting state is depicted by a circle with an arrow from anywhere going into the 

circle (see figure 3). Each accepting states is depicted by a double circle. 

 

2.2.4 Systems of Finite-State Machines 

Systems of communicating FSMs are also supported by Carassius. A system of 

Finite-State Machines may be useful for modeling processes which appear at the 

same time and have causal dependencies. A Finite-State Machine System deals with 

some number of FSMs and relations between them. These relations may be of two 

types: (1) synchronous (two transitions from the FSMs may fire only at the same 

time) and (2) asynchronous (there is a special state in-between the FMSs called the 

channel state). Synchronous relations are denoted by simple lines between two 

models, which hold the information about transitions which are fired 

simultaneously. Asynchronous - by sequence of arrow, place and another arrow, 

meaning that some action performed in one fsm may have consequences in another. 
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Fig.4. A system of finite-state machines editing. 

2.2.5 Import and Export Formats 

Carassius provides different import and export formats to facilitate work with 

models. It deals with several convenient markup language formats for import: 

PNML for Petri nets, GraphML for graphs, and FSAML for finite-state machines 

and their systems. All of them are XML-based interchange formats. In addition, one 

can easily export a model to png-picture or tikz-picture to import model to a TEX 

file. 

2.2.5.1 Markup language formats 

PNML and GraphML formats are well-known in the world of modeling and have 

been in use for a long time. Both of them have a clear specification and will be 

described further. On the contrary, FSAML (Finite-State Automaton Markup 

Language) has been developed recently by the authors of this paper and has not 

been formally described yet. 

A detailed explanation of a PNML format can be found in [9]. A typical PNML file 

contains information about a net, a number of pages, lists of places, transitions and 

arcs. A lot of additional information is available such as names of nodes, 

dimensions etc. PNML is an extensible format. So, it is possible to make different 

extensions for particular modeling aspects. It is impossible to cover all extensions. 

That is why Carassius deals with PNML files according to the recent version of the 

core standard (ISO/IEC 15909-2:2011). 

GraphML is a comprehensive and easy-to-use file format for graphs. It consists of a 

language core for describing the structural properties of a graph. A detailed 

description can be found in [10]. Carassius, in turn, supports only simple graphs 

(directed, undirected and mixed) without any additional features. 
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FSAML is a format allowing exchange of finite-state machines and their systems. 

The development of this format is still in progress. However, there is a working 

alpha implementation of it in Carassius. 

The structure of the file according to the format is following: the main node 

(fsasystem) consists of its name (name), a number of finite-state machines (fsa), 

synchronous (syncs) and asynchronous (channels) relations between them. In turn, a 

fsa node contains a number of states (state) and transitions (transition). Each of 

them has an attribute id holding unique id. Each state has its type: general, initial or 

final, therefore there is an inner node statetype containing this information. The 

second inner node is graphics representing the data about position and dimension of 

a node. Transitions have their source states (source) and target states (target) 

represented as attributes. The channels node consists of several channels (channel), 

which, in turn, have two nodes: from and to containing information about fsa and a 

corresponding state. The syncs node has the same structure except the fact that 

relation is between two transitions, not states. 

An example of the file in the FSAML format is shown on figure 5. 

  

Fig.5. The FSAML format. 

2.2.5.2 TEX and PNG export 
The tool has features for TEX and PNG export. Carassius may generate a code to 

import picture using tikz-package into your TEX file. Figure 6 shows a simple Petri 
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net edited with Carassius and exported directly into TEX. This feature has been 

implemented with help of N. Chuykin (a student at HSE). 

 

Fig.6. A picture compiled with tikz package. 

2.3 Visualization refinement  

The presented tool has several features to make model visualization better. There 

are two special algorithms for the directed graphs and for Petri nets, which can 

arrange nodes to make model easier to understand. Graphs and Petri nets can be 

processed in different ways. The tool also provides a grid for working area which 

helps placing nodes more accurately. Finally, Carassius provides possibility to 

hide/show grid as well as node labels. This section describes the layout algorithms 

in detail. 

 

2.3.1 Petri Net layout 

Firstly, the layout refinement algorithm for Petri nets is described. It is a layered-

based algorithm which was developed especially for Petri nets. Layered-based 

algorithms are a group of layout algorithms which work with directed graphs and 

take their hierarchical structure into account [11]. We chose this approach as the 

most suitable for Petri nets as they are directed, and bipartite. The structure of the 

Petri nets notation is quite suitable for a layered representation. The main scheme of 

the layered-based approach is described in [12]. These algorithms are aimed to 

cover the list of aesthetic points: 

1) single edges direction, 

2) occupied area minimization, 

3) uniform nodes allocation, 

4) long edges avoidance, 

5) edges-crossing minimization. 

Although some of these points may conflict with each other, the approach is viable. 

It works using three steps: 

1) allocation of nodes on layers in a way which ensures that edges have single 

direction; 

2) choice of the nodes order on layers with the aim of edges-crossing 

minimization; 

3) determination of node coordinates on layers with the aim of edges-length 

minimization.  
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In the presented algorithm these three ideas are used, but some features are added 

and changed as well. 

The algorithm in Carassius takes into account: (1) a biparticity of Petri nets, (2) the 

fact that they have directed arcs, and (3) a presence of initial places. 

 

Alg.1. Petri net layout algorithm. 

Generally, it determines connected components of a model (a number of individual 

graphs in one model), applies layered-based approach for each component and then 

gathers components together to visualize an overall model. We use so-called 

‘columns’ to represent layers. Due to the Petri nets biparticity the content of 

columns alternates from places to transitions. We start from the first column with 

places. When several steps of the algorithm are made, each node has its column 

(using breadth-first search), and we can arrange nodes in each column separately 

(set them y-coordinate). The overall algorithm 1 shows all the steps. 

  

   Alg.2. Determination of all nodes in a model.             Alg.3. Search of initial nodes. 
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In order to arrange nodes the tool makes the following steps: 

(a) Determines connected components of the models. A Petri net model 

may consist of several individual connected components, so we have to detect them. 

Also, for each set of nodes we have to assign the number used for component 

identification. 

Next steps are done for each connected component of the model: 

(b) Finds all initial nodes (both transitions and places). A node considers as 

initial if it doesn’t have any ingoing arcs. 

(c) Sets columns for the initial nodes. This step is needed because these 

nodes will become starting points to move through the graph. 

(d) Sets a column for each node. This algorithm is layered-based, thus, we 

need to distribute nodes among columns. 

(e) Sets a y-coordinate for each node. At this step we want to place each 

node in some place at a column. To make the model layout more compact we locate 

nodes symmetrically from the center of a column (mean value between minimal and 

maximal y-coordinate of nodes in a column). 

(f) Sets margin between columns. There may be very few or, on the 

contrary, too many arcs between the nodes in two adjacent columns. So, these 

distances should depend on a number of arcs between neighbor columns. 

(g) Visualizes the whole model. The whole model is visualized using all 

information derived at the previous steps. 

The listing 2 shows the algorithm which divides a model into several connected 

components. To obtain the list of initial nodes the algorithm 3 is used. 

 

Alg.4. Search of a column for each node. 

The distribution of all nodes in columns is shown in the algorithm 4. 

Algorithm 5 arranges each node for its place (y-coordinate) in a column. 
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Alg.5. Setting of a position for each node in a column. 

2.3.2 Graph layout 

In this subsection the layout algorithm for graphs is described. Carassius contains 

implementation of the existing algorithm from [13] with little changes. It is a force-

directed algorithm aspired to achieve several goals: 

  (1) nodes should not be too close to each other, 

  (2) edges should have more or less equal length and do not cross each other too 

often. 

This algorithm does a number of iterations to achieve the best arrangement of a 

graph. It is done by assigning so-called forces and velocities among the set of edges 

and the set of nodes, based on their relative positions. 
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Alg.6. Force-based algorithm for a graph model layout. 

An algorithm for graph layout in Carassius consists of two main steps: 

  (a) The force-directed algorithm (see algorithm 6) itself. It is applied for each 

connected component. Constants used in the algorithm were selected experimentally 

based on application UI configuration. 

  (b) A movement of all nodes on fixed distances. Nodes can have negative 

coordinates after applying the algorithm, so we need to move them because working 

area shows only those which have positive coordinates. We also need to do some 

movements to place models in such a way in order to save a distance between them. 

2.4 Simulation  

Petri nets are not only simple bipartite graphs but also a powerful tool able to 

represent a process flow. There are ‘tokens’ (markers inside places), reflecting 
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current state of a net. They can change their places by the transitions firing. A 

transition may be fired if all places which have outgoing arcs to this transition have 

enough tokens inside (equal or more than weight of a corresponding arc). At each 

step only one transition is fired (may be chosen by hand or randomly). When a 

transition is fired it consumes the required number of tokens and passes a token to 

each outgoing place. The simulation ends when there is no transition able to be 

fired. 

Simulation of an example Petri net made in Carassius is shown in figure 7. 

 

Fig.7. Simulation of a Petri net. 

 

2.4.1 Wave coloring 
Simulation of a net in our tool may also be done in a waving mode. During 

simulation nodes are colored in a specific way. A movement of a token from one 

place to another will be considered as a single step. Nodes engaged in the last step 

have deep blue color, whereas nodes used in previous steps are colored in light blue. 

In other words, the later a step is made, the darker a node is colored, the earlier – the 

lighter. This coloring allows for easily understanding of a process direction, 

determining which nodes were visited and which were not. 
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Fig.8. Wave coloring during simulation of a Petri net. 

Figure 8 shows how wave coloring of a simulation works in Carassius. The top part 

of the picture shows simulation at the intermediate step. The bottom part shows a 

window when the simulation has been ended. 

 

2.5 Architecture 

The tool is built as a standalone windows application using C#. We used the 

Windows Presentation Foundation (WPF) platform to build our application because 

of its functionality, extensibility and convenience. The WPF provides user controls 

as a mechanism for reusing blocks of the UI elements. The main window of 

Carassius consists only of one user control, which may be easily moved to another 

application as a component. 
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3. Related work 

A variety of model editors are available now. Nevertheless, all of them did not fully 

meet our two main requirements (simplicity and extensibility). This section 

describes the closest existing tools which support model editing in a desirable way. 

a) CPN Tools (see [14]): CPN Tools is a tool for working with Colored Petri nets. It 

allows users to edit, simulate, and analyze them. CPN Tools has an interesting, 

original interface which uses a lot of small inner windows for each type of editing. 

However, at first a user can get stuck because the GUI is not very intuitive and the 

user needs to read the help to understand what he should do in order to start 

working. In addition, the tool works only with colored Petri nets and you cannot 

work with simple ones. 

b) Yasper (see [15]): Yasper, as authors say, is the yet another smart process editor. 

It is a quite simple, but useful tool which supports editing and simulation of Petri 

nets. It has rather user-friendly and easy to use interface, but it is still unevident how 

to do some actions. Fortunately, its help paper is very useful and provides a lot of 

information about usage of the tool. However, Yasper has a significant drawback - it 

does not support the current version of the PNML format, so the user just cannot 

download new PNML files and cannot work with exported files from the tool 

anywhere else. 

c) Tina (see [16]): Tina is a tool for working with classical P/T and Time Petri nets. 

It has features for editing and analysis of Petri nets. Tina’s interface is very simple, 

but at the same time easy to understand. Editing functionality is not very wide, but 

the tool provides several analysis techniques, which work well. Tina’s disadvantage 

is that it cannot simulate Petri nets in a visual way and has a small number of 

functions. 

We can see that several tools for working with Petri nets are already exist, but all of 

them have certain drawbacks. In our tool we endeavored to take into account all 

disadvantages we found in other tools, and at the same time to add new 

functionality. We tried to do interface easy to use and learnable, intuitive to work; to 

provide support of different export and import formats; to implement all main tasks 

which can be done with Petri nets; and, finally, to incorporate some new features 

(e.g. several visualization refinement algorithms). 

 

4. Conclusion 

A lot of features and several modes are already implemented in Carassius. One can 

use it to deal with graphs, Petri nets, Finite-State Machines. Due to modularity of 

the tool we want to extend it with other modeling formalisms. The most difficult 

thing is to preserve the simplicity of the software while adding new features. 

Our tool has been used in different other projects at PAIS Lab [17], [18]. We hope it 

will also be useful for other researchers (see [19]). 

Of course, there is still a lot of work to do. Our main goal is to improve the FSM 

aspect of the tool. This functionality is involved in other projects of our group. 
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Complete definition of the FSAML format is the key point of the future work. 

Moreover, we intend to add simulation functionality for the finite-state machines.  

Another aim is to carry out a number of user tests in order to find and eliminate 

bugs in the tool. In addition, we are going to do usability testing to make Carassius 

more intuitive to use and work with. There are several possible improvements of 

GUI we want to implement. 

Acknowledgment  

We would like to thank members of the PAIS Lab for their support. Research 

assistants I. Shugurov and A. Begicheva tested the tool and reported lots of bugs. 

Dr. A. A. Kalenkova and prof. I. A. Lomazova gave us a valuable advice on the 

GUI design and the required features. 

Also we would like to thank Nikolay Chuikin, who implemented the TEX-export 

used in the tool. 

This work is output of a research project implemented as part of the Basic Research 

Program at the National Research University Higher School of Economics (HSE). 

References  

[1]. M. Dumas, W. M. van der Aalst, and A. H. ter Hofstede, Process-aware 

Information Systems: Bridging People and Software Through Process 

Technology. New York, NY, USA: John Wiley & Sons, Inc., 2005. 

[2]. M. Weber and E. Kindler, “The petri net markup language,” in Petri Net 

Technology for Communication-Based Systems - Advances in Petri Nets, 2003, 

pp. 124–144.  

[3]. J. Billington, S. Christensen, K. M. van Hee, E. Kindler, O. Kummer, L. 

Petrucci, R. Post, C. Stehno, and M. Weber, “The petri net markup language: 

Concepts, technology, and tools,” in Applications and Theory of Petri Nets 

2003, 24th International Conference, ICATPN 2003, Eindhoven, The 

Netherlands, June 23-27, 2003, Proceedings, 2003, pp. 483–505. 

[4]. U. Brandes, M. Eiglsperger, I. Herman, M. Himsolt, and M. Marshall, 

“Graphml progress report structural layer proposal,” in Graph Drawing, ser. 

Lecture Notes in Computer Science, P. Mutzel, M. Jnger, and S. Leipert, Eds. 

Springer Berlin Heidelberg, 2002, vol. 2265, pp. 501–512. 

[5]. U. Brandes, M. Eiglsperger, I. Herman, M. Himsolt, and M. S. Marshall, 

“Graphml progress report,” in Graph Drawing, 2001, pp. 501–512. 

[6]. W. Reisig, Understanding Petri Nets - Modeling Techniques, Analysis 

Methods, Case Studies. Springer, 2013. 

[7]. T. Murata, “Petri nets: Properties, analysis and applications,” Proceedings of 

the IEEE, vol. 77, no. 4, pp. 541–580, 1989. 

[8]. J. A. Anderson, Automata theory with modern applications. Cambridge 

University Press, 2006. 



N. Nikitina, A. Mitsyuk. Carassius: A Simple Process Model Editor. Trudy ISP RAN /Proc. ISP RAS, vol. 27, issue 3, 

2015, pp. 219-236 

234 

[9]. L. Hillah, E. Kindler, F. Kordon, L. Petrucci, and N. Treves, “A primer on the 

petri net markup language and iso/iec 15909-2,” Petri Net Newsletter, vol. 76, 

pp. 9–28, 2009. 

[10]. U. Brandes, M. Eiglsperger, and J. Lerner, “Graphml primer,” Online: 

http://graphml. graphdrawing. org/primer/graphml-primer. html [29.05.2007], 

2004. 

[11]. G. D. Battista, P. Eades, R. Tamassia, and I. G. Tollis, Graph Drawing: 

Algorithms for the Visualization of Graphs. Prentice-Hall, 1999. 

[12]. V. Kasianov and V. Evstigneev, Grafi v programmirovanii. BHV - Peterburg, 

2003. (In Russian) 

[13]. S. G. Kobourov, “Spring embedders and force directed graph drawing 

algorithms,” arXiv preprint arXiv:1201.3011, 2012. 

[14]. M. Westergaard and L. M. Kristensen, “The access/cpn framework: A tool for 

interacting with the cpn tools simulator,” in Applications and Theory of Petri 

Nets. Springer, 2009, pp. 313–322. 

[15]. K. van Hee, O. Oanea, R. Post, L. Somers, and J. M. van der Werf, “Yasper: a 

tool for workflow modeling and analysis,” in Application of Concurrency to 

System Design, 2006. ACSD 2006. Sixth International Conference on. IEEE, 

2006, pp. 279–282. 

[16]. B. Berthomieu*, P.-O. Ribet, and F. Vernadat, “The tool tina – construction of 

abstract state spaces for petri nets and time petri nets,” International Journal of 

Production Research, vol. 42, no. 14, pp. 2741–2756, 2004. 

[17]. A. K. Begicheva and I. A. Lomazova, “Checking conformance of high-level 

business process models to event logs,” in Proceedings of the Spring/Summer 

Young Researchers Colloquium on Software Engineering, vol. 8, 2014. 

[18]. A. A. Mitsyuk and I. S. Shugurov, “On process model synthesis based on event 

logs with noise,” Modeling and analysis of information systems, vol. 4(21), pp. 

181–198, 2014. 

[19]. N. Nikitina and A.Mitsyuk, “Carassius: A Simple Petri Net Editor,” accessed: 

2015-04-01. [Online]. Available: www.pais.hse.ru/research/projects/carassius 

Редактор моделей процессов «Carassius» 

 

Н. Никитина <nmnikitina@edu.hse.ru>, 

А. Мицюк <amitsyuk@hse.ru>, 

 НУЛ ПОИС, Национальный Исследовательский Университет Высшая Школа 

Экономики, 125319, Россия, г. Москва, пр. Кочновский, д. 3.  
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нотациях вызывает необходимость разрабатывать программные инструменты, 

обеспечивающие конструирование, редактирование и анализ моделей процессов. 

Данная работа описывает инструмент для редактирования моделей процессов, 

обладающий функциями для работы с моделями в виде классических графов, сетей 

Петри, конечных автоматов и систем взаимодействующих конечных автоматов. Кроме 

этого, программа имеет следующий набор полезных функций: симуляция процессов на 

базе исполнения сетей Петри с использованием токенов, импорт и экспорт моделей 

процессов в различных форматах хранения, разнообразные способы автоматического 

графического размещения моделей на плоскости, алгоритмы визуализации процессов. 

Более того, модульная архитектура Carassius позволяет расширять инструмент, 

добавляя поддержку дополнительных нотаций моделей процессов, алгоритмов 

обработки и визуализации моделей, их импорта и экспорта. В данной статье 

предлагаются два алгоритма графического размещения сетей Петри и графов на 

плоскости, приводится описание их реализации в программном обеспечении Carassius. 

Эти алгоритмы могут служить основой для разработки других, более совершенных 

алгоритмов визуализации разных аспектов процессов.  

В ходе проектирования и разработки инструмента Carassius особое внимание 

уделялось обеспечению простоты использования, внутреннего устройства и 

расширяемости. Благодаря этому представленное программное обеспечение может 

использоваться в образовательных и исследовательских целях. 

Ключевые слова: граф; сеть Петри; конечный автомат; модель процесса; 
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Abstract. This paper is dedicated to a tool whose aim is to facilitate process mining 

experiments and evaluation of the repair algorithms. Process mining is a scientific area which 

provides solutions and algorithms for discovery and analysis of business processes based on 

event logs. Process mining has three main areas of interest: model discovery, conformance 

checking and enhancement. The paper focuses exclusively on the tasks of enhancement. The 

goal of the enhancement process is to refine existing process models in order to make them 

conform to given event logs.  The particular approach of enhancement, which is considered in 

the paper, is called decomposed model repair. It is assumed that event logs describe correct 

and up-to-date behavior of business processes, whereas process models may be erroneous. 

The proposed approach consists of several independent modules implementing different 

stages of the repair process. This architecture allows for more flexible repair configuration. 

Moreover, it allows researchers to conduct experiments with algorithms used by each module 

in isolation from other modules. Although the paper is devoted to the implementation part of 

the approach, theoretical preliminaries essential for domain understanding are provided. 

Moreover, a typical use case of the tool is shown as well as guides to extending the tool and 

enriching it with extra algorithms and functionality. Finally, other solutions which can be 

used for implementation of repair schemes are considered, pros and cons of using them are 
mentioned. 

Keywords: Process model, Petri net, Model repair, Process mining. 

DOI: 10.15514/ISPRAS-2015-27(3)-16 

For citation: Shugurov I., Mitsyuk A. Iskra: A Tool for Process Model Repair. Trudy ISP 

RAN/Proc. ISP RAS, vol. 27, issue 3, 2015, pp. 237-254. DOI: 10.15514/ISPRAS-2015-

27(3)-16. 

1. Introduction 

In this paper, a tool for modular process model repair is presented. Architectural 

features and usage examples are provided. 

Process mining [1] is a research area which deals with analysis of information 

systems or business processes by studying corresponding event logs and building 
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process models. The basic idea is that there can be significant improvements of 

existing systems, business operations if event logs and their content are studied 

more thoroughly. Three main aims of process mining are process discovery, 

conformance checking and enhancement [2]. 

The goal of Process discovery is to create a process model, based on an event log. 

That constructed model has to adequately describe the behavior observed in the 

event logs. The process of construction is typically called mining. As a model it is 

possible to use, for example, Petri nets. The challenge of process discovery is the 

hard truth that event logs reflect only a fraction of the overall process. It means that 

there may be activities, events, conditions, decision forks which exist in the initial 

process model, but they are not seen in event logs. For example, rare events in 

processes such as activities undertaken in emergency situations at nuclear power 

stations. Such activities exist, they are strictly regulated by rules and legislation, 

they influence the overall process a lot, but they are extremely uncommon so if an 

event log of a nuclear station is considered they are likely not to be present. Another 

serious issue concerning event logs is errors in them. Some events may be not put 

down in logs, log records might contain incorrect information about actually 

occurred events (i.e. wrong time stamp, event name) or they might be deliberately 

distorted. 

Conformance checking is aimed to check whether a model fits a given event log. 

Because of the reasons presented in the description of process discovery, perfect 

fitness is almost not feasible in practice. Therefore, when discrepancy between a 

model and corresponding event logs occurs, it is desired to assess the significance of 

the deviation and highlight model parts where deviations take place [3, 4]. Some 

types of conformance checking algorithms support assigning weights to skipping 

and adding of events, that somehow indicates the significance of these deviations. 

The reason for applying Enhancement is to improve already existing models by 

using information stored in event logs. Hence, the task here is to alter model, not to 

create an absolutely new one. Typical input parameters for the enhancement 

algorithms are a model and a corresponding event log. According to the presented 

definition, the approach the tool implements is categorized as an enhancement 

approach. 

The remainder of this work is organized as follows. 

In section Process model repair basic ideas behind model repair are described. 

Modular repair approach section explains what modular repair is and how tools 

implementing this approach should be organized in order to achieve the goals.  

In section Tool overview a summary of the tool functionality is reported. 

Section Tool architecture contains information on the framework used during the 

development process, domain analysis and the architecture of the tool. 

Section Use case shows step-by-step usage of the tool. In section Related work 

other tools are considered. 

Section Conclusion concludes the paper. 
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2. Process model repair 

In the field of process modeling not all the processes are of best quality. Usually 

process models are made by experts or obtained as a result of using automated 

model construction algorithms. In the field of process mining a lot of methods have 

been developed to discover models from process logs [1]. Real-life processes in 

information systems are complex and permanently changing.  Thus, it is a very hard 

problem for experts and engineers to keep process models up to date. 

The goal of model repair is to improve the quality of a model. In this paper, fitness 

is understood as a metric of model quality. Fitness is measured using technique 

described in [3]. Model repair has been introduced in [5]. As input for model repair 

a process model M and an event log L are used. If model M conforms to L, then 

there is no need to change M. If M partially does not conform to L, repair method 

has to repair non-conforming parts of M. Conforming parts of the model are kept as 

is. The result is the repaired model M’. 

3. Modular repair approach 

The implementation of the modular repair approach is the foundational goal of this 

work. The key idea is to make a general model repair scheme which will consist of 

several cells connected with strong links. A cell is understood as a placeholder 

where a user can put one of the appropriate algorithms. Cells are of the following 

types: (1) conformance checking cell, (2) decomposition cell, (3) selection cell, (4) 

repair cell, (5) composition cell, (6) final evaluation cell. Each cell type corresponds 

to the step in the modular repair.  

Conformance checking cell is used to evaluate current progress of the repair process 

and indicate whether a current model quality is sufficient. An algorithm in a 

decomposition cell, as it is clear from its name, is responsible for dividing an entire 

model into smaller parts, which are easier to understand, analyze and repair. 

Decomposition for process mining is described in [6]. A selection cell includes an 

algorithm whose aim is to run conformance checking for each model part and 

decide which of them are sufficiently fit. A repair cell can be either a process 

discovery algorithm or some enhancement algorithm; although for generalization 

reasons they are called repairers in the paper. Once the decomposed parts are 

repaired they ought to be merged in order to form a single model. It is done by an 

algorithm located in a composition cell. An algorithm located in a final evaluation 

cell is executed after completion of the entire repair task. At this step several metrics 

are measured in order to assess the quality of the model and the repair. Moreover, 

similarity of the initial and the final models is checked. In the future, visualization 

of model differences will be incorporated. 

At the first step the tool checks whether a model and a log conform to each other. 

The second step is one of the model decomposition methods, which allows for 

splitting the model into parts [7]. At the third step the tool selects conforming and 

non-conforming parts by application of conformance checking method to each part, 
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obtained at the second step with the projection of the event log onto set of activities 

corresponding to this part. The fourth step is the repair step. At this step the tool 

applies a repair algorithm. It can be, for example, simple re-discovery algorithm. By 

applying it the tool obtains a new model from the log part corresponding to a non-

conforming part of the initial model. At the fifth step the tool composes all parts of 

the model into the final model using an appropriate method. The sixth step is the 

final evaluation of the repaired model. Usually, each algorithm has to be wrapped in 

additional code in order to be embedded in a particular cell of the tool. 

This work will not consider the aspects of the methods which can be placed into 

cells. There is a theory behind each step of the repair process. Methods offer a lot of 

settings and options. Because of that, it will be impossible to put all the details in 

one text. The main goal of this work is to propose a software architecture that 

allows for exploring different algorithms and their features in the context of model 

repair. 

4. Tool overview 

The main functionality provided by the tool implies the following aspects: 

 The tool allows users to select a decomposition method which, in their 

opinion, is the most suitable for a given model. 

 The tool makes it possible to choose a repair algorithm. The choice of the 

algorithm is typically based on the properties of the algorithm and a model 

it produces. The task of choosing the best repair algorithm is basically an 

attempt to find appropriate alternative between time needed for the 

algorithm to do its work, presence or absence of so-called silent transitions 

(i.e. transitions that do not correspond to any events observed in an event 

log, but considered to be present because they somehow explain the model 

behavior) and conformance between a given model and an event log. 

 One may specify importance of each metric for a particular repair task. 

This step is essential for automatic evaluation of how well the tool helps 

researchers achieve the desired repair result. 

 Numeric results of the final model evaluation can be stored in CSV file 

either manually or automatically. CSV files are chosen because a lot of 

tools support this format, therefore, it significantly simplifies the further 

analysis or visualization. The evaluation process assesses the following 

metrics: fitness (two approaches for fitness measurement are employed), 

conformance, complexity and a similarity coefficient. 

 The tool is responsible for visualization of each step the tool performs and 

a final model. In the future, the tool will also be fitted with a convenient 

visualization of the difference between an initial and a final model. 

 The tool makes it possible to significantly modify logic the cells use, thus 

extending the tool or adjusting it to a particular circumstance. 
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It goes without saying that despite the existence of some theoretical guidelines, 

choosing the right decomposition and repairing algorithms as well as their settings 

can be extremely complicated and mean, in the worst-case scenario, brute-force 

seeking the right methods. Because of that, one of the tool's aims is to facilitate this 

very tedious process. Moreover, if one is developing or evaluating a repair 

algorithm, it will imply a lot of repetitive executions of it. Hence, the tool facilitates 

this process a lot and is likely to significantly reduce time spent on such tasks. 

4. Tool overview 

4.1 ProM 

The tool is being developed using Java 6 Standard Edition and ProM 6.4 

Framework [8]. ProM 6.4 is an open source framework specially designated for 

implementing process mining algorithms in a standardized way. ProM 6.4 consists 

of the core part and disjoints parts called plugins. The core part of the framework is 

responsible only for uploading available plugins, handling plugins’ life cycle, 

interaction between plugins and basic functions for dealing with graphical user 

interface. Hence, programmers focus exclusively on implementation of algorithms, 

working with file system and visualization of results. The framework is distributed 

under GNU Public License, although some plugins are distributed under different 

licenses. 

Once a plugin is properly configured, ProM automatically finds and uploads it, then 

this plugin is added to the list of all available plugins. In addition, the list of plugins 

demonstrates parameters required by each plugin. By doing this, the framework 

simplifies providing parameters needed for plugins. Nowadays, almost all data types 

for working with Petri nets have been implemented and supplied with visualizers, so 

researchers and developers are eliminated of necessity to implement them from 

scratch. 

Each plugin has so-called context. Context acts as a bridge between plugin and the 

framework because it is the only way plugins can interact and collaborate with 

ProM. For every context child contexts may be created, each of which is designated 

for a specific task. Thus, it is possible to construct a hierarchy of plugin calls from a 

parent plugin. 

Plugins may run either with or without graphical user interface. The former provides 

a rich possibility to interact with user or visualize data, whereas the later enables to 

call other plugins in the background simultaneously with user interaction in the 

main plugin. ProM encourages developers to write extendable and loose coupled 

software, providing a rich set of tools. One of such tools, extensively used in the 

tool, is a mechanism for finding all classes annotated in a special way. Arguably the 

most common way to use annotations is to mark Java classes that contain 

algorithms. One creates an interface for a set of related algorithms, and then 

annotates each of them. After that, they can be easily found and used via 

annotations. 
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Interaction between plugins is accomplished by using a plugin manager. The plugin 

manager provides API for invoking plugins, makes sure that correct context is 

configured for a called plugin. The plugin manager enables not only to invoke 

known plugins but also to look for plugins with specific signature, to invoke them 

and to obtain results of their executions. Despite its promising flexibility and 

convenience, in practice it is generally easier to use conventional method 

invocations, because the API exposed by the plugin manager is a bit unintuitive. 

Furthermore, direct methods calls ensure more readable code. Because of these 

reasons, the direct methods call are preferred in the tool and used wherever possible. 

The core part of a typical ProM processing plugin is a class which contains at least 

one public method. This method must have a special annotation which registers it in 

the ProM framework as a plugin. The name, input and output parameter lists are 

listed inside the annotation. Particular plugin context of a current ProM session have 

to be among the other parameters of the method. 

The tool, which implements the approach presented in this work, is built as a plugin 

for the ProM Framework; therefore architecture of the tool has to fulfill all the 

aforementioned requirements for ProM plugins. We decided to use such an 

approach because the framework already has plugins which take care of discovery 

of Petri nets, event logs import and export, conformance checking as well as 

decomposition plugins, and provides further opportunities to work with the resulting 

data. 

4.2 Preliminary domain analysis 

This section is completely devoted to the analysis of the existing plugins for 

decomposition and model repair, because their usage involved extensive and from 

time to time tricky interaction with ProM and ProM plugin manager. In addition, the 

way how decomposition and repair model plugins are used is of high importance 

because it influences whether the tool is easy to extend. Detailed explanation of how 

conformance checking, final evaluation and the overall infrastructure are made is 

left to the following subsection. 

The core implementation task of this project was to incorporate a dozen of available 

plugins for model repairing, decomposition and conformance checking, that have 

different authors, coding styles and settings. One of the main requirements for the 

resulting architecture was to make it as straightforward and comprehensive as 

possible, though ensure that it is flexible. In addition, we wanted to reuse as much 

of the existing code as possible. It meant that before the development of the tool 

could be started there was a need to scrutinize source code files of existing projects 

which we intended to use. This analysis was focused on 3 most important questions: 

(1) Does the architecture of each plugin follow MVC pattern [9]? (2) How heavily 

does each plugin use ProM-specific classes, tools? For example, can it be easily 

retrieved from ProM and used as some sort of standalone application? Do any of 

plugin show graphical user interface? (3)  What set of parameters is required for 

each plugin? 
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The conducted analysis of repair algorithms revealed that the source code had been 

written in inconsistent way, the majority of plugins do not follow the MVC 

principles, which increased efforts needed for using them. As a result, plugins we 

intended to use were separated into 3 groups according to their coupling with ProM 

and the simplicity of their reuse: 

 Plugins whose execution needs requesting via the plugin manager of ProM. 

Hence, in order to call them we supply plugin name, a list of required 

parameters and types of expected output. Then the plugin manager seeks 

the requested plugin and executes it. Examples of such plugins are Alpha 

miner [10] and ILP Miner [11]. 

 Plugins whose execution can be initiated via usual Java method calls 

without need to delegate this task to the ProM plugin manager. Genetic 

miner [12] and Heuristics miner [13] are placed in this group of plugins. 

 Plugins whose architecture follows the MVC pattern. They are 

characterized by clear separation of actual algorithm and ProM-specific 

parts. Such plugins are more desirable because their usage and extension 

requires less time and effort. Unfortunately, Inductive miner [14] is the 

only plugin which falls into this category. 

The subsequent step was to determine the ways which would allow users of the tool 

to specify parameters for repair algorithms if users wish to do it, otherwise default 

parameters would have to be set. The study of the plugins showed that only Alpha 

miner does not show GUI, whereas others do but have only one screen with settings, 

which allows for significant simplification of the resulting design decisions. 

The situation with decomposition algorithms is a bit easier despite some nuances. 

First of all, they are highly sensitive to the input data. Event logs may include a lot 

of information in order to simplify further log analysis and error detection. ProM 

plugins responsible for projection a net on a log are aware of this information and 

try to make full use of it while projecting a net. By projection in this paper the 

process of extracting events which correspond to a particular model part from the 

entire event log is understood. Despite its high purpose, it is prone to produce rather 

unexpected outcome. It seems they work better and give correct result if event logs 

contain information only about event names. Concerning this issue it is absolutely 

essential to apply some kind of model and event log preprocessing techniques 

before trying to decompose and project a model. Furthermore, model decomposition 

is typically not a one-step process – it requires a number of consequent plugin calls, 

but for the sake of simplicity, covering up this circumstance from the main logic of 

our tool was on the list of the goals. 

On the other hand, all decomposer plugins may be executed without showing GUI. 

In fact, only SESE decomposer [15] has one. Nevertheless, the possibility of 

existence of GUI was considered thoroughly due to extendibility and flexibility 

matters. 
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4.3 Usage of decomposition and repair algorithms 

Judging by the results of the analysis of repair plugins we came up with a detailed 

plan on how to abstract from specific implementation details and provide a common 

interface for using these plugins. Of course, each of 3 plugin types (model repairing, 

model decomposition and conformance checking) has its own interface, unique for 

its specific nature. So, the final decision was to write "wrapper" interfaces and 

classes for required plugins. Wrapper is understood as a class which defines a 

common interface and hides the details how actual plugin is invoked. In fact, the 

concept of the adapter pattern [16] was exploited. The tool works only with such 

wrappers without any knowledge how inter-plugin communication is carried out. 

Furthermore, wrappers apply an idea of using annotations, which allows for 

complete deliverance from dependencies of the tool on wrappers and, hence, on 

external plugins. This approach also facilitates extension of the tool: those who are 

willing to incorporate new algorithms do not need gaining access to the source code 

of the tool. The only thing that has to be done is to create a Java class that extends 

either IskraDecomposer or IskraRepairer and marked by the corresponding 

annotation (either @IskraDecomposer or @IskraRepairer).  Then ProM will detect 

this class and our tool will add it to the list of available algorithms. One important 

constraint is that wrappers must have an empty constructor. If a wrapper does not 

have it, the wrapper will not be available. 

 

 

Fig. 1. Repairers hierarchy 

Figure 1 and figure 2 depict the design of repairers and decomposers. Class 

AbstractIskraPlugin is a common superclass for all implemented wrappers. It 

encapsulates plugin's name and indicates that it is a plugin after all. Then, there are 

two abstract classes IskraRepairer and IskraDecomposer which provide a common 

interface respectively for repairers and decomposers. The tool uses only links to 

these classes, not to their subclasses. The architecture has been implemented and 
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proved to be viable. InductiveRepairer, ILPRepairer, SESEDecomposer, 

PassageDecomposer [17] are examples of actual (not abstract) classes. In order to 

save space and make a picture more comprehensible only these classes are shown, 

however half a dozen of others adhere to the architecture and available in the tool. 

 

 

Fig. 2. Decomposers hierarchy 

The typical scenario of using wrappers is: 

1. Method getSettingsComponent is invoked. 

2. If the value returned after the invocation getSettingsComponent is not null, 

then received GUI is displayed to a user. 

3. GUI demonstration means having to save setting by invoking saveSettings 

method. 

4. At this point a plugin is properly configured and is ready to be used. Only 

one thing left to get result – to invoke either repair or decompose. 

It must be mentioned that steps 1-3 are arbitrary. If a user is either satisfied with 

default setting or does not want to show GUI then according to the contract, a 

wrapper supplies defaults settings to a corresponding plugin. If a plugin does not 

have any graphical elements for settings, then getSettingsComponent returns null 

and steps 2-3 are skipped. In case of repair algorithms an object of type 

DecomposedModel, which holds parts of the initial model and an event log for each 

of the parts, is returned. 

4.4 Usage of decomposition and repair algorithms 

A number of algorithms for conformance checking is really limited in ProM. There 

are only 2 prominent algorithms: conformance by replay and conformance using 

alignments, others are mainly variations of mentioned. Thus, there is no urgent need 

to provide really flexible solution. Both of these algorithms are used in the tool. The 

algorithm described in [3] is used as a main conformance algorithm in the tool, it is 

placed in Conformance checking cell. In order to allow convenient and user-friendly 



I. Shugurov, A. Mitsyuk. Iskra: A Tool for Process Model Repair. Trudy ISP RAN /Proc. ISP RAS, vol. 27, issue 3, 

2015, pp. 237-254 

246 

usage of this algorithm, the corresponding plugin has been changed slightly. The 

plugin was partly separated from ProM in order to ensure its robustness. Moreover, 

parameters of the plugin include information on a model which is about to be used 

and the original parameter creation mechanism does not permit to create it silently, 

without showing GUI. Because of that reason, parameter classes were supplemented 

with "copy constructors" which take a new model and copy an existing parameter 

adhering it to the new model. Another algorithm is provided as an optional add-on 

and used in a final evaluation cell. The usage of this plugin required to slightly 

change classes related to user interface. 

All discussed cells are parts of the abstraction called repair chain. A repair chain 

represents the very nature of the decomposed repair approach. Each chain implies 

algorithms which correspond to the cell types and then it makes plugin calls in the 

specified order ensuring the work of the tool. The goal of designing repair chains 

was to make a good level of abstractions from which algorithms (cells) are used, 

how they are used, in which order; and to execute every chain with different models 

without need to reconstruct the chain. In order to achieve these objectives, the idea 

of dependency injections is heavily exploited. Decomposition and repair plugins are 

supplied via constructor injection, whereas a model, an conformance checking 

algorithm and its parameters are provided as a method parameters. This discrepancy 

has rather ordinary explanation. Decomposition and repair algorithms represent 

something stable which can be reused over and over again with different models in 

a handy manner. In contrast, a model, a conformance checking algorithm and 

conformance checking parameters are volatile and tightly coupled. 

Introducing a new data type which encapsulates cells tend to make the tool more 

flexible and easier to modify, maintain and extend because of the following reasons. 

Using abstract data types and dependency injection during the development ensured 

that each particular chain may be implemented in a way which differs a lot from 

others. For instance, repair chains may use different triggers to decide when a 

repaired model is good enough, although the main reason for having separate repair 

chains is a fact that there are a few of possible strategies of how to choose a model 

part to be repaired. Some strategies are straightforward – just take a part with the 

worst fitness, whereas others may use sophisticated techniques, preprocessing and 

more intelligent choice. However, details, ins and outs of these strategies are out of 

scope of the paper due to their theoretical nature, the main point here is to establish 

that different repair chains are possible and that the tool has to provide capability of 

introducing new repair chains. 

It allows users to create several chains which differ in algorithms used in cells and 

then run all of them at a time. The feature makes testing of several algorithms and 

their parameters against the same model a lot faster. In order to achieve it 2 plugins 

are available. One of them, Iskra chain generator is responsible for creating repair 

chains – one selects desired repair chains, algorithms and their parameters. In 

contrast with a main plugin which creates a chain and then immediately executes it, 

chain generator returns a list of configured chains to the ProM resource pool rather 
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than execute them. At the moment when all desired chains are built, one may supply 

them to Iskra chain runner plugin. This plugin takes an arbitrary number of repair 

chains, a model and a corresponding event log, after that the plugin configures 

settings of conformance checking and sequentially executes each chain. This 

functionality has already been implemented, although it needs some refinement and 

improvements. 

In order not to have hard-coded chains and plugins around chains a mechanism of 

annotations and reflective calls was introduced, as used for decomposition and 

repair wrappers. It enriches the tool with the ability to load repair chains 

dynamically. Moreover, it lets other developers and researcher to develop new 

chains, incorporate them in the tool. A Java class which implements repair chain 

logic has to extend RepairChain interface and be annotated with @Chain. 

4. Use case 

As an example of a usage a simplified version of an iteration of a typical agile 

development process is considered. All activities of the developers are recorded in 

event log, thus allowing for keeping track of what the team does and analysis of the 

development process. Initial business process involves writing and running tests 

after writing code is completed. Then, a developers team informally decides to try 

test-driven development [18], thus creating tests before writing code. These changes 

are reflected in event logs. After a while a conformance checking algorithm is 

applied and it reveals that the actual process does not conform to what a company 

considers as an actual process. Hence, it is necessary to apply repair algorithm in 

order to learn what has changed and build a proper model of the process. 

 

 

Fig. 3. Illustration of repair 
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In order to repair a model one needs to select appropriate plugin and supply an 

existing model and an event log. Plugin's graphical interface used for specifying 

settings is shown in figure 4. Then one selects desired algorithms of decomposition 

and repair. Moreover, one sets minimal fitness a repaired model should have. In the 

example, desired fitness is 0.98. The next step is to select an appropriate repair 

chain from the list of chains. Afterwards, one is asked to specify setting of each 

selected algorithm, and after that repair process is executed. Once it is finished, a 

screen with results is shown; it looks like in figure 3. This screenshot demonstrates 

the result of repair and final evaluation of the considered example of agile iteration 

and clarifies where the change took place and what exactly has changed. As a 

modeling language Petri nets are applied. It is clear from the screenshot that fitness 

increased from 0.7689 to 1, which means that the repair model perfectly fits the 

given event log and the goal of achieving fitness not smaller than 0.98 has been 

successfully accomplished. Furthermore, values of others metrics are shown on this 

screen. 

 

 

Fig. 4. Plugin settings 

5. Related Work 

The idea of providing a way to chain executions of several plugins or algorithms in 

a handy way, which is explored in this paper, is also similar to scientific workflow 

systems. Two of such systems capable of dealing with process mining are 

considered here. 

First tool is RapidProM [19] which is a ProM extension for RapidMiner [20]. It 

allows users to build plugin chains in a visual way. Quite a number of ProM Plugins 

are available in this extension, however not all of them. It can easily be installed via 

RapidMiner Marketplace. The only question is its ability to be extended. 
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RapidProM does not support native ProM plugins and ProM mechanism for loading 

plugins, therefore plugins come only from the authors of RapidProM, which makes 

the objective of creation and execution of schemes, such as those discussed in the 

paper and possible in the presented tool, much harder. 

Then comes DPMine Workflow Language [21] and DPMine/P framework which 

provide a new modeling language which natively supports notion of execution. 

Implementation of the ideas defined in the language is written in C++ with usage of 

Qt library. Process models can be constructed using convenient graphical user 

interface. Furthermore, the solution is intended to be easily extended by adding 

plugins. The advantage of using C++ is possibility to utilize resources in more 

effective and flexible way and provide better performance, which is of high 

importance in the era of Big Data, but the downside is that it cannot be integrated 

with ProM, so it is deprived of algorithms the ProM system offers. 

6. Conclusion 

In this paper, a tool for decomposed model repair is described. Decomposed model 

repair is used as a way of model enhancement. The tool is implemented as several 

plugins for the ProM Framework, which guarantees that the tool can be easily 

distributed and used by both researchers and developers within ProM community. 

The way the tool is written allows for fast improvement and enhancement of it. 

While developing the tool advantages and disadvantages of existing tools were 

examined. The tool does not have some drawbacks typical for its counterparts. 

However, there is still room for improvements. In the future the tool will be fitted 

with more sophisticated mechanism of repair chains. Furthermore, a handy 

visualization of differences between initial and repaired models, some kind of 

recommender systems which suggests better repair options according to properties 

of a model and an event log will possibly be developed and incorporated. 
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Аннотация. В данной работе представлена программа для проведения экспериментов 

в области process mining и тестирования алгоритмов починки моделей. Исследователи 

в области Process mining разрабатывают и применяют алгоритмы и подходы для 

извлечения и анализа бизнес процессов, которые основаны на анализе логов событий. 

Выделяют три основных области в рамках process mining: извлечение процессов, 

проверка соответствия моделей и логов событий и усовершенствование моделей. В 

данной статье рассматривается один из способов усовершенствования моделей, 

называемый починкой моделей процессов. Починка модели процесса необходима в 

случаях недостаточного соответствия существующей модели заданным логам событий 

реального процесса. Предполагается, что логи событий отражает правильное и 

актуальное поведение бизнес-процессов, в то время как модели процесса могут быть 

ошибочными. В статье рассматривается реализация модульного подхода для починки 

моделей. Предлагаемый подход предполагает реализацию программы, состоящей из 

нескольких независимых модулей, реализующих различные этапы процесса починки 

модели процесса. Подобная архитектура позволяет добиться более гибкой 

конфигурации починки, а также обеспечивает возможность проведения экспериментов 

по выбору алгоритмов, применяющихся в каком-либо модуле, в изоляции от других 

модулей. Несмотря на то, что основной целью статьи было описание особенностей 

реализации программы, теоретические основы модульной починки моделей процессов 

рассмотрены на уровне, достаточном для понимания подхода. Более того, рассмотрены 

сценарии использования программы и описаны способы её расширения 

дополнительными алгоритмами и функционалом. Приведен обзор существующих 

модульных решений, которые могут быть использованы для усовершенствования 
моделей процессов, обсуждены их достоинства и недостатки. 
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Abstract. Comparing business process models is one of the most significant challenges for 

business and systems analysts. The complexity of the problem is explained by the fact there is 

a lack of tools that can be used for comparing business process models. Also there is no 

universally accepted standard for modeling them. EPC, YAWL, BPEL, XPDL and BPMN 

are only a small fraction of available notations that have found acceptance among developers. 

Every process modeling standard has its advantages and disadvantages, but almost all of them 

comprise an XML schema, which defines process serialization rules. Due to the fact that 

XML naturally represents hierarchical and reference structure of business process models, 

these models can be compared using their XML representations. In this paper we propose a 

generic comparison approach, which is applicable to XML representations of business 

process models. Using this approach we have developed a tool, which currently supports 

BPMN 2.0 [1] (one of the most popular business process modeling notations), but can be 
extended to support other business process modeling standards. 
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1. Introduction 

The availability of methods and tools capable to compare process models is crucial 

for business process analysts. Thus, for example, there can be a need to use 

comparing methods in order to find duplicates in repositories of process models. 

Finding duplicates is an essential task for those process analysts who wish to add a 

new process model to a process repository or even merge two repositories. The 

other obvious example is a comparison of a real and a reference process models. A 
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challenge here is to obtain a real process model. This problem can be solved in 

several ways, but the most effective known approach is a process model discovery. 

A new scientific discipline, process mining, can be applied for this purpose. The 

first type of process mining techniques, discovery, is used to construct models from 

event logs created by information systems [2]. 

Since the process model is discovered, we have a reference and a real process 

models. After that, we can move to the comparison of these two process models 

(Fig. 1). 

 

Fig.1. Conformance checking between two process models 

The following approaches for comparing business process models are currently 

known: lexical matching, structural matching, and behavioral matching.  

Lexical matching is based on the comparison of element labels. Labels comparison 

may include syntactic and semantic metrics for determining the accuracy between 

labels. Moreover, techniques for computing the string edit distance, such as the 

Hamming distance [3], the Levenshtein distance [4, 5], or the Damerau-Levenshtein 

distance [6] can be used. Each of these metrics is defined as a minimal number of 

operations needed to transform one string into the other using deletion, insertion, 

substitution of a single character, or transposition of two adjacent characters. 

Also, a business process model can be transformed to a graph or a net. Therefore, 

process models can be compared as graphs by applying the graph-edit distance 

metric [7] (structural matching). 

The behavioral matching is an approach, based on comparing the behavioral 

components of models. An algorithm based on causal footprints was suggested in 

[8]. A causal footprint provides a definition of a set of conditions on the order of 

activities that hold for the model. 

Our approach is based on the fact that process models, which need to be compared, 

should be represented in XML format. Although this approach is described and 

implemented for process models represented in BPMN XML 2.0, it can be extended 

to compare process models defined using other XML formats due to the hierarchical 

nature of XML. 

Note that we didn’t find any special tool for comparison of two XML files in 

accordance with their XML schema. 
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2. Structure of XML schema 

The structure of XML schema is a key factor for understanding the comparison 

algorithm proposed. In this section we will discuss the structure of XML schema by 

an example of the BPMN 2.0 XML schema format [9]. 

XML schema defines elements contained by an XML document and their types.  

Fig. 2 shows that BPMN 2.0 XML schema is represented by a list of elements 

descriptions and their complex (compound) and simple types. 

 

Fig.2. BPMN 2.0 XML schema 

Let us consider a description of the element «subProcess» (Fig. 3). 

 

Fig.3. «subProcess» BPMN 2.0 XML element 

Subprocesses in terms of BPMN represent multiple tasks that work together to 

achieve certain goals. The composite nature of subprocesses is reflected in a 

corresponding complex XML type (Fig. 4). 

The type «tSubProcess» extends an abstract type «tActivity» with sets of lanes 

(containers used to logically organize activities within a subprocess), flow elements, 

which represent all the elements contained, and artifacts, which stand for the 

comments to subprocess elements. Attributes «minOccurs» and «maxOccurs», 

indicating the minimum and maximum number of occurrences of an element, show 

that each inner element can be presented zero or more times within a subprocess. 
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Thus, to compare subprocesses we need recursively compare all the contained 

elements. 

 

Fig.4. «subProcess» BPMN 2.0 XML element 

The other element to be considered is a sequence flow (Fig. 5). Sequence flows are 

usually depicted as directed arcs and used to show the order, in which activities will 

be performed within a process. For each sequence flow identifiers of the source and 

the target nodes are specified using attributes of a special IDREF type. This should 

be taken into account during the comparison. Sequence flows and other connecting 

elements should be compared according to their source and target nodes, but not 

according to the identifiers of these nodes. In other words, two sequence flows 

coincide if their source and target nodes coincide, while nodes identifiers usually 

differ. This fact distinguishes our algorithm from other XML comparison 

algorithms, which don’t consider element references. 

Another important fact that should be taken into account is that XML schema 

contains abstract elements. Abstract elements are unavailable for end users, but used 

for inheritance. Their main purpose is to make language more extensible and allow 

adding new elements inheriting some parameters from their parents. 
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Fig.5. «sequenceFlow» element and «tSequenceFlow» type 

3. Comparison algorithm 

Now let us turn to the description of the comparison algorithm. First we have to 

define the notion of equivalent elements. Two XML elements are equivalent if and 

only if: 

 they have the same names; 

 for each attribute of the first XML element there exists one and only 

attribute of the second XML element, which has the same name and the 

same value and vice versa; Note that for IDREF attributes corresponding 

linked XML elements must be equivalent;  

 for each nested element of the first XML element there exists one and only 

one equivalent nested element of the second XML element and vice versa. 

First let us impose restrictions on the structure of XML documents. Assume that 

elements with IDREF attributes don’t have nested elements; assume also that there 

are no IDREF links to these elements from other XML elements. Note that these 

restrictions are justified for XML documents, containing information on hierarchical 

process structure (e.g. subprocesses) and sequence flows connecting arbitrary 

process nodes. The algorithm consists of three steps. 
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3.1 The first step 

The first step includes generation of a set of elements that are directly nested in the 

root element «definitions» for each model (Fig. 6). 

 

Fig.6. XML element «definitions»  

3.2 The second step 

Now we have two sets of BPMN elements for two models at the first level. For each 

element from the first set we perform the following steps: 

 select all elements with same name from the second set;  

 if no elements were selected add an «error» message to the result of 

comparison; 

 set the correspondence between the element from the first set and  each  

selected element if: 

 they don’t have nested elements and IDREF attributes, but they have 

the same sets of attributes with coinciding names and values;   

 there are correspondences between their nested elements and 

attributes, which can be obtained recursively using Step B. 

If there are remaining elements from the second set with no corresponding elements 

add an «error» message to the result of comparison. 

3.3 The third step 

Consider all the elements with IDREF attributes for both models: 

 set the correspondence relation between them if and only if linked XML 

elements are in correspondence relations and not-IDREF attributes 

coincide as well; 

 remove redundant correspondences, which are not supported by IDREF 

attributes. 

This algorithm assists in determining equivalent elements, but generally speaking 

there is no guarantee that equivalence relations will be constructed if multiple 

corresponding elements can be obtained for some element. 

The algorithm was extended with an ability to specify relevant and non-relevant 

attributes. 
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The result of the comparison can consist of three types of messages, which describe 

main information about comparison: 

 «error» - an error message; 

 «warning» - an alert message; 

 «info» - an information message. 

A message takes an «error» status if the algorithm cannot find an equal element in 

another model. If for some reasons the algorithm cannot compare the non-relevant 

attributes of elements, a message should be added to a «warnings» list. A message 

should be added to an information list, if an element from the first model has more 

than one equal element from the other model. 

4. Implementation    

After the structure of the XML schema is analyzed, the BPMN XML schema can be 

disassembled and transformed into an object-oriented model, which is implemented 

using some programming language. 

We have developed our algorithms on the basis of ProM framework [10]. The ProM 

framework is a free open source product developed by the Eindhoven University of 

Technology. The algorithm for comparison two business process models in the 

BPMN 2.0 XML format was successfully implemented in ProM and can be used by 

business process analysts. Further, the main steps for applying a ProM plugin for 

comparing process models are shown. 

4.1 Importing resources 

First, the following resources should be imported to ProM: 

 Model1.bpmn - the first business process Model 

 Model2.bpmn - the second business process Model 

 Schema.xsd – BPMN XML schema 

After importing, these resources are displayed in the «Workspace» tab (Fig. 7). 

 

Fig.7. List of imported resources 
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4.2 Selecting and applying plugin 

After importing resources the user selects a necessary plugin from the plugin list in 

the «Actions» tab. «XML BPMN 2.0 Comparator» plugin should be selected in our 

case (Fig. 8). 

 

Fig.8. Selection of the «XML BPMN 2.0 Comparator» plugin 

4.3 Analysis of the results 

The results of the plugin’s work are represented in an information window with the 

results which are divided into three groups: «error», «warning», «info» on the 

«Views» tab (Fig. 9). 

The final report with results can be exported from the ProM in .txt and .html 

formats. 

 

Fig.9. The result of the comparison of two models in the XML BPMN 2.0 format 

5. Example 

Suppose we have a shopping process model (Fig. 10). This model includes start, end 

events and the following tasks: checking order information, saving an order to 

database, receiving of payment, delivering the goods. The delivery service is 

responsible for delivering an order. Delivering an order is a subprocess, which 

includes the following steps: collect order, test order, pack order, and deliver order. 

After a model is discovered from an event log, there is a need to compare the real 
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process model of e-shop (Fig. 10) with a reference process model (Fig. 11). These 

models should be imported to ProM framework and compared with «XML BPMN 

2.0 Comparator» plugin. 

 

 Fig.10. A real shopping process model 

As a result plugin reported that an element with type «Task» and name «Testing» in 

the subprocess «Delivery service» was not found in a reference model. Also, a 

complete list of attributes, which were not found the document starting from the 

root element, was produced. According to the comparison results, analysts can find 

errors, modify and improve process of organization. 

 

Fig.11. A reference shopping process model 

6. Conclusion 

Nowadays, system and business analysts face a problem of process models 

comparison due to the changes in processes occurring under influence of various 

factors. Therefore, there is a real demand for tools capable to compare process 

models.  

This paper introduces a novel approach for process models comparison, which uses 

their XML representations. 
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We have proposed an algorithm that can be used to compare process models in 

XML format. This algorithm was described by the example of BPMN 2.0 XML 

format. The BPMN format was chosen as the most popular format for modeling 

business processes.  

The results of the research were successfully implemented in the ProM framework 

and can be further used by business process analysts. 
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Аннотация. На сегодняшний день различным организациям приходится все чаще 

сталкиваться с моделированием своих бизнес-процессов для сокращения издержек и 

для обеспечения четкого понимания процессов, которые используются в организации. 

Но из-за изменения законодательства, внедрения инноваций и других факторов бизнес-

процессы компании постоянно изменяются. В свою очередь системным и бизнес 

аналитикам, которые занимаются моделированием бизнес-процессов, нужен 

инструмент для сравнения моделей бизнес-процессов и определения их различий. 

Сложность решения данной проблемы объясняется недостатком инструментов, 

которые могут быть использованы для сравнения моделей бизнес-процессов. Также 

нет общепризнанного стандарта для моделирования. EPC, YAWL, BPEL, XPDL и 

BPMN только небольшая часть широко используемых нотаций, которые нашли 

признание среди разработчиков. Каждая нотация имеет свои преимущества и 

недостатки, но почти все из них описаны с помощью XML-схемы, которая определяет 

правила сериализации. В этой статье предложен общий подход к сравнению моделей 

бизнес-процессов, который опирается на XML представления моделей. Предложенный 

подход реализован в виде плагина для фреймворка ProM, который активно 

используется аналитиками и исследователями в рамках новой научной дисциплины 

process mining. 
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Abstract. This paper presents further development of Sevigator hypervisor-based security 

system. Original design of Sevigator confines users’ applications in a separate virtual ma-

chine that has no network interfaces. For trusted applications Sevigator intercepts network-

related system calls and routes them to the dedicated virtual machine that services those calls. 

This design allows Sevigator protect networking from malicious applications including high-

level intruders residing in the kernel.   

Modern microkernel-based hypervisors opened the door to redesign of Sevigator. Those hy-

pervisors are small operating systems by nature, where management of virtual machines as 

well as most of hardware operations are isolated in processes with low priority level. Com-

promising such a process does not result in compromising the whole hypervisor.  

In this paper we present an experimental design of Sevigator based on NOVA hypervisor 

where system calls of trusted applications are serviced by a dedicated process in the hypervi-

sor rather than a separate VM. The experiment shows about 25% performance gain due to 

reduced number of context switches. 
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1. Introduction 

The main purpose of the project is to develop a security facility that protects data 

confidentiality on a computer connected to the Internet and managed by an untrust-

ed operating system. We assume that malicious code can get unlimited access to all 

hardware and software system resources through vulnerabilities or backdoors in 

system software. 

Today popular modern operating systems (such as Linux or Windows) are based on 

monolithic kernel, where all components of kernel have equally high privileges. In 

this case if malicious code penetrates OS kernel, then there is a risk of losing control 

over any OS resources including application in-memory data, confidential infor-

mation in file storage, etc. Integrity and confidentiality of data transmitted over the 

network are also threatened, even in the case when cryptography is used. 

The question is whether it is possible to protect unmodified applications that run 

under unmodified commodity OS like Windows or Linux on a commodity work-

station with x86 CPU. Protection systems located in kernel, such as antivirus, fire-

wall, intrusion detection, can themselves be attacked by privileged malicious code. 

Possible way of protection from those attacks is the transfer of protection to more 

privileged level. 

The answer is “probably yes”: a prototype called Sevigator [3, 4, 5] protects appli-

cations in Linux from malware and comprised kernel. It uses hardware-assisted vir-

tualization [1, 2] to secure operating memory of applications and control access to 

communication hardware (network interface card). It allows to launch OS under 

control of virtual machine monitor (VMM, also called hypervisor). Hypervisor is 

much smaller than OS, fully isolated from it, and has higher privilege than OS. 

Hardware virtualization is supported by most modern processors, making the wide-

spread use of security systems based on hypervisors possible. 

Sevigator provides isolation of untrusted OS from network, but keeps operability of 

trusted application. For them, and only for them, an access to network resources is 

granted. An important feature of this approach is that there is no need to modify or 

recompile any applications or OS. 

Within Sevigator approach OS resides in a virtual machine, while protection system 

is located in hypervisor. It provides facilities to isolate untrusted applications from 

network access; to prevent data leaks due to code intrusion or memory attacks it 

controls memory integrity of the applications under protection. The hypervisor pro-

vides simultaneous execution of two completely isolated from each other virtual 

machines. The first one called user is the primary one, user interacts with it, and it 

believes that network adapter is physically absent. The second VM called service is 

service system which has unlimited access to network. Network support for trusted 

processes in user machine is provided by hypervisor through remote execution of 

required (limited) set of system calls in the service virtual machine. Full description 

of security algorithms can be found in [3, 4, 5]. 
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Fig 1. Sevigator architecture 

We refer to this scheme as remote servicing of system calls since the hypervisor 

intercepts parameters of a system call in the user VM and transfer them to the ser-

vice VM, where the actual code is executed. 

The scheme with two VMs was motivated by the following considerations: isolation 

networking operations from user machine and minimization the risk of hypervisor 

compromise in the case of compromised network component. Isolation makes net-

work access possible only for trusted application. Execution within service VM 

means that compromise of the VM will not lead to compromise of hypervisor ker-

nel. 

Sevigator system originally was based on hypervisor KVM (Kernel-based Virtual 

Machine), and using the second VM was the only possible solution to satisfy the 

constraints. Later Sevigator without changes of its architecture was ported to NOVA 

microkernel hypervisor [6]. 

Our work shows that using hypervisor based on the microkernel architecture allows 

us to replace the second virtual machine with a process in hypervisor with the same 

functionality. This is possible because microkernel isolates processes and executes 

them at lower privilege level than the microkernel. And this change significantly 

reduces overhead of having dedicated OS only for remote execution of service calls. 

2. Hypervisors Overview 

There is a lot of hypervisors and they use different ideas. We chose NOVA [7] to 

port Sevigator because it was the only one that satisfied own requirements for origi-

nal Sevigator design (requirements and hypervisor comparison can be found in [6]). 

And when we ported Sevigator, NOVA architecture gave us idea how we can rede-

sign Sevigator to reduce overhead but keeping security. 
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With new design of Sevigator, where dedicated process is responsible for servicing 

system call, we again looked if it can be implemented in different hypervisor be-

sides NOVA. The following hypervisors were considered: BitVisor[8], SecVisor[9], 

Xen[10], Qubes OS [11]. All of them are distributed under open source licenses and 

don't require existence of a host operating system. 

BitVisor is hypervisor and virtual machine monitor (VMM), designed to ensure 

security of computer systems. BitVisor provides encryption of network connections 

and data on disk. Ensuring confidentiality of network and disk data is transparent to 

the operating system. BitVisor designed to create minimal overhead on encryption 

and decryption of data. 

Bitvisor doesn't separate VMM and kernel of the hypervisor, so performed at the 

same privilege level. BitVisor supports exactly one virtual machine - this is done in 

order to minimize the overhead on the interaction of the guest OS with the devices, 

primarily input and output devices. Bitvisor based on parapass-through architecture: 

hypervisor intercepted memory access and I/O access, and pass-through anything 

else. Bitvisor intercept accesses to protect hypervisors from the guest OS, and en-

force security functionalities. Bitvisor cannot execute processes at lower privilege 

level. Therefore Bitvisor didn’t satisfy the requirements. 

SecVisoris a very small hypervisor (about 10 times smaller than NOVA) which goal 

is protecting OS kernel against an attacker who controls everything but the CPU, the 

memory controller, and system memory chips. 

SecVisor provides a lifetime guarantee of the integrity of the code executing with 

kernel privilege. In other words, SecVisor prevents an attacker from either modify-

ing existing code in a kernel or from executing injected code with kernel privilege, 

over the lifetime of the system. SecVisor ensures that only code approved by the 

user can execute with kernel privilege. SecVisor also executes all its parts at the 

same privilege level.  

Xen is a very popular virtualization platform, which is widely used to build cloud 

services. Xen virtualization platform includes a hypervisor, virtual machine monitor 

for guest OS, dedicated virtual machine dom0 to work with devices and specialized 

drivers to access the device via the dom0. These drivers are called paravirtualized as 

they "know" that the OS is running under Xen and effectively interact with the hy-

pervisor and dom0. 

Xen hypervisor implements the minimum set of operations: management of RAM, 

processor status, real time clock, interrupt processing and control of DMA (IOM-

MU). All other functions, such as the implementation of virtual devices, creation 

and deletion virtual machines, moving VMs between servers in the cloud, etc. is 

implemented in a dedicated virtual machine dom0. 

All functions related to network, disk drives, video cards emulation and other devic-

es are placed outside the hypervisor. Typically, the request handling devices consist 

of two parts. Driver in the guest operating system translates requests from the OS to 

program handler in dom0. To increase the security of the system servers, virtualize 
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devices run as separate processes in OS dom0. Failure in such a program leads to a 

denial of only one virtual device in one VM and does not affect the work of other 

copies of the server. 

Xen architecture requires using dedicated virtual machine for servicing network-

releated system calls and this is a big overhead. Furthermore, Xen codebase is large 

and nearly impossible for thorough security analisys. 

Qubes OS is a hypevisor based on Xen. Qubes implements a security–by-isolation 

approach. In Qubes, the isolation is provided in two dimensions: hardware (separat-

ed network domain, storage domain, GUI) and software (domain with different lev-

els of trust e.g. work domain – most trusted, shopping domain, random domain – 

less trusted). Domains are separated by executing within different virtual machines. 

3. Original Sevigator Design 

3.1 General Architecture 

Among the applications running in the OS, the protection system identifies several 

applications that are considered as trusted. All others applications are considered as 

untrusted. The security problem is to prevent the leakage or compromising of confi-

dential data of trusted applications. Trusted applications for the normal functioning 

may require access to the public network. This network connection can be used by 

malicious code in the OS kernel for the leakage of sensitive data. 

The solution is based on use of hardware virtualization technology, execution of an 

OS in the virtual machine (VM), and implementation protection system in the body 

of a virtual machine monitor (hypervisor) [3]. The hypervisor provides simultaneous 

execution of two completely isolated from each other virtual machines (fig. 1). Both 

are running the same untrusted OS. The first VM, we will call it user, is the primary 

one. It is there where critical data resides and applications (both trusted and untrust-

ed) are executed processing those data. Hypervisor blocks access to the network 

interface for user VM and its guest OS believes that the network adapter is physical-

ly absent. Thus, even if malicious code managed to gain access to critical data, it 

will not be able to transfer them to the outer world. 

Network access for trusted applications is supplied by the second VM called ser-

vice. It has free access to the network. However, due to VMs isolation provided by 

the hypervisor the software in the service VM (including OS kernel) cannot gain 

access to data residing within the user VM. 

Network support for trusted processes is implemented through remote servicing of 

required set of system calls in the service VM. The hypervisor intercepts network-

related system calls invoked by a trusted process, analyzes the data and, when nec-

essary, transmits them to the service VM. Note that the remote service of the system 

call is made transparent for a trusted process and an OS. 
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3.2 NOVA based architecture 

NOVA is a microkernel for hypervisor. NOVA itself is only a kernel, for running 

virtual machines you should use one of the environments, built atop of it: NUL, 

NRE or Genode.  We use NUL because NRE still misses some NUL features, and 

Genode is much larger. 

Because of microkernel design, only the NOVA kernel runs with the highest priority 

and every process of NUL is executed as user space process with priority level 

CPL3 (lowest on Intel IA-32 architecture). 

NUL is an experimental operational environment and it is still work in progress. It 

contains a number of simplified components, e.g. direct access to host PCI devices 

works unstable. As a result VMM (Virtual Machine Monitor) has to emulate hard-

ware devices for the guest virtual machine. And if the emulated model needs access 

to a host device, than a driver in NUL is required for that device. For networking 

NUL provides a small number of drivers, most notable is the classic NE2000 net-

work card. For our experiment we used NE2000-compatible network card 

RTL8029AS, for which NUL has a driver. 

The port of Sevigator architecture to NOVA hypervisor uses two virtual machines 

[13] to service network-related system calls of trusted users’ applications. As an 

example Fig. 2 shows how servicing send system call works.  

 

Fig 2. Path of send message in original design Sevigator  

Yellow colored boxes are processes in NOVA. Interaction with and between pro-

cesses always imply calling NOVA kernel, but for simplicity we don’t show them 

on the figure.  

When trusted process executes send system call the Sevigator module in OS kernel 

intercepts it (1), forms special fixed size message and free size vault and executes 

the hypercall (2). VMM passes (3) the message and the vault to another VMM. This 

VMM sends (4) the message to service VM kernel module. Module finds vault size 
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in message, allocates memory, asks (5) for vault and receives (6) it. Module forms a 

new message and sends it to Linux kernel, which calls (7) network driver for net-

work card emulated by VMM. The driver sends (8) bytes to the network card mod-

el, which passes (9) them to driver of the actual card. And finally the driver in the 

hypervisor sends bytes to the network card. 

As we can see the path that passes network messages is really long. In the next 

chapter we will show how to achieve a shorter pass. 

4. New Sevigator Design 

Microkernel based hypervisor allows us to redesign Sevigator. Those hypervisors 

have well isolated parts. Only a small kernel has highest priority level. Most of 

hardware operations as well as management of virtual machines are isolated in pro-

cesses with low priority level.  

 The idea of the redesign is to move servicing system calls of trusted applications to 

hypervisor applications. Having dedicated processes in hypervisor we keep all plus-

es of using dedicated virtual machine such as isolation of servicing system calls in 

code and securing the risk of compromise the system by reduction of priority level. 

It means that compromising such a code doesn’t mean compromising the whole 

hypervisor. But redesigning gives more: it reduces trusted code base from millions 

of lines of code (LoC) for service VM to tens of thousands LoC for dedicated appli-

cations in hypervisor. And also we reduce overhead of context switching: rede-

signed system doesn’t need at least context switching between VMM and service 

VM; so we increase performance of the whole system. 

In our paper we present a proof of concept of the new approach to servicing system 

calls of trusted applications in dedicated environment. 

We selected networking system calls for study. Fig. 3 presents the idea: networked 

system calls are serviced in the dedicated process over NOVA microkernel. The 

application is based on popular embedded TCP/IP stack called lwIP[12]. The appli-

cation is a wrapper around lwIP that parses the parameters of remote system calls 

and invokes corresponding lwIP operations. In the following text we will refer to 

this application as “lwIP”. 

Fig.3 shows servicing of send message in redesigned system. Here we will only 

discuss difference of redesigned system. Steps (1) and (2) are the same as in the 

original design. VMM sends (3) message and vault to LwIP process, which analyses 

the message, understands what system call was called, and forms a packet, that will 

be sent (4) to driver. Driver sends bytes to the real network card. 

We can see that in the new design the path is much shorter, and one can expect that 

the new design should work faster. We present the performance study in the in the 

next section. In order to support the concept of socket used by trusted application 

we implemented a small glue layer over lwIP. The prototype implementation sup-

ports socket create and close, socket bind and connect, send and recv for TCP and 

UDP. Raw sockets (e.g. for ICMP messages) are not supported yet. 
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Fig 3.  Path of send message in redesigned Sevigator 

5. Performance 

We conducted an experiment to measure network performance of the redesigned 

system. During experiment we compared performance of the original design with 

two VMs, and the new design with the dedicated process. As the reference point we 

used native Linux running on hardware without hypervisor and ran hypervisor with 

pure lwIP application without VMM. 

All measurements were performed on the same machine with AMD Phenom II x4 

980 3.7 GHz CPU, 16 GB RAM. As network card we used once popular 

RTL8029AS card. It is ne2000 compatible and is one of the few cards supported by 

NOVA/NUL. The card is 10Mbit/s. We use this old card because other cards sup-

ported by NOVA turned out to be much harder to find. 

For testing, we run test application in Linux, which executes 1000 times sendto sys-

tem call, sending UDP packets to the network. We were sending short 60 bytes 

message. The destination workstation received the packets, identified lost packets 

and measured time between the first and the last packets. We did not measure time 

at the guest virtual machine because return from sendto call does not mean that the 

corresponding packet was actually sent.  

Fig.4 shows the test performance difference between original and new architectures 

and pure Linux. 

The experiments showed that replacing the virtual machine with a dedicated appli-

cation increased performance by 26%. The overhead compared to the native Linux 

execution was reduced from almost 100% to 29%. 

Comparing with pure lwIP case shows that current overhead for transfer system call 

in lwIP is only 1.4 µs. For 10 Mbit/s network this is insensitive. The bottleneck of 

current realization is lwIP and NE2000 driver. The NE2000 driver in NOVA is far 

from perfection and careful queuing of pending packets may reduce the total over-

head even more.  
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Fig 4. Time for sending 1000 UDP packets  

Servicing of system calls in an application compared to a dedicated VM simplifies 

the flow control. Removing the second VM resulted in omitting: 

interrupt injection in the service VM (required to notify the VM that there are pack-

ets pending); 

VM exit to pass frames from service OS to NIC model in the VMM; 

IPC calls between VMM and NIC driver in the hypervisor. 

Another important gain is significant reduction of the trusted code base required for 

servicing network-related system calls. The design with two virtual machines im-

plied that we have to trust the whole Linux kernel, i.e. millions lines of code due to 

the monolithic nature of that kernel. When system calls are serviced by the lwIP 

application, the trusted computing base shrinks to about 70,000 LoC, the size of 

lwIP. 

6. Future Work 

In future we want to develop NUL drivers for modern network cards and make ex-

periments on them. Also because NOVA UserLand was made as a test project and is 

not fully stable for now, we have encountered problems with memory management, 

and have errors while working with big packets. We want to find the causes the re-

vealed problems and fix it.  

Finally, we will port guest modules to modern Linux kernel and see if there are any 

changes in performance. 

7. Conclusion 

Our work shows that using microkernel-based hypervisors opens new perspectives 

and facilitates new approach to servicing OS system calls in hypervisor. 
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Using microkernel hypervisor allow us to redesign system by moving system call 

servicing in hypervisor application. Those applications are executed as processes 

with low priority, so compromising of an application doesn’t lead to compromising 

of the whole hypervisor.  

We were able to move servicing of network-related system calls to such a process. It 

significantly reduces overhead for servicing network-assisted system calls and 

speeds up execution: new design makes network connection 30% faster. Further-

more, it reduced trusted code base by two orders of magnitude, and this is very im-

portant for security system, because it makes audit or verification of system simpler. 
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Аннотация. В данной работе описывается дальнейшая разработка системы защиты 

Sevigator, использующей аппаратную виртуализацию. Изначальное устройство 

Sevigator состоит в  исполнении пользовательских приложений в отдельной виртуаль-

ной машине, у которой отсутствует сетевой интерфейс. Для доверенных приложений 

Sevigator перехватает системные вызовы, связанные с операциями с сетью, и перена-

правляет их на обслуживание в выделенную виртуальную машину. Такое устройство 

позволяет системе Sevigator защищать сетевое взаимодействие от вредоносных прило-

жений, включая злонамеренный код на самом высоком уровне привилегий в ядре ОС. 

Использование современных гипервизоров, построенных по микроядерной архитекту-

ре, позволяет изменить архитектуру системы Sevigator. Такие гипервизоры по своей 

природе являются маленькой операционной системой, в которой большинство аппа-

ратных операций и управление виртуальными машинами изолированно в процессы с 

низким уровнем приоритета. Компрометация таких процессов не приведет к компро-

метации всего гипервизора.  

В данной работе мы предоставляем экспериментальную архитектуру Sevigator-а, осно-

ванную на гипервизоре NOVA, в рамках которой системные вызовы доверенных при-

ложений обрабатываются в отдельном процессе в гипервизоре, а не в отдельной вирту-

альной машине. Этот эксперимент показал 25% прирост производительности при 

уменьшении количества переключений контекстов.  
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1. Introduction 

Modern society is characterized by the exchange and buffering information in 

electronic form. While processing the information, we may need to react 

immediately on constantly emerging problems with data protection and security of 

data centers. 

The problem is now becoming more urgent considering declarations and current 

publications by Edward Snowden, the former system administrator for the Central 

Intelligence Agency. He reports on the fact that the National Security 

Agency (NSA) operates global surveillance programs with the cooperation of 

telecommunication companies and European governments through the existing 

communication networks. 

Nowadays to exchange information on-line special programs – messengers – are 

used. They are particularly useful for transmission of text messages, sound signals, 

images, video and games as well as for organization of teleconferences by coding 

messages of on-line users. Messengers usually operate in coordination with a server, 

and they are defined as client-side programs with their own rules of work and 

peculiarities in operating, e.g. ICQ, Skype. The main drawback of these programs is 

that while using them, we leave metadata on a hosting server as non-encrypted data 

flow, which provides an opportunity to learn (if required) the information about the 

common users, time of their communication, the number of messages they send 

within a session.  

2. Description of CRYP2CHAT program 

To eliminate the defect we develop a model to run a program that allows coding the 

data on the client side with the help of Cryp2Chat Application 

Currently existing Internet messengers fail to perform the following functions: 

- to check for MITM (Men in the middle)-attacks; 

- to provide a  ‘clean’ (data free) server; 

- to destruct messages automatically after the session is over. 

MITM-attack is the most wide-spread way to attack for stealing the data of some 

users. This type of attack presupposes that the attackers are able to read and alter 

messages of a sender and a receiver as they wish. Additionally, neither a sender nor 

a receiver sees any hints of the attacker to be in the channel. It is the matter of no 

importance if SSL cryptographic protocol is applied or not. The attacker hooks into 

a channel between users and interferes actively with the communication protocol. 

He/ she may delete, falsify data or provide the false ones. 

The term ‘clean’ server implies that the communication between two users leaves 

no information on the server. In this case the server functions as a repeater and 

simply translates the encrypted message between the clients.  After the session is 

over, the access to the data of the on-line chart is lost without any opportunity for 

return.  

http://en.wikipedia.org/wiki/System_administrator
http://en.wikipedia.org/wiki/Central_Intelligence_Agency
http://en.wikipedia.org/wiki/Central_Intelligence_Agency
http://en.wikipedia.org/wiki/National_Security_Agency
http://en.wikipedia.org/wiki/National_Security_Agency
http://en.wikipedia.org/wiki/Global_surveillance
http://www.multitran.ru/c/m.exe?t=3431053_1_2&s1=%EA%F0%E8%EF%F2%EE%E3%F0%E0%F4%E8%F7%E5%F1%EA%E8%E9%20%EF%F0%EE%F2%EE%EA%EE%EB
http://www.multitran.ru/c/m.exe?t=3432975_1_2&s1=%E7%E0%F8%E8%F4%F0%EE%E2%E0%ED%ED%EE%E5%20%F1%EE%EE%E1%F9%E5%ED%E8%E5
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The described problems with messengers could be solved if we use a new 

application – Cryp2Chat. 

Cryp2Chat application has been developed to minimize the drawbacks of the 

Internet messengers, i.e. it leaves no metadata on the central server. The client is the 

only person who can decode the incoming message. The client possesses data de-

encryption key, and the key does not go further. 

The program operation procedure is the following (fig. 1). A server receives a list of 

network user’s contacts. A data encryption key is generated on the side of a sender. 

Further the public key is sent to the server and, finally, to a receiver. The private 

part of a key remains on the user’s (sender’s) side. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. An Example of Cryp2Chat Application Running 

 

When a user (a receiver) sends back a message, the operation is realized within 

three main stages: 

1. He/she receives a public key of a receiver from the server; 

2. The message is encrypted by a public key; 

3. The cryptographed message is sent to the server. 

RSA method is employed for encryption; the key length includes 1024 bit. 

However, the possibility to use other algorithms of encryption is also provided. 

The server created as a prototype of this application is written in Node.js 

programming language (advanced JavaScript) on the basis of Socket.IO library. 

Cryp2Chat application is an original service designed to exchange rapidly-changing 

messages. It supports End2End encryption.  

To enable the program to use proxy servers (to protect the client’s computer from 

some network attacks) and to increase the reliability of a channel, we offer the use 

of network of TOR (The Onion Router). On the computer of a client a proxy server 

connected to the network of TOR starts its work [1]. It involves a multilevel 

encryption. The process of message transmission in a network is schematically 

presented on fig. 2. 

server 

sender 
receiver 

http://www.multitran.ru/c/m.exe?t=5416562_1_2&s1=%EA%EB%FE%F7%20%F8%E8%F4%F0%EE%E2%E0%ED%E8%FF%20%E4%E0%ED%ED%FB%F5
http://www.multitran.ru/c/m.exe?t=5416562_1_2&s1=%EA%EB%FE%F7%20%F8%E8%F4%F0%EE%E2%E0%ED%E8%FF%20%E4%E0%ED%ED%FB%F5
http://www.multitran.ru/c/m.exe?t=1805601_1_2&s1=%F8%E8%F4%F0%EE%E3%F0%E0%EC%EC%E0
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Fig.2. Schematic Presentation of TOR Work 

Before transmitting the data packet to the server, it goes through three random 

computers. Before being sent, the package is encrypted by three keys: for each of 

the three computers respectively. In addition, the TOR network can provide 

anonymity for servers. 

Network users start TOR multi-level (“onion”) proxy server on their machine. It 

connects to the TOR servers, periodically forming a chain through the TOR network 

that uses a multi-level encryption. Every packet entering the system passes through 

three different proxy servers - server nodes that are randomly selected. Before being 

sent, the package is sequentially encrypted by three keys: first, in the third node, 

then in the second node, and, finally, in the first node. When the first node receives 

a packet, it decrypts the "upper" layer encryption (similar to how we clean the 

onion) and gets the information where to send the packet to. The second and the 

third servers do the same. At the same time, the software multi-level ("onion") 

proxy server provides a SOCKS-interface. 

SOCKS (SOCKet Secure) are the programs, running on the SOCKS-based 

interface. Their work could be configured through the TOR network. The TOR 

network creates multiplexed traffic and sends data through a virtual chain of the 

TOR network, thus, providing anonymous web surfing. 

Inside the TOR network the traffic is forwarded from one router to another, and 

finally it reaches the exit point from which the pure (unencrypted) data package 

comes to the original recipient address (server). The traffic from the receiver is sent 

back to the exit point of the TOR network [2]. 

The server prototype of this application is written in Node.js (advanced JavaScript) 

with the help of the library for web sockets - Socket.IO. 

https://ru.wikipedia.org/wiki/%D0%A1%D0%BE%D0%BA%D0%B5%D1%82_(%D0%BF%D1%80%D0%BE%D0%B3%D1%80%D0%B0%D0%BC%D0%BC%D0%BD%D1%8B%D0%B9_%D0%B8%D0%BD%D1%82%D0%B5%D1%80%D1%84%D0%B5%D0%B9%D1%81)
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Node.js is a programming platform founded on V8 database engine that translates 

JavaScript into the machine code. In this way it transforms JavaScript from the 

higly-specialised language into the common language for users. The client part is 

realized on Html and JavaScript with the help of Cryprico library. 

Node.js has not been chosen by chance. This is one of the few servers that 

work quickly and productively with a single-threaded code. For instance, 

being the programming language it does not need to create a new thread to 

transmit a stream of query parameters and to interpret the code. 
Node.js is the aggregate of the V8 database engine used in Google Chrome and in 

the abstraction to access the file system and similar server modules. 

To shift away from the standard web 2.0 scheme of data transmission we used Web-

Sockets and their implementation for node.js servers in the form of Socket.IO 

library. It should be mentioned that Web-Socket is a Protocol intended for 

exchanging messages between the browser and the web server in real time. 

At the same time, the Socket.IO library provides a good level of abstraction above 

the sockets that are implemented in JavaScript. With its help you can easily pass 

objects to the server and from the server, without serializing them.  

The structure of the server part is the following: the server accepts the message. If it 

is a command, the server performs certain actions. If it is simply a message, the 

server sends it to the client. 

The JavaScript language, which is used in the prototype, is currently the most 

common cross-platform language. It is commonly used as an embedded language 

for program access to the application objects. The JavaScript language is widely 

used in browsers as a scripting language to add interactivity to the web-pages. 

The JavaScript language may be distinguished by its main architectural features: 

dynamic typing, weak typing, automatic memory management, prototype 

programming, and functions as the first class objects. 

The only requirement for JavaScript work (and it is present by default in all 

operating systems) is the availability of the browser. It does not need to be rewritten 

when migrating from one operating system to another. We write the script and run it 

in the place where there is a browser on an electronic device. 

Over the last decade JavaScript turned from the applied language for checking how 

the blanks are filled, into a language that can provide the programmer a powerful 

tool to tackle any kind of problems. The JavaScript library is constantly updated 

with new scripts and styles.  

Now there are many add-in settings for JavaScript as its possibilities are constantly 

growing, but the syntax and its architecture is not changed. A simple example is 

CoffeeScirpt language, which allows you to write more compact code compared to 

JavaScript. It helps to solve some architectural omissions such as the lack of OOP 

(object oriented programming), collbecki (CallBacks) – callback and syntactic 

‘sugar’ (code lines that improve the way the program looks like). All this makes the 

language more convenient for the programmer. 
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3. Prototype work 

As an example, we may consider the fragments of scripts in Cryp2Chat prototype. 

Below there is a fragment of the script that implements the simultaneous exchange 

of encryption keys between clients: 

socket.on('key1',function(data) 

{ 

keys[0] = data.key; 

} 

); 

socket.on('key2',function(data){ 

keys[1] = data.key; 

chat.emit('key', { key1: keys[1], key2: keys[0], stats: "ok"}); 

} 

); 

When the client sends his/her first client key ‘key1’, it is immediately saved. 

However, while sending the second client key ‘key2’, the handshake happens. The 

handshake process is asynchronous exchange of public keys to encrypt data between 

two clients.  

In Cryp2Chat prototype the transmission of the incoming message is presented 

through the following scrip: 

socket.on('msg', function(data) 

{ 

socket.broadcast.to(socket.room).emit('receive', {msg: data.msg, user: 

data.user, img: data.img}); 

} 

); 

Next, when the server receives an incoming message, the server sends it to the 

second client with the help of the socket.io library.  

The public RSA key is generated in the following lines of script: 

var myRSAkey = cryptico.generateRSAKey(PassPhrase, 512); 

var PublicKeyString = cryptico.publicKeyString(myRSAkey); 

The decryption of the cryptogram and its presentation in the client side is 

represented by the lines of the script: 

var msgs = cryptico.encrypt(textarea.val(),roomKey); 

socket.emit ('msg',{msg: msgs, user: name, img: img});                                                                                    

The client is the only one who can decrypt the transmitted message, as the private 

key never leaves the client side. The connection is made directly from client to 

client. 

socket.on('key',function(data) 

{ 

console.log(data); 

 console.log(yourName.val()); 

 console.log(hisName.val()); 
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 if(myId == 1) 

{ 

console.log("roomKey" + roomKey); 

 roomKey = data.key1; 

} 

 else 

 { 

 console.log("roomKey" + roomKey); 

 roomKey = data.key2; 

 } 

} 

); 

 

 Fig. 3. Generalized Algorithm of Cryp2Chat Application 
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The script describes the client-side function that implements handshake. The 

generalized algorithm of the Cryp2Chat application is illustrated in Fig. 3.  

As shown in the flowchart, from the moment of receiving the encrypted message 

and till the moment the message is sent to the recipient, the server undertakes the 

only action – certificate (i.e. license) verification. All the other steps associated with 

encryption, key generation, the transmission of the cryptogram to the recipient and 

decrypting of the cryptogram by the recipient, occur at the clients and in their 

browsers. 

4. Experiment procedure 

Experimental study of the application was conducted on a typical mobile phone, 

where Cryp2Chat program was installed. Mobile phone is Nexus 5 with the 

processor speed 2260 MHz and with the operating system Android 4.4.4. This 

operating system supports novelties related to the safe operation in the browser. 

When a user opens an application, it verifies the certificate on the sender’s device. 

In case of a successful verification the sender chooses a receiver. In case the 

connection is completed, the receiver’s public key and a signature are taken from 

the browser local database, or they are requested from the server.  

Next the program encrypts the message and the sender's signature key. The message 

is sent to the server, and it verifies this signature on the basis of the contacts list. If 

the sender's signature exists in the server database, the latter immediately transmits 

the message to the recipient. In case of an incoming message the signature of the 

recipient is verified and it is decrypted with a secret decryption key. 

The experimental results with Cryp2Chat prototype are shown on Figures 4 - 7. 

 

Fig. 4. Introducing the Users 
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Fig. 5. Exchange with Test Messages 

 

Fig. 6. Console of the First Client 

On the console of the first client and on the server console one could see only the 

encrypted string. This way the information is transmitted to the server (Fig. 7). 

Additionally, the recipient - the second client - is the only one who possesses the 

key to decrypt it. 

 

Fig. 7. Console of the Server 

Further we conducted an experiment for a group of 20 users. Especially for this 

purpose we launched the site in the cloud Azure that hosts Cryp2Chat application - 

http://cryp2chat.azurewebsites.net/. Based on the experiment we have had the 

following results: 

- high speed of response from the client’s side as well as from the server side; 

- a sufficiently high contact capacity of the program, as all 20 users managed 

to establish contacts with their subscribers simultaneously. 

http://cryp2chat.azurewebsites.net/
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Fig. 8 is a table of qualitative indicators of Cryp2Chat application along with its 

analogues. In the table the following conventional symbols are employed: 

 

Fig. 8. Cryp2Chat Application and its Analogues 

v – activated functional features of the program, 

x – inactivated functional features of the program, 

* – business version. There exists a business version, but it is patented under a 

different name and it might be a slightly different product. 

Figure 8 illustrates the following advantages of Cryp2Chat application: 

1) The application corresponds to all the parameters; 

2) It provides a cross-platform messaging and self-destruction of messages; 

3) It uses translator servers, i.e. working on peer2peer scheme. 

5. Potential dangers 

While designing the application three possible potential dangers were considered: 

1. Brute force. Kaspersky blog has been used to assess the possibility of selecting 

passwords [3]. The program has shown that the selection of the password with a key 

of about 50 characters length, including special characters, will take more than 

100,000 years. Even on a powerful botnet Conficker a password will be sorted out 

for ten thousand centuries. 

2. Key theft. It is impossible for two reasons: 

− If it is android application, the "sandbox" - a tightly controlled set of 

resources for the execution of the guest program - will not give to another 

application access to the files with a password, 

− If it is web application, the call to a variable is impossible, as a pointer to an 

element is deleted, and it is only the inner code that can refer to this variable. 

3. The application code cannot be changed because: 

− If it is web application, then the downloaded code is stored when you start 

the application for the first time and it cannot be downloaded when you run,  
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− If it is the native application, changes in a code from the server side does not 

lead to a change of the client application code. 

The transfer of potentially dangerous information (acts of terrorism, drug sales) is 

prevented because control data exchange is carried out with the use of an electronic 

signature. While registering the user generates a signature. This is a RSA key that is 

passed to the server, stored there and never changed. 

When sending a message, the server checks the signature and if this signature is 

missing on the server, this message is not sent. Also, the signature may be 

withdrawn from server storage due to violation of the license agreement or similar 

cases. Thus, it is possible also to control the transmission of messages. Though we 

do not know what is encrypted in the message, we may deny the user in the network 

communication services. 

6. Conclusion 

In the future, we plan to rewrite the project from scratch and to implement it as a 

complete business solution with further access to the market. Additionally we plan 

to develop graphical password and voice authentication function. In addition, the 

plan is to transfer video, audio and other files. 
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Аннотация. Статья содержит описание приватного сервиса с шифрование и 

расшифрованием данных на стороне клиента с поддержкой технологии The Onion 

Router (TOR), которая позволяет устанавливать анонимное сетевое соединение, 

защищенное от прослушивания. С помощью сети TOR пользователи могут сохранять 

анонимность при посещении веб-сайтов, публикации материалов, отправке сообщений 

и при работе с другими приложениями, использующими протокол TCP. Безопасность 
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трафика обеспечивается за счёт использования распределённой сети серверов (onion 

routers). В статье описано прямое соединение - клиент к клиенту. Современные 

мессенжеры – программы для обмена сообщений в реальном времени оставляют 

метаданные на центральном сервере в незашифрованном виде, что позволяет узнать 

информацию об абонентах, времени и количестве сообщений в сессии. Авторами 

предлагается программа шифрования данных на клиентской стороне CRYP2CHAT, 

которая устраняет этот недостаток. Отправление сообщения через сеть TOR 

осуществляется с использованием асимметричного шифрования сообщения, например, 

методом RSA с возможностью использования и других алгоритмов шифрования. В 

статье приведен алгоритм работы программы, описаны способы защиты от некоторых 

сетевых атак по типу MITM, проверка наличия «чистого» сервера, самоуничтожение 

сообщения после закрытия сессии, а так же эксперимент работы прототипа. 

Рассмотрены потенциальные опасности внешнего характера в виде подмены 

серверного кода, подбора пароля и кражи приватного ключа, которые могут повлиять 

на конфиденциальность передачи данных. Так же описан пример работы технологии 

The Onion Router, которая позволяет добиться защиты от MITM, анонимности и 

проксификации. Кроме того, в статье приводится сравнение качественных показателей 
Cryp2Chat с его аналогами. 

Ключевые слова – криптография, шифрование, end2end шифрование, node.js, cryprico, 

java script, MITM-атака 
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Abstract. The paper describes a new approach to website messages filtration using combined 

classifier. Information security standards for the internet resources require user data 

protection however the increasing volume of spam messages in interactive sections of 

websites poses a special problem. Spam messages vary significantly in content, however the 

common feature of these messages is that they are usually of little interest to the majority of 

the recipients. Many filtering approaches are based on the Naive Bayesian classifier - an 

effective method to construct automatically anti-spam filters with high performance. Unlike 

many email filtering solutions the proposed approach is based on the effective combination of 

Bayes and Fisher methods, which allows us to build accurate and stable spam filter. In this 

paper we consider the organization of combined classifier according to determined 

optimization criteria based on statistical methods, probability calculations and decision rules. 

We consider the optimization criteria for grading messages basing on statistical methods. The 

classifiers normally admit the compromise between the acceptable level of false-positive and 

false-negative errors, and use the threshold values for decision-making, which may vary. In 

order to receive more valid results of spam detection we need to analyze multitudes of results 

of various filters and a subset of their overlaps. The approach we suggest is to construct 

classifier organization, which presumes the combined use of Bayes and Fischer methods for 

improved the filtration quality based on the analysis of subsets and set overlaps identified by 
both methods (spam, non-spam, false triggering and spam leaks). 

Keywords: combined classifier; spam filter; optimization criterion. 
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1. Introduction 

The constantly growing volumes of data, number of uses as well as groups devoted 

to various subjects significantly decrease the effectiveness and the authenticity of 

communicated information. In this regard the task of increasing the efficiency of 

statistical data filtration and authentication algorithms becomes undoubtedly topical. 

The history of this subject in computer science accounts for more than 20-30 years 

and the trend is becoming more urgent. We can say that right now the antispam 

features of interactive sections of websites rest in the very initial stage of 

development. 

The subject of message filtration in emails is widely developing, manual antispam 

methods are being used, and the issue of automated antispam protection of corporate 

websites becomes a priority on the agenda (including comments, forums and other 

interactive sections). In practice there are no universal software solutions to protect 

all types of interactive website sections from spam. There are only small number of 

specialized tools which prevent automatic messages posting. Some of them are 

designed for a particular content management system, such as WordPress in form of 

plugins: Akismet, Quiz, Spam Karma etc. These modules have some disadvantages: 

the distribution model “as is” do not include the statistical base, most of online 

services do not provide multilingual filtration and are limited only by the support of 

the English language. The other blog comment hosting services such as 

IntenseDebate, Disqus, Livefyre do not provide self-hosted option, except 

Discourse. 

Thereby the spam filtering software solution should have the following properties: 

the use of multiple filtering methods, both formal and linguistic, united by a 

common intellectual decision making core; high speed and precision of the method; 

easy installation and use. 

This work describes a new approach to spam filtration involving the combined use 

of Bayes and Fischer methods, allowing to significantly reduce the number of false 

triggering and increase spam detection. 

2. Calculation of combined probabilities of conditions 

The main idea of message classification is based on selection of all conditions, 

calculation of probabilities of select conditions, and further combination of all 

calculated probabilities into one value for the studied message. Messages with a 

large number of spam attributes and little non-spam attributes will have a value 

close to 1, and the messages with a large number of non-spam attributes and little 

number of spam attributes will gain a value close to 0. 

We will build a classifier of messages received by the website to grade the incoming 

messages into three categories (spam, non-spam, unidentified). In this respect, we 

need to identify all conditions (words and word combinations) in the message to be 

analyzed, calculate statistical probabilities for some select conditions and combine 

all probabilities into one value for the whole message. In most cases the probability 
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of assigning a message to a certain category is a lot higher than to others, which 

results in further grading of such message. 

Before calculating the combined probabilities of conditions, we need to calculate 

the probability of assigning a certain condition to a specific category. For this we 

can divide the identified number of messages with condition i in this category by the 

total number of messages in the same category, but we would rather use another 

method described below. 

Let’s assume: 

aiF  is the number of messages with condition i in the spam group;  

biF  is the number of messages with condition i  in non-spam group. 

Then the statistical probability of appearance of i  in a spam message can be 

calculated as follows: 

biai

ai
ai

FF

F
p


   (1) 

and the probability of appearance of i  condition in a non-spam message, as follows:  

biai

bi
bi

FF

F
p


   (2) 

Thus, the number of messages with condition i  in one category will be divided by 

the total number of messages featuring this condition i . 

The use of (1) and (2) takes into account the fact that with time the number of 

messages in both categories may be equal, i.e. these formulas do not depend on the 

number of messages in a specific category.  

Note that formulas above give accurate result only to those conditions, which filter 

is used in both categories. As the result the spam filter becomes too sensitive on 

early stages of learning applying to rare words. To solve this problem we need to 

calculate new probability with expected a priori probability (Pex) and applied weight 

(w), then according to (1) and (2) add calculated probabilities. 

If the probability Pex = 0.5 and the weight of expected probability equals to one 

word (w = 1), we estimate weighted probabilities using (1) and (2): 

biai

biaiai
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FFw

FFpPw
p






)(*)*( ex
, 
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biaibi
bi

FFw

FFpPw
p






)(*)*( ex
. 

This approach allows to avoid division by zero in the following formulas and to take 

into account rare words. 

To obtain combined probabilities of the whole document (message) we will use the 

dictionary, which is built on the step of filter learning. We introduce the following 
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events: A – document is spam, B – document is non-spam. We assume that the 

probabilities are independent, thus the multiplication is allowed: 

aMaa pppAP  ...)( 21   (3) 

- for the probability of words co-occurrence in spam;  

bMbb pppBP  ...)( 21   (4) 

- for the probability of words co-occurrence in non-spam [[1]].  

3. Decision rules based on bayes theorem 

To estimate the probability that word belongs to one of three categories (spam, non-

spam, unidentified messages) we consider the two methods of classification. In this 

case we apply Bayes formulas using a priori knowledge [[1]]. 

We introduce two hypotheses for any given message: 

AH  if the message is a spam,  

BH  if the message is a non-spam. 

Further, we introduce the following notation: 

aF  is the total quantity of spam messages; 

bF  is the total quantity of non-spam messages; 

ba

a
a

FF

F
p


  is a priori probability that a message is a spam; 

ba

b
b

FF

F
p


  is a priori probability that a message is not a spam; 

a

a
a

P

P
O




1
is a priori expectations that a message will be a spam; 

b

b
b

P

P
O




1
is a priori expectations that a message will be a non-spam. 

Then basing on Bayes theorem using a priori knowledge we obtain: 

ba

a
A

OBPOAP

OAP
HP






)()(

)(
)(  - a posteriori probability that a message is a 

spam; 

ba

b
B

OBPOAP

OBP
HP






)()(

)(
)(  - a posteriori probability that a message is non-

spam.  

The probabilities )(AP  and )(BP  are estimated according to (3) and (4). 

Given algorithm is implemented in spam detection and filtering system for websites. 

[[2]]. 
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4. Decision rules based on fisher’s method 

According to Fisher method all probabilities are multiplied together in a similar 

manner to Bayes method, then the natural logarithm is taken of the product and the 

result is multiplied by -2. To do this we introduce variable hisqv, which is estimated 

by the following expressions: 

))(ln(*2 APhisqv   or ))(ln(*2 BPhisqv  , 

where probabilities )(AP  and )(BP  are calculated according to (3) and (4).  

Fisher proved that if the set of independent and random probabilities (3) and (4) is 

given, the value ))(ln(*2 AP  follows the distribution of 2χ  with 2n degrees of 

freedom (n – the number of words in the document): 





x

n

tn

dt
n

et
xF

0

2/1

)(2
)(   (5) 

where Г(n) is the gamma function. 

In view of foregoing using a representation of the gamma function of even argument 

(5) can be written as: 

dxex
n

xF x
x

n

n

2/

0

1

)!1(2

1
)( 




 │x = hisqv   (6) 

The calculation of the factorial and the integrand in (6) could cause the overflow 

error due to floating point numbers range in PHP programming language. Thus the 

recurrence formula is used in the calculation algorithm. Calculation the probability 

of (6) is implemented by Gaussian quadrature formula with 15 nodes: 

 





b

a

n

i
ii tfA

ab
dttf

1

),(
2

)(

 

where 2/)(2/)( ii xababt  , and ix  are the nodes of Gaussian quadrature 

formula;  

iA  are the Gaussian coefficients, ( 15,...,2,1i )[[3]]. In our case 0a , hisqvb 

.  

The value returned by the function )(hisqvF  is low if a text contains many spam 

conditions. We need the opposite result to rate the message correctly. For this 

purpose we subtract the value from 1. The use of this subtraction for a large number 

of non-spam conditions allows us to get the probability that message is not spam. 

However the Fisher method is not symmetrical. We need to combine the probabilities 

of spam and non-spam into a single value in the range between 0 and 1. For this we 

use the Fisher index: 
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2

)()(1 BA HPHP
I


 , where: 

))(ln(2(1)( APFHP A  is the probability that a document belongs to spam; 

))(ln(2(1)( BPFHP B   is the probability that a document belongs to non-spam 

[[4]]. 

5. Optimization criteria for grading messages based on 
statistical methods 

Let’s assume that all set of conditions is divided into classes A and B, where A – 

class of spam messages, and B – class of non-spam messages. The task of assigning 

a message to any of these classes is not directly connected to the statistical 

verification of the following hypotheses: simple hypothesis HA: X A against the 

alternative HB: X B, where X is the message qualifying condition. As we know 

from the math statistics, if a message appertains to class A and it was qualified as 

class B, it will result in 1st type error with the conditional probability of   - level of 

importance. It will be an error of the alternative hypothesis selection HB instead of 

the correct HA. If HB hypothesis is fair but, nevertheless, HA was selected, the 2nd 

type error will occur with the conditional probability of. 

The 1st type error or false-negative error occurs if the spam filter erroneously leaks 

an undesired message through identifying it as non-spam (spam leakage or 

insufficient method completeness). Whilst the spam filter is capable of identifying a 

large share of undesired messages, the task of minimizing the number of faulty 

filtering of desired (non-spam) messages may become a higher priority, i.e. the task 

of 2nd type of error minimization. 

The 2nd type error or false-negative error occurs if the spam filter erroneously 

classifies a legitimate message as spam (faulty triggering or method accuracy). The 

spam filter will be efficient with a lower number of such errors, i.e. with minimal 

2nd type error level. However currently all antispam systems demonstrate 

correlation between 1st and 2nd type errors. 

The classifiers normally admit the compromise between the acceptable level of 1st 

and 2nd type errors, and use the threshold values for decision-making, which may 

vary. This results in the “strictness” or “softness” of the classifier. The level of 

significance set during the statistical hypothesis verification is taken as the threshold 

value. Whereas, the increase of the filter sensitivity leads to the increased 

occurrence of 1st type errors (spam leaks), and decrease of sensitivity – to increased 

occurrence of 2st type of error (false triggering). 

6. Bayes optimization criterion 

We need to consider the losses related to 1st and 2nd type errors for evaluating the 

classification quality. For this we need to split the space of condition X into two 

semispaces XA and XB with point x0. Let’s define c1 as the conditional price of 1st 
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type error and c2 – conditional price of 2nd type error, P(A) – a priori probability of 

A class, P(B) – a priori probability of class B, P(A) + P(B) = 1. The values c1 and c2 

depend on the price matrix coefficients C2x2={c ij} and on the 1st and 2nd type errors: 

c1 = c12 α+ c11 (1 - α)  (7) 

c2 = c21 β+ c22 (1 - β)   (8) 

These values are also called conditional risks with proven fairness of hypotheses HA 

and HB, respectively. 

According to the decision making theory, we introduce the decision rule of 

classification, which minimizes the function of losses (risk) [[3]]: 

)((A) 21 BPcPcR    (9) 

where c1 and c2 are determined by (7) and (8). 

Function (9) represents the average risk, which depends on the threshold value x0, 

because the values c1 and c2 depend on the x0 value through type I and type II errors, 

therefore these errors are correlated. 

Minimum value Rmin of risk function (9) at the point x0 is called Bayes risk. 

 
  )(
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Xf





   (10) 

where    XfXf  and 21  are the probability density distributions of X condition on 

A and B classes respectively. 

The right part in (10)  

)(

)(

1112

2221

AP

BP

cc

cc





 is called likelihood ratio, which is constant for the selection of 

сij. Thus, if the inequality 
 
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cc

Xf
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
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  is true, the observable vector 

Х is related to A class; if the inequality 
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


  is true, then observable vector Х is related to B class. If 

the equality 
 

  )(

)(

1112

2221

2

1

AP

BP

cc

cc

Xf

Xf





  is true, the observed vector Х is related to 

one of the classes A or B. The latter expression is the equation for the boundaries of 

A and B classes. This decision rule is related to Bayes rules [[5]]. 

The technique can be applied to many practical problems formulated in terms of 

statistical decision making theory with assumption that probability densities  Xf 1  

and  Xf 2
are known. In most practical cases functions  Xf 1  and  Xf 2

 are not 
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known, and we need to determine estimations    XfXf
~

 ,
~

21
 on training sets using 

approximation method [[5]], which can cause the classifier to slow down. 

Considering this fact we use the following approach: on the stage of filter learning 

the estimations    XfXf
~

 ,
~

21
 are determined on small training sets of 100-200 

elements, and the optimality criterion to get such estimations can be excluded 

excluded from the program flow.  

Results of numerous tests on training selections allowed identifying optimal 

threshold values for decision-making: 

95,0H x  for higher threshold and 4,0L x  for lower threshold.  

Thereby we set strict limits for spam and regular for non-spam messages. Such 

threshold values provide minimum leakage of desired messaged into spam, i.e. 

minimum false triggering. However, it’s notable that any system administrator will 

be able to easily set more convenient threshold values to suit his needs. 

7. Combined filter 

In order to receive more valid results of spam detection we need to analyze 

multitudes of results of various filters and a subset of their overlaps. 

We suggest exactly this kind of approach to classifier organization, which presumes 

the combined use of Bayes and Fischer methods for improved the filtration quality 

based on the analysis of subsets and set overlaps identified by both methods (spam, 

non-spam, false triggering and spam leaks). 

Let’s assume S={si} (i=1÷M) – multitude of documents (messages), including both 

desired and spam messages; SB  S and SF  S – multitude of documents, identified 

by Bayes and Fischer classifiers, respectively. Then the subset resulting from the 

overlap SB ∩ SF against all indicated categories may be used for evaluating the 

quality of the combined filter operation (see Fig. 1).  

 

Fig. 1. Illustration of overlap degree of two subsets SB and SF. 

The completeness of such overlap SB ∩ SF will also grade the subsets SB\SF and 

SF\SB. As a measure of overlap degree of two sets SB and SF we suggest to use the 

absolute measure N(SB ∩ SF)  – number of shared documents in these subsets. Thus, 

the maximum value of measure of l category (spam, non-spam, false triggering and 

spam leaks) will be used as the optimality criterion for spam filter self-teaching 

evaluation: 

.max)(  l
F

l
BlN SS  
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Once the best values of sets SB and SF overlap are reached across all categories, the 

administrator will be able to choose a filter for further application (see Fig. 2).  

 

Fig. 2. The algorithm of combined filter accuracy evaluation. 

As a benefit of the combined filter implementation the evaluation of all components 

of the overall picture became possible:  

- spam messages caught by both filters;  
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- spam filters caught only by Bayes or only Fischer filters;  

- simultaneous false triggering of both filters;  

- false triggering of each individual filter; 

- simultaneous spam leaks by both filters; 

- spam leaks of each individual filter.  

Before testing filter was trained on 1100 messages (400 spam and 500 non-spam). 

The tests were run on the flow of 1223 messages. The Bayes method showed 2.9 

percent of the false triggering, 9.8 percent of spam omission. The Fisher method 

showed 1.5 and 4.5 percent accordingly. The combined filter showed the best result 

with 1.0 and 4.5 percent.  

The experimental results confirmed the feasibility of using the selected filtering 

algorithms. Only having a whole picture, we will be able to make a reasonable 

comparison of the combined filter self-teaching quality. 
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Предлагаемый подход, в отличие от распространенных решений для электронной 

почты, основан на совместном использовании методов Байеса и Фишера, что 

позволило разработать эффективное программное решение фильтрации спама. 

Основная идея классификации сообщений заключается в выделении всех признаков, 

вычисления вероятностей для отдельных признаков, и затем объединения всех 

вычисленных вероятностей в значение для всего сообщения. Рассмотрены критерии 

оптимальности при классификации сообщений на основе статистических моделей. В 

качестве примера были установлены пороговые значения, обеспечивающие минимум 

пропуска в спам нужных сообщений, т.е. минимум ложных срабатываний. Для 

получения более достоверных результатов выявления спама необходимо проводить 

анализ множеств результатов работы отдельных фильтров и подмножества их 

пересечений. В работе рассмотрен подход к построению совмещенного 

классификатора, удовлетворяющего критериям оптимальности и обеспечивающего 

принятие решений при классификации сообщений на основе статистических методов. 

Нами предлагается именно такой подход к организации классификатора, который 

заключается в совместном использовании методов Байеса и Фишера для повышения 

качества фильтрации на основе анализа подмножеств пересечения множеств, 

распознанных обоими методами (спам\не спам, ложные срабатывания и пропуск 

спама). Благодаря реализации совмещенного фильтра можно обоснованно сравнивать 

качество обученности совмещенного фильтра. 
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Abstract. The identification of the distribution laws of intervals is particularly sophisticated 

problem, at the same time the traffic as a random process tends to be constantly changing. 

Therefore it is important to know the numerical characteristics of these intervals or their 

moments. In this paper we propose to use the Wireshark analyzer to determine such 

characteristics. The paper presents a plugin to the Wireshark traffic analyzer to calculate the 

moments of the random variable – the interval between packets of incoming traffic. The 

article also presents the analytical solution for the average waiting time for a QS type 

H2/M/1. Here H2 is the 2nd order hyperexponential distribution law of the input flow time 

intervals. The final result is obtained as a solution of Lindley’s integral equation using the 

method of spectral decomposition. It is shown that in this case the distribution laws of 

intervals between input flow requirements can be approximated at the level of their three first 

moments. The joint use of these results allows to fully analyze the incoming traffic by 

queuing methods. The obtained results demonstrate the fact that the classical M/M/1 system 

shows optimistic results in comparison with the considered system. Therefore, the approach 

can be successfully applied in the modern teletraffic theory where packet delays in the 

incoming traffic are significant. 

Keywords: traffic analyzer, wireshark program, numerical characteristics of random 

variables, Lindleys equation, method of spectral decomposition. 
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1. Introduction 

The identification of the distribution laws of intervals is particularly sophisticated 

problem, at the same time the traffic as a random process tends to be constantly 
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changing. It is known, the queuing theory is based on the laws of distribution of 

intervals between income and service requirements. Therefore it is important to 

know the numerical characteristics of these intervals or their moments. In this paper 

we propose to use the Wireshark analyzer to determine such characteristics [[1]]. 

2. Description of the program Wireshark 

Wireshark (previously, Ethereal) is a traffic analyzer for Ethernet computer 

networking technology and some others. In June 2006 the project was renamed 

Wireshark due to trademark issues [[1]]. 

The functionality provided by Wireshark is very similar to the capabilities of the 

tcpdump program, but Wireshark has a graphical user interface and additional 

features for sorting and filtering information. The program allows the user to view 

all the traffic through the network in real time, shifting the network card to 

promiscuous mode. (Eng. Promiscuous mode) (Fig. 1). 

Wireshark is an application that can display the structure of a wide variety of 

network protocols, and therefore allows parsing network packets, showing the value 

of each field protocol at any level. The use of Pcap packet capture library allows 

capturing data only from those networks that are supported by this library. 

However, Wireshark can work with multiple formats of input data an open data files 

captured by other programs that enhances the capture. 

The features include: 

 deep analysis of hundreds of protocols, with the regular addition of new 

ones; 

 capturing network traffic in real time, followed by analysis at any time; 

 standard three-pane packet browser (standard package has three regions); 

 cross-platform: there are versions for most types of UNIX, including 

Linux, Solaris, FreeBSD, NetBSD, OpenBSD, Mac OS X, as well as for 

Windows; 

 The captured from network information can be viewed by using the 

graphical user interface or by using the TTY-mode utility TShark; 

 the most powerful sorting and filtering in the industry; 

 a great opportunity to VoIP analysis; 

 read / Write a large number of file formats capture: tcpdump (libpcap), 

Pcap NG, Catapult DCT2000, Cisco Secure IDS iplog, Microsoft Network 

Monitor, Network General Sniffer® (compressed and uncompressed), 

Sniffer® Pro, and NetXray®, Network Instruments Observer, NetScreen 

snoop, Novell LANalyzer, RAD-COM WAN / LAN Analyzer, Shomiti / 

Finisar Surveyor, Tektronix K12xx, Visual Net-works Visual UpTime, 

WildPackets EtherPeek / TokenPeek / AiroPeek, and many other; 

 capture files that compressed with gzip can be unpacked immediately; 
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 capturing real-time data can be effected via Ethernet, IEEE 802.11, PPP / 

HDLC, ATM, Bluetooth, USB, Token Ring, Frame Relay, FDDI, and the 

other (depending on the platform); 

 decoding support for many protocols, including IPsec, ISAKMP, Kerberos, 

SNMPv3, SSL / TLS, WEP, and WPA / WPA2; 

 Highlighting rules can be applied to the package list for quick, in-

intuitively analysis; 

 output data can be exported to XML, PostScript®, CSV, or plain text. 

 

Fig. 1. The example of a network traffic capture by Wireshark. 

CSV is one of the formats of data export, convenient for viewing (Fig. 2). This file 

can be opened in any text editor or spreadsheet editor for analysis and calculation of 

performance. 

However, it is difficult to process the data in case of intense traffic even in the 

spreadsheet editor. Furthermore the traffic data can be stored in more than one file. 

This article describes a software solution for the calculation of the numerical 

characteristics of packet arrival intervals. The main advantage of this analyzer is his 

work on a small scale of time (microseconds), in contrast to the same program 

NetFlow Analyzer, which captures packets-per-minute rate. 
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3. Determination of the moments of the interarrival time of 
incoming traffic  

The program developed by the authors of the present paper allows, in addition to the 

analyzer, to retrieve the packet arrival times, isolated the incoming traffic from the 

entire data set received by Wireshark. Next, using the well-known formulas of 

mathematical statistics, it can be defined the moment characteristics of the timing. 

We use the statistics to the third order statistical properties, which provides 

representations of the distribution of the intervals. 

For example, the coefficient of variation shows the difference from a Poisson traffic 

flow and with asymmetry gives an indication of the degree of weight in the 

distribution tails.  

The average value of the interval between adjacent packets 
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kk tt
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1
τ  

where 
kt  – packet arrival times, N – the number of intervals analyzed. 

Custom dispersion 22  tD , 
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 – the second initial moment. 

The coefficient of variation  /c , where D . 
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3323 σ/)23(   ttAs , 

where  

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t
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3
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3 1
. 

 

Fig. 2. The example of the data exported to the CSV format. 

If a large amount of data is divided into several blocks, then these formulas are 

determined by the average group, and then their mean values. 
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4. Time data analysis software and Results 

To calculate the moments of the interval between adjacent packets, we developed a 

program, which selects only the data related to the inbound packet from the input 

file, containing the capture of a network traffic data, and calculates intervals and 

moments. 

The features include: 

 sample timing of the data packets arrived at said host; 

 calculation of the time intervals between the incoming packets; 

 calculation of the torque characteristics for intervals of received packets; 

 saving time of the data packets arrived in binary and text format; 

 saving data packet arrival intervals in binary and text formats; 

 output and saving torque characteristics in a text format. 

The program handles text files containing the data as shown in Fig. 2 or similar. 

For the program the two classes (in terms of object-oriented programming) are 

developed: 

 TrafficLogParams – stores the packet arrival time, their intervals and 

calculates the torque characteristics. Also provides the methods to store and 

download the data from files; 

 LogParser – static class that produces an analysis of the input file and adds 

data to the TrafficLogParams class. 

The input of LogParser main method is the file name and IP-address of the host. 

Each line of the source file is processed and from the selected data on the time and 

two IP-address - the address of the sender and the recipient's address. If the recipient 

field matches the host IP-address, then the packet arrival time is added to the array 

such times in TrafficLogParams class. 

public static TrafficLogParams TextFileParser(string fileName, string ip, bool 

isIncoming) 

{ 

TrafficLogParams log = new TrafficLogParams(); 

StreamReader file = new StreamReader (fileName); 

string[] currentLine; 

int lineNumber = 0; 

int ipIndex; 

if (isIncoming) 

ipIndex = 2; 

else 

ipIndex = 1; 

while (!file.EndOfStream) 
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{                 

currentLine = GetDataArray (file.ReadLine().Trim()); 

lineNumber++; 

try 

{ 

if (MinimizeIp (currentLine[ipIndex]) == MinimizeIp (ip)) 

{ 

log.AddTime(ParseDouble(currentLine [0])); 

} 

} 

catch (FormatException ex) 

{ 

MessageBox.Show(string.Format("{0}\nСтрока = {1}", ex.Message, lineNumber)); 

} 

} 

file.Close(); 

return log; 

} 

The second most important method of LogParser splits the input string into 

elements, checking every element belonging to the format of time or IP-address, and 

returns them as an array. 

private static string[] GetDataArray(string input) 

{ 

string[] data = new string[3]; 

string currentValue = ""; 

int symbolIndex = 0; 

int valueIndex = 0; 

while (symbolIndex < input.Length && valueIndex < 3) 

{ 

while (symbolIndex < input.Length && (char.IsDigit(input[symbolIndex]) 

|| IsSeparator(input[symbolIndex]))) 

{ 

currentValue += input[symbolIndex]; 

symbolIndex++; 

} 

if (currentValue != "") 

{ 

if ((IsDouble(currentValue) || IsIp(currentValue))) 

{ 
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data[valueIndex] = currentValue; 

valueIndex++;  

} 

currentValue = ""; 

if (valueIndex >= 3) 

{ 

symbolIndex = input.Length; 

} 

} 

while (symbolIndex < input.Length && !char.IsDigit(input[symbolIndex]) 

&&  

!IsSeparator(input[symbolIndex])) 

{ 

symbolIndex++; 

} 

} 

return data; 

} 

The method checks if the input symbol is a separator "." or ",". Such testing is 

important only for the time data, as in some countries, the fractional part is 

separated by a comma (for example, in Russia), rather than a point. It is for the 

reason, when a string representation of a number is converted to its equivalent real 

number denoting the time, the standard method is not used programming language, 

and its modification depends on the regional settings. 
private static double ParseDouble(string value) 

{ 

if (CultureInfo.CurrentCulture .NumberFormat.NumberDecimalSeparator == ".") 

{ 

value = value.Replace(',', '.'); 

} 

else 

{ 

value = value.Replace('.', ','); 

} 

return double.Parse(value); 

} 

When comparing the IP-address of the host with the IP-address on the current line 

of the log file to minimize the usual pro-IP-address to the general form. In other 

words, IP-address will be equal 010,014,000,011 10.14.0.11. 

The program was used to analyze the data file of the traffic coming to the proxy 

server of the university with almost an hour-long data set. The input file contains 
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more than 2150000 rows, which could not be processed manually. Were obtained 

the following results (Fig. 3): 

 

Fig. 3. The result of the analysis program log files. 

5. Research of queuing system h2/m/1 

The data indicate that the analyzed traffic differs from a Poisson (coefficient of 

variation c = 3,43 instead of 1), the asymmetry value As = 10,25 indicates that the 

distribution of intervals between the packets of traffic relates to a heavy-tailed 

distributions. For example, for Poisson flow of As = 2. The calculation of the 

characteristics of such traffic requires appropriate mathematical apparatus. For the 

analysis of such traffic the authors of [[2]] proposed the new results for the system 

H2/M/1. We will describe the basic results from the article.  

It is known, as example from [[3]], to study queuing systems (QS) G/G/1 the 

integral equation of Lindley is used: 

     












 


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0,

y

yudCuyW
yW

y

  (1) 

where  yW  is the probability distribution function (PDF), the waiting time in line 

requirements  uC  is the PDF limiting random variable, 1lim 


 nnn
n

txUU , 

and nx  is the time of the n-th service requirement nC , and is the time interval 

between the 1nt  arrival of the requirements nC  and 1nС . 

To solve (1), a spectral method is used that reduces to using the expression 

    1**  sBsA  and finding a representation as a product of two factors, which 

would give a rational function of s [3]. Thus, to find the latency distribution, the 

following spectral decomposition is used: 
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   
 
 s
s

sBsA






1**   (2) 

where  sψ  and  s  are rational functions of s, which can be factored. The 

functions  sψ  and  s  must satisfy certain conditions [3]: 

1. For   0Re s , the function  sψ  is analytic without zeros in the half-plane. 

2. For   Ds Re , the function  s  is analytic without zeros in the half-plane, (3) 

where D is a positive constant determined from the following condition: 

 
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 Dtt e
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lim . 

Moreover, the functions  s  and  s  must have the following properties: 
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  (4) 

We know that all the main characteristics of QSs are derived from the average 

waiting time, and therefore all subsequent calculations will be performed with 

respect to the average waiting time in the queue requirements. 

Consider QS H2/M/1, where H2 designates the hyperexponential distribution 2nd 

order arrival time requirements in a density function 

    tt
epepta 21

21 1
  

   (5) 

and M – notation exponential law services with a density function 

  tetb    (6) 

The Laplace transform of (5) has the form 
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and function (6): 

 







s
sB*   (8) 

Now we define (2) for the distributions (5) and (6) from (7) and (8): 
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where the coefficients 210 a ,   211 1  ppa  . 

The numerator of the right side of (9) is a third degree polynomial  12

2 cscss 

, and it remains to determine the coefficients for the decomposition of the factors. 

The coefficients of the polynomial are: 

   21211 1   ppc ,   212c . Then the expression (9) can be 

factored: 
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where )2/4/( 21

2

21 cccs   is the negative root of the quadratic 

equation in the numerator, and is the 2/21
2

22 cccs   positive root. 

Further, omitting some calculations, we obtain the Laplace transform of the density 

function of the waiting time:  
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we find that the average waiting time is  
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where 2/4/ 21
2
21 cccs  ,    21211 1   ppc ,   212c . 

6. Practical use of the results 

Consider the result (10) for example, the input distribution, with a heavy tail (fig. 3). 

Using the Laplace transform (7) we can determine the initial moments of the 

distribution (5): 
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Next, substituting the results obtained in step 1 from the initial moments of the 

distribution of intervals between bursts to determine the unknown parameters of the 

input distribution (5): 1 , 2  and p, we obtain the following system of equations: 
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The solution of (11) in the package Mathcad yields the following results: p≈ 0.950, 

1 ≈ 417.985, 2 ≈ 17.556. 

In case of load of the channel equals to 0.4, intermediate parameters: 1c ≈ 10999,4; 

2c ≈ -54.655, 1s  ≈135.707 and the average waiting time 
310329.5 W s. 

For comparison, let us look to the average waiting time for an M/M/1 system. In this 

case, the intensity of service equals to 196.490  , and the channel loading 

4.0 . 

Then the average waiting time of packets sW 31036.1
4.01

196.490/4.0

1

/ 









. 

Thus the queuing model taking into account the distribution and its weight in the tail 

of the input, gives a delay about four times larger than the classical model. 

7. Conclusion 

This paper has presented how optimistic are the results given by classical M/M/1 

system in comparison to the system in the case of high H2/M/1 weightiness tail of 

the distribution of the input stream. Therefore, the approach can be successfully 

applied in the modern teletraffic theory where packet delays in the incoming traffic 

are significant. 

Note that the distribution, which contains three unknown parameters 1 , 2  and p, 

allows to use the moment equations to approximate the unknown input distribution 

in the first three moments. 
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Аннотация В работе представлена программа-дополнение к анализатору трафика 

Wireshark для расчета моментов случайной величины - интервала между пакетами 

входящего трафика. Приведено аналитическое решение для среднего времени 

ожидания для СМО типа Н2/М/1. Здесь Н2 - гиперэкспоненциальный закон 

распределения 2-го порядка интервалов времени входного потока. Конечный результат 

получен путем решения интегрального уравнения Линдли методом спектрального 

разложения. Показано, что в этом случае законы распределения интервалов между 

требованиями входного потока можно аппроксимировать на уровне их трех первых 

моментов. Совместное использование этих результатов позволяет полностью 

анализировать входящий трафик методами массового обслуживания. 

Ключевы слова: анализатор трафика, программа Wireshark, числовые характеристики 

случайной величины, интегральное уравнение Линдли, метод спектрального 
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Abstract. Existing approaches to the use of cloud computing resources is not efficient. 

Modern multimedia services require significant computing power, which are not always 

available. In this paper, we introduce an approach that allows more efficient use of limited 

resources by dynamically scheduling the distribution of data flows at several levels: between 
the physical computing nodes, virtual machines, and multimedia applications. 
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1. Introduction 

The information flows between computing nodes in local and global networks has 

been steadily increasing each year.  It is true not only for large data processing 

centers, but also for locally datacenters (DC) specializing in industry, economy, 

health and so on. An important area to use local DCs is education. Universities are 

increasingly using their own DCs to support integrated automated information 

systems (IAIS), providing end users with network multimedia services. 

The need for more resources is one of the problems of high-loaded IAIS. The 

consumption of resources unlike the available volumes grows exponentially. [5]. 

The analysis of request flows to IAIS services shows their structure heterogeneity 

[1]. Modern IAIS services are based on the concept of cloud computing. However, 

the problem of limited resources used for cloud systems remains relevant [4]. 
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The use of virtualization and cloud computing allows to consolidate several online 

services located on virtual machines (VM). It reduces the number of physical 

servers. But to effectively deploy applications on VM it is necessary to solve the 

problem of resource planning based on variable loads and service level agreement 

(SLA) [3]. The most flexible architecture of cloud computing is the infrastructure as 

a service (IaaS). This architecture allows the user to control a pool of computing 

resources. This approach can imply the start of operating systems and applications, 

and the creation of virtual machines and networks. Thus, cloud computing leads to 

significant cost savings due to the increased load density [2]. 

However, the above is not enough to consolidate computing power, to reduce the 

infrastructure overheads and to reach optimal performance of cloud systems. To use 

the cloud infrastructure effectively new methods and algorithms should be 

developed to control components of cloud systems. It demands determining the 

formal structure of a cloud system [6]. 

2. Model of resource virtualization of cloud systems 

In our research, we have developed a model of computing resources of cloud 

systems. The conception of virtualization of computing resources is based on 

abstractions representing the tuples of relations between the interconnected elements 

of subsets.  

The cloud system can be represented as a set of interconnected objects. They are 

computing nodes (Snode), system storages (Sstg), network attached storages (Snas) 

and scheduling servers (Srasp). The number of objects and the content of each set 

may vary depending on the cloud’s size and its use.  

Each compute node can run multiple instances of virtual machines represented as a 

set: 

Snodei={VMi,1, VMi,2, …, VMi,k}, (1) 

where k is the number of virtual machines on a compute node i, i = 1...l (l – number 

of nodes).  

Each virtual machine belonging to the set (1) can support several applications and 

services represented as a set: 

VMj={Appj,1, Appj,2, …, Appj,n}, (2) 

where n is the total number of applications and services, j=1... m (m - number of 

VMs). 

The network attached storage includes a set of predefined VM images. 

Snasy={VMimgy,1, VMimgy,2, … VMimgy,p}, (3) 

where y = 1 ... z (z - number of network attached storages). 

Each VM image contains an operating system with preinstalled software and 

predetermined hardware parameters. 

VMimgy,z={OS1, OS2, … OSr}, (4) 
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The work of entire cloud system is performed using the planning system for certain 

operations defined by the scheduling servers. 

Srasp={Rtask1, Rtask 2, … Rtaskf}, (5) 

The distributed storage system usually consists of failover RAID arrays 

Sstgf={RDsik1, RDsik2, …, RDsikd} containing the information for multimedia 

services  

RDsikd={Data1, Data2, …, Datas}, (6) 

In addition, the cloud system also contains virtual and physical switches for 

interconnection between all the components in a network. 

Each component of a cloud system Shcn={Snode, Snas, Srasp, Sstg, VM …} has the 

following characteristics: 

Shcn=(State, Mem, Disk, Diskn, Core, Lan), (7) 

where State {“on”,“off”} is the state of the component; 

Mem N is the size of RAM; 

Disk N is the disk capacity for storage; 

Diskn N is the number of storage devices; 

Core N is the number of processor cores; 

Lan N is maximum bandwidth of the network adapter; 

The set of virtual machines can be divided into subsets VMnode={Snode, Snas, 

Sstg,… } to isolate computing resources for different services from each other.  

The cloud system is a dynamic object changing at time t. Its state can be formalized 

in an oriented graph form: 

Shcn(t) = (Node (t), Connect(t), App(t)) , (8) 

where Node(t)={Node1,Node2,…,Node} are active elements included in one of the 

sets Snodei, Sstgj, Snask, Sraspm; 

Connect(t)={ Connect1, Connect2,…, Connect} are active connections by users  to 

the virtualized applications; 

App(t)={App1, App2,… Appn} are active instances of applications running on virtual 

resources. 

So we determine the structure of a cloud system and mechanisms of its component 

interaction. In such a system simultaneous servicing heterogeneous user requests is 

not trivial task.  

To optimize the mechanism of access to information system resources it is 

necessary to analyze the main data flows transferred within the cloud system. 

Model of data flows in highload information systems based on cloud computing 

For flows analysis in our study, we used information systems of educational 

institutions. For analysis the most popular multimedia services have been 

determined. The research considered distance education systems (DES) consisting 

of different interactive applications. 
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In our research has built a level classification of applications: 

 Level 1: The subsystem for monitoring the students' knowledge in real 

time; 

 Level 2: The subsystem of the electronic library; 

 Level 3: The subsystem of webcasts and webinars. 

In our study, we have determined the general features of the use of the local DC’s 

equipment. 

 the load on the key resources is periodic and irregular;  

 requests to multiple types of resources come at the same time;  

 load distribution is not optimal, which results in loss of service at peak 

loads;  

 up to 90% of the load is predetermined, as pre-registration is used for 

access to resources;  

 up to 70% of the load arises due to multimedia educational resources. 

Information flows at each level have their own characteristics. The intensity of 

servicing requested flows in the information system depends on the target 

application level. In a study we use the statistical analysis of the load on the most 

popular applications used in information systems of the university. Evaluation time 

for requests to various applications allow to forecast flows and ensure efficient 

allocation of resources. We using the goodness of fit chi-square Pearson to obtain 

data to test the hypothesis of distribution laws requests for incoming flow. In 

general, the intensity of incoming and service of a request flow for each class of 

applications is determined by the distribution function, which is described by the 

following distribution laws: 

 for level 1 - Chi-squared distribution; 

 for level 2 - Weibull distribution;  

 for level 3 - Pareto distribution. 

Flows of data transmitted in the IAIS are usually processed in several phases. At the 

same time in each phase several similar elements can be used providing balancing 

and load sharing between the components of the information system. The number of 

components in each phase depends on the functionality of the information system 

and the number of applications included in its composition. Suppose an information 

system has the form: 

},,{ 1 rSSIS   (9) 

where iS - a component that performs data processing on the basis of the incoming 

flow of user requests, i = 1..r (r – the total number of components of the information 

system). The number of phases f in the flow path of user requests in an information 

system depends on its architecture. 
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The purpose of each phase according to its location in the processing sequence is: 

The first phase is the distribution of data flows between the IAIS resources in the 

cloud; 

The second phase is the dynamic scaling of the computing resources in the cloud; 

The third phase is data processing by user applications using storage systems and 

databases. 

The components of the third phase include nodes of storage systems and database 

management systems for providing access to multimedia services in the cloud. 

In detail the set of components of an information system is represented in form: 

IS={S1
1,…,S1

n, S2
1,…,S2

m,S3
1,…,S3

k }, (10) 

where Sj
i is the i component of the j phase;  

mN, nN, kN are the numbers of components included in the system for the 

respective phases f. 

We also introduce the input components S0
i which transmit data flows into an 

information system, and output components S4
i receiving data flows from the cloud 

infrastructure. Consequently, the set describing the information system is 

transformed to: 

IS={S0
1,…,S0

l,S1
1,…,S1

n, S2
1,…,S2

m,S3
1,…,S3

k S4
1,…,S4

p}, (11) 

where pN, lN are the numbers of components in the input and output of cloud 

information system. 

Each component 
j

iS of the information system at any time can service multiple 

requests from different users. In the process of the user request data flows are 

generated upstream and downstream of the component. Their individual 

characteristics vary in time.  

We designate all the incoming flows of component 
j

iS  as 
j

iX , and the outcoming 

as 
j

iY , where i is the number of the components at the j service phase. Each request 

flow can be described as a set of characteristics. Suppose, there are 
j

il   incoming 

flows and 
j

ip  outcoming flows for a component 
j

iS . 

Then for the incoming flow =1..
j

il , we introduce a set of characteristics: 

 Tj
ik

j
i

j
i txtxtX )(,),()( ),(

,
),(

,1
),(    (12) 

where  

),(

,1

j

ix  is the intensity of receiving requests in each incoming flow  of the 

component 
j

iS ; 

),(

,2

j

ix is the service time of the request flow v of the component 
j

iS ; 
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),(

,3

j

ix  is the intensity of servicing requests of the request flow v of the component 

j
iS ; 

),(

,4

nj

ix  is the service discipline of the flow   of 
j

iS , which determines the order of 

service in accordance with the prioritization algorithm in the information system; 

),(

,5

j

ix  is the service class of the flow  of 
j

iS ; 

),(

,6

j

ix  is the  number of requests received from the flow  of 
j

iS .. 

For outcoming flow =1..
j

ip of the component 
j

iS  the feature set includes: 

 Tj

ik

j

i

j

i tytytY )(,),()( ),(

,

),(

,1

),(    (13) 

The service path for each flow can be dynamically changed. The number of unique 

flows depends on the number of components in each phase. 

A set of incoming flows at each phase j can be represented as: 


jn

i

j
i

j XX
0

  (14) 

where j is the number of the service phases, nj is the number of flows at phase j. 

Consequently, all the incoming flows of the information system can be represented 

as: 


f

j

jXX
0

  (15) 

where f is the number of service phases. 

For output flows the similar conditions are used: 


f

j

j
n

i

j
i

j YYYY
j

00 

  (16) 

To effectively serve user requests forming data flows in the information system, 

there must be an single-valued mapping of the form YXR : . 

In addition, for service of any request at each moment of time the matrix H of 

transitions between the phases of service is constructed depending on the class of 

the request and the current load of the system. 

The graph of transitions between phases can be built using the function: 

YYXRY j
e

j
i

j
e   1,1 ),( 

 (17) 
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where e is the component of phase j-1 directing data flow  to component 
j

iS  of 

phase j, =1..
j

il . 

Then for any component 
j

iS  the set of all the input flows received from component 

1j
iS  located in the previous phase is represented in the form: 

 )(
111, j

i

j

ij

jj

i XRYRX 


  (18) 

where j is the phases of service. 

Then effluents element 
j

iS  directed to the element 
1j

iS  represented in the form: 

)(
11, 


j

i

j

i

jj

i XRYY   (19) 

So 
n

i

j

i
j XX

0

*



  and 
m

i

j

i
j YY

0

*



  can describe the incoming and outcoming flows 

of phase j respectively. 

In real systems, outcoming flows can overlap and get serviced on the same 

computing node that results in the formation of internal queues at each service 

phase.  

To describe this process it is necessary to determine the connections between output 

flows of component 
j

iS  at phase j and all the components at phase j +1. 

Considering the above the set 
*jY  becomes: 

  
j

i
j

iS S

jj

i

j

i
j YYY


































1

1,0,*
 (20) 

For a description of intersecting incoming flows within one phase two functions are 

introduced: 

)(
*1, jj

x

jj YQX 
 (21) 

)(
*1, jj

y

jj YQY 
 (22) 

where )(
*jj

x YQ  characterizes input intersecting flows and )(
*jj

y YQ  characterizes 

output intersecting flows for phase j +1. 

Similarly, a set of input flows entering the phase of service can be defined. The 

flows of user requests can also intersect. 

Consequently, an input data flow arriving on the component 
j

iS  at phase j from all 

the components at phase j-1 can be represented as: 
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  
j

i
j

iS S

jj

i

j

i
j XXX


































1

1,0,*
 (23) 

To describe the intersecting flows from the phase we introduce two functions: 

)(
*1, jj

x
jj XPX 

 (24) 

)(
*1, jj

y
jj XPY 

 (25) 

where )(
*jj

x XP  characterizes intersecting input flows, and )(
*jj

y XP  

characterizes intersecting output flows from phase j -1. 

Thus, the functions (21) and (25) describe the data flows between phases of service 

in an information system within a cloud. 

To describe the whole multiphase information system we formalize the description 

of flows in each phase in the form 
jjj YXR : . 

Thus data flows in an information system within a cloud can be represented as: 























































































  

  

j
i

j
i

j
i

j
i

S S

jj

i

j

i
jjj

X

S S

jj

i

j

i
jjj

Y

jj
i

j
i

j
i

jj
i

YYYYQ

XXXXP

XXXR

XRY

1

1

1,0,**

1,0,**

),(

),(

),(

)(

 

(26) 

Data flows and their characteristics may change over time and our representation 

thereof should also include time t.  

The description of an information system should include both internal and external 

factors so the parameter of external influence F should be introduced.  

Then data flows in a cloud system can be described in the form: 

),,( FtXRY j
i

jj
i   (27) 

3. Cloud system virtual resources control algorithm  

The above models allow to determine the most appropriate computing nodes of the 

information system and the virtual machines that contain the required instances of 

multimedia applications. The control system should provide uninterrupted user 

service and effective virtual resource control in case of limited physical resources.  

The main task of the control system is scheduling of computing resources at each 

moment of time. For highload information systems effective scheduling is important 

because the load on the services may vary greatly within short time intervals. In a 

cloud system there is a need to plan resource consumption optimally to prevent 

resource exhaustion for the application already running. 
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As distinct from other information systems the flow of user requests in the 

educational environment is predictable due to the subscriptions for multimedia 

services. The control algorithm for user access to virtual information resources 

consists of two interconnected processes. 

One of these processes is scheduling. The scheduling algorithm collects data on the 

incoming requests and classifies them by the levels determined with the priorities of 

applications for business processes. The input data for the algorithm are the 

applications described according to the template that includes a virtual machine 

image with the given configuration of hardware and software and user session 

characteristics.  

Based on this template and data analysis of connections the algorithm calculates the 

configuration to deploy the required service. In the case of identical sets of VM 

software the already stored images are used. To optimize the use of computing 

resources the algorithm generates three variants of virtual machine configurations. 

The first variant provides reserve performance in the case of unexpected increase in 

the number of users. The scaling factor in this case is calculated dynamically.  

The second variant provides a predetermined low performance of virtual machines 

for the given number of users. This approach is most effective for small special 

purpose user groups. It allows to reduce the overhead in case few working users, the 

number of subscribers being large.  

The third variant uses user-predetermined characteristics, including a fixed number 

of running instances of virtual machines regardless of the number of users. In this 

case the algorithm is only used to limit the computing resources. It calculates the 

maximum number of virtual machines that are available in the configuration 

selected by the user. 

The second process within the algorithm is direct service of user requests and 

resource scaling during the work of applications. The algorithm considers the total 

number of requests from each source which allows to predict the load on the 

running applications within the cloud. Then the algorithm migrates virtual machines 

between computing nodes based on the collected data in accordance with a 

predetermined plan, thereby scaling the work of applications. 

For efficient use of resources within the above processes, additional instances of 

virtual machines are created in the online storage of images for support the 

applications providing an access for the minimum amount of users.  

In the case of predicted load increase on a certain service, the algorithm deploys a 

full image of the media resource and analyzes the incoming user requests. If the 

load does not exceed the number of queries in an ordinary flow, the algorithm 

switches the load to the appropriate image and turns off the virtual machine.  

The scheme of an integrated approach to optimization using cloud computing, is 

presented in figure 1. 
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Fig.1 Scheme of optimizing access to information system based on cloud computing 

Our approach allows to consider the physical limitations of computing resources 

and organize the work of a cloud information system adjusting the number of 

instances of running applications based on the incoming flow of user requests. 

4. Experimental part 

We have studied the work of the cloud information system with different parameters 

to evaluate the effectiveness of our virtual resource control algorithm. We have used 

the standard algorithms from the cloud system OpenStack [5] as reference for 

comparison in the experiment. 

In the experiment, we used the flow of requests similar to the real flow within the 

information system of distance learning. The number of concurrent requests 

received by the system was about 10,000, which is equal to the maximum number 

of potential users of the system. 

All the user requests are classified into six user groups corresponding to the types of 

user behavior. The requests from the first three user groups directed to the allocated 

application using other applications at the same time. The groups from 4 to 6 

simulate the work of the application in the case of computing resource shortage 

because of an excess number of concurrent requests.  

The intensity of using the system components (video portal, testing system, and 

electronic library) and the amount of the requested data were assigned for each user 

group. Experiment lasted for one hour which corresponds to the longest period of 

peak load in the real system. Experimental results are presented in the Table 1. 
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TABLE 1. Service efficiency of user requests  

Systems 
Testing 

system 

electronic 

library 

video 

portal 

testing 

system 

electronic 

library 

video 

portal 

Experiment 1 3 

Number of requests 8000 1000 1000 1000 1000 8000 

Volume of information 32650 9330 10340 4750 8210 92300 

Number of serviced requests 

 (without load balancing) 

5443 

(4352) 

622 

(418) 

517 

(356) 

592 

(465) 

643 

(512) 

4320 

(3985) 

The intensity of service 90,71 

(72,53) 

10,36 

(6,96) 

8,61 

(5,93) 

9,8 

(7,75) 

10,71 

(8,5) 

72 

(66,4) 

Experiment 2 4 5 6 

Number of requests 1000 8000 1000 10000 10000 10000 

Volume of information 4250 67200 10670 41700 87600 108000 

Number of serviced requests 

(without load balancing) 

632 

(525) 

5384 

(4625) 

560 

(376) 

6753 

(5642) 

6351 

(5215) 

5860 

(4129) 

The intensity of service 10,5 

(4,2) 

89,73 

(77,08) 

9,3 

(6,26) 

112,5 

(94,03) 

105,85 

(89,91) 

97,6 

(68,81) 

The results of the experiments show a decrease of 12-15% of the number of service 

denials in accessing to multimedia services with limited resources. Within the 

experiment in the OpenStack cloud system we compared the consumption of virtual 

resources by the number of virtual servers for each of the subsystems.  

Our control algorithm provides collaborative work of all running instances of 

applications in accordance with user requirements due to the optimal allocation of 

resources on each computing node. So the optimization algorithms may release 20 

to 30% of the allocated resources (virtual servers) (Fig. 2). 

 

 

Fig. 2 Load balancing between nodes in the cloud system 

5. Conclusion 

Thus, the effectiveness evaluation of the algorithm for control of virtual resources of 

the cloud system shows a performance boost from 12 to 15% compared to the 

standard. Our algorithm is very effective for high-intensity requests.  
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Besides the reduction of the number of allocated virtual resources allows to scale a 

cloud system more efficiently and provides a reserve for the case of increase in the 

intensity of using applications. 

Authors thank for support the Russian Foundation for Basic Research (project 13-
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Аннотация. Проводимое исследование направлено на повышение эффективности 

использования высоконагруженных информационных систем, развернутых в облачной 

системе. Для этого планируется разработать модели, описывающие основные 

особенности обслуживания потоков с учетом топологий системы, сетевых сервисов и 

существующих систем планирования задач, а также методы управления потоками 

данных между процессами вычислительных задач. В рамках данной статьи решается 

задача исследования облачной системы и оценка эффективности схем управления с 

учетом различных алгоритмов планирования. С этой целью разработаны: модель 
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облачной системы, метрики эффективности и методика экспериментального 

исследования алгоритмов планирования и методов управления потоками данных. 

Модели определяют функционалы вычислительных узлов и связанных потоков между 

сервисами всей системы в целом. Методика экспериментального исследования 

предполагает оценку эффективности совместной работы виртуальных машин с учетом 

алгоритмов планирования и методов управления потоками данных по описанным 

метрикам. Предложенные в рамках данной статьи решения являются основой 
разработанного симулятора облачной системы. 

Keywords: облачные вычисления, облачные системы, вычислительные узлы, 

вычислительный ресурсы, высоконагруженные информационные системы, 

балансировка нагрузки, качество мультимедийных услуг, виртуальные машины, 
виртуальные компоненты. 
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Abstract. During the information exchange from one department to another there is a 

problem of personal identification. This problem concerns people who have partially or 

completely not coinciding personal details. For the correct comparison of personal data in 

databases of the source and the receiver it is necessary to perform intellectual search of such 

data and to bind them to an existing personal identification number. In the article the method 

and the algorithm of fuzzy search of personal details in databases are offered. The method is 

based on the modified Levenshtein metrics with use of three operations with symbols: inserts, 

replacements and removals where all three operations have identical weight. The general 

flowchart of the algorithm of the fuzzy search with the detailed description of its operation 

and features is submitted. The developed procedure of identification can be considered as part 

of the decision-making support system. Procedure doesn't require the operator intervention, 

gains experience and trains in the process of operation, allowing to exempt specialists 

completely from low-profile, inefficient, manual operations directly with the sets of personal 

details which are stored in databases. The built-in system of details priority allows to identify 

the person in such cases as change of the surname, name, moving and mistakes at manual 

data input, and in case of partially absent details. Results of technical and economic 

indicators comparison of the offered method with existing are given. The algorithm is 

implemented in PL-SQL in the Oracle database 11g and is used since 2007 in commercial 

operation at the automated information processing in several municipal authorities of the 

Samara region. In the long term the offered method has potential of successful introduction in 

systems of global merging of the state or commercial organizations storages for maintaining 

the uniform database of population of any country of the world. The logical structure of the 

developed algorithm gives the chance to implement it in any programming language. Features 

of the offered method allows to apply program procedures on its basis both in small 

organizations, and in large corporations, everywhere, where is the register of physical persons 
data. 

Keywords: interdepartmental exchange of information; indistinct matching; search of 
personal details; function of intellectual matching; personal identification number (PIN). 
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1. Introduction 

In the course of the interdepartmental information exchange there is an approval 

problem of the main personal details (full name, birth date, address, passport data, 

etc.) in databases of various departments. The problem of personal identification has 

the greatest relevance for physical persons who have partially or completely not 

coinciding personal details. 

For optimum control of big data files, in which the   information about physical 

persons is included, it is necessary to provide centralized storage regulations of such 

personal details as full name, birth date, address, passport data, etc. Recently various 

departments – holders of local databases have aimed to combine these arrays for 

simplification and improvement of work quality. But there is a problem of personal 

details comparison in different databases. In such cases the elaborated intellectual 

algorithm of data search in databases or, in the other words, the algorithm of 

identification of physical persons comes to the aid.  

For convenience of data processing to each set of details the so-called personal 

identification number (PIN) is assigned. In the cases of handling or transferring of 

physical person data all binding is performed to this PIN. Unfortunately, in Russia, 

there is no uniform database with personal details of all residents, and therefore in 

each department the separate register of physical persons is kept, and own PINs are 

given. The problem arises in the case of residents’ information exchange between 

the organizations. So it is necessary to execute a binding of the entering personal 

data to the already available information. For an unambiguous binding it is 

necessary to execute intellectual search of physical person in base receiver which 

shall consider a set of factors: the mistakes in the case of manual input in the 

database, the absent or obsolete personal details and etc. It is reasonable to assume 

that similar search must be implemented in the form of the specialized software [1]. 

2. Automated search problem 

Traditionally this problem is solved by the analysis of identity of the main personal 

details. There are several details: name, surname, middle name, date of birth, series, 

passport number and address. Having unambiguously determined coincidence of the 

existing and new details, it is possible to execute identification of personal details in 

a database [1][2]. This method of search is carried out manually only in that case 

when the amount of the transmitted data is small (number of personal details is no 

more than 30). In case of large volumes of transmitted data the computer 

comparison of identity of details is used. Such approach allows to determine (50 – 

60) % of total number of identifiable personal details. The remained (40 – 50) % is 

the personal data in which the details in parts or in full don't match. It is more 

difficult to handle such information manually. Accordingly, the computer search 
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task is divided into three subtasks depending on the type of input data. As a result of 

comparison the following three types of results can turn out.  

1. The person is found. This conclusion can be created as a result of direct 

comparison of details, and equality of sets of certain key data. In this case the 

personal details are attached directly to the corresponding PIN. 

2. The person is ambiguously determined. This result is displayed in the presence of 

mistakes, both in new data, and in the earlier received one. For example, the 

operator's mistakes in the case of manual input of the main details are possible, data 

corruption during transmission, incorrect work of package requests in case of 

information processing, etc. In this case the list of PINs which main details are 

mostly approached to identifiable data is displayed.  

3. The person isn't found. This case shows that this personal details is absent in the 

database and for a binding of this person to the PIN it is necessary to add him to the 

available data set with assignment of a new PIN. 

When creating an automated complex software, which yields above-mentioned 

results, the most important was to determine borders between the first and second 

cases, and also between the second and third. The software working without similar 

differentiation will put down PINs to all found persons unambiguously, and those 

whose data are determined ambiguously, are removed in the report for manual 

handling by the operator. Thus all not found persons will be added to base with 

assignment of a new PIN. Now let us imagine that in case of any discrepancy of the 

main details, the data will be provided to the report, or that is even worse, will be 

added as new. For example, the woman name is Nataliia, she got married, 

respectively she has replaced her surname, she has moved to other residence and she 

has changed the passport. Besides, in the database she is registered under the name 

of Natalya, and in her birth date there is a mistake, an incorrectly specified number. 

When handling such data the program will decide that it is the new person and will 

add them with assignment of a new PIN. Of course, any task will set to a new PIN 

in compliance. As a result it turns out that data on one personal detail is doubled and 

different PINs of one person operate with different tasks.  If the error is not 

corrected immediately, the number of incorrect data will grow up in the geometric 

progression. On correction of consequences of operation of such software a large 

number of competent employees of organization will spend a lot of time and forces 

[3][4][5]. 

The wrong identification can also lead to a large number of data in the report of 

manual working off, to assignment of the PIN to incorrect person and to addition of 

excessive data. At worst case the consequences of such mistakes can completely 

paralyze work of organization for indefinite time, at the best case – to take away 

more than 10% of working hours of specialists for errors correction. The analysis of 

the existing software showed that there is no single identifier; the universal 

algorithm of identification is also absent. 
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3. Mathematical model of searching method on the basis of 
fuzzy comparison 

Some types of the metrics reflecting intuitive concept of similarity of lines are 

known. The most common are Hamming’s distance, Levenshtein’s metric and 

distance editing [6][7][8]. 

Hamming's distance is determined for lines of identical length and is set as number 

of line items in which symbols don't match. In fact, Hamming's distance is 

calculated as minimum price of transformation of one line in another when the only 

one transaction of editing lines – replacement is possible. 

In a case when it is required to make comparison of lines of different length, 

Levenstein's metrics or distance editing are used. These two metrics are very similar 

on creation and actually are the same metrics, little modified for each case. For 

example, Levenstein's metrics is determined as minimum price of transformation of 

one line in another with the use of three transactions: inserts, replacements and 

removals of a symbol, and all three transactions have identical weight. 

The distance editing is modification of Levenstein’s metrics in the case when only 

two transactions are allowed: insert and removal. 

Due to the above, Levenstein’s general metrics which supports all three transactions 

with line was chosen. For further operation the linguistic variable "similarity of 

lines" was constructed. It is decided to allocate the following terms: "lines match", 

"lines almost match", "lines are similar", "lines are similar and dissimilar at the 

same time", "lines aren't similar". 

In the result of the analysis of functions of accessory of linguistic terms there was a 

need to modify the method of calculation of Levenstein’s metrics. It was required to 

modify metrics so that the distance between lines depended on length of the 

compared lines. 

Theorem 1: 

We will designate by means of size p(s1,s2) Levenstein's metrics, and size ||si|| – 

length of  line si. Then function: 

 

                                                                        (1) 

 

is the metrics. 

Proof (not strict proof): 

Because p(s1,s2) is a metrics, we have: 

p(s1,s2) ≥ 0, 

p(s1,s2) = p(s2,s1), 

p(s1,s2)  + p(s2,s3)  ≥ p(s1,s3) 

for any lines s1, s2 and s3. Considering these ratios and equality (1) we come to a 

conclusion that r(s1,s2)  satisfies to the first two axioms determining metrics. It is 
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necessary to prove that for any lines s1, s2 and s3 function r(s1,s2) satisfies to a 

triangle inequality: 

r(s1,s2)  + r(s2,s3)  ≥ r(s1,s3). 

Write this inequality in the form: 

 

 

 

The following cases are possible: 

1. ||s1|| ≤ ||s2|| ≤ ||s3|| 

2. ||s2|| ≤ ||s3|| ≤ ||s1||  

3. ||s3|| ≤ ||s1|| ≤ ||s2|| 

4. ||s2|| ≤ ||s1|| ≤ ||s3||  

5. ||s1|| ≤ ||s3|| ≤ ||s2|| 

6. ||s3|| ≤ ||s2|| ≤ ||s1||  

Consider the first case. We have: 

 

 

 

 

 

Thus, for the first case the triangle inequality is carried out. As the second case is 

similar to the first one, based on similar calculations we draw a conclusion that for 

the second case the triangle inequality is also carried out. 

We will turn to consideration of the third case. So, in the third case we have: 

                                                                                                                                                                                                 

                                                                                                                             (2) 

 

We’ll consider a question when the minimum of the function which is in the right 

part of this equality is reached. It is clear that if expression of r (s1,s2)  + r(s2,s3) 

reaches the minimum, and  r(s1,s3)  reaches the  maximum, the value of all 

expression will be minimum. The two specified conditions can be satisfied at the 

same time if two following statements are carried out at the same time: 

- lines s1 and s3 have no common symbols,  

- lines s1 and s3 are included as sublines in s2. Then: 

r(s1,s3) = max{|| s1||,|| s3||}=|| s1||, 

r(s1,s2) = || s3|| + ||C||,  r(s2,s3) = || s1|| + ||C||, 

thus, the minimum value of expression (2) will register in a form: 
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Therefore, in the third case for function r(s1,s3) a triangle inequality is also carried 

out. Other cases are similar to the already considered. Thus, function r(s1,s2) is the 

metrics, defined in the set of lines. The theorem is proved. 

Note: function r(s1,s2) belongs to the interval [0,1] for any lines s1 and s2. 

In the offered algorithm this metrics is applied for operation with line personal 

details which includes full name, address, document, etc. Therefore the linguistic 

variable constructed with use of this metrics allows to process requests of search for 

the person similar to other person in details. Having accepted such request from the 

user, we actually receive two values: the value of a required detail and the radius of 

search. 

4. Algorithm of the searching method on the basis of fuzzy 
comparison  

The Fig. 1 shows the integrated flowchart of developed algorithm of searching 

method on the basis of fuzzy comparison. The offered algorithm is presented in the 

form of process of Data Mining and includes the following stages [9]: 

1. analysis of subject domain;  

2. problem definition;  

3. preparation of data;  

4. creation of models; 

5. check and assessment of models;  

6. model choice;  

7. application of model;  

9. correction and updating of model. 

Consider these steps in details. 

1. The subject domain represents data sets with the main personal details in the 

different organizations and departments. 

2. The task of search consists in conditions of single personal identification number 

absence to search of the details set in one database according to personal details in 

the other database. 

3. Preparation of data represents the organization of the integrated selection 

including about 300-500 sets, remotely similar to the required. The code fragment 

organizing programmatically such selection is given below: 

CURSOR persons    

  IS SELECT p.person_id, p.lastname, p.firstname, p.patronymic, p.birthdate    

        FROM work.person p  

WHERE (((SOUNDEX(TO_TRANSLIT(p.lastname)) =   

SOUNDEX (TO_TRANSLIT(fo_Lastname)))  

            AND (SOUNDEX (TO_TRANSLIT(p.firstname)) =  

SOUNDEX(TO_TRANSLIT(fo_Firstname)))) 
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               OR ((SOUNDEX(TO_TRANSLIT(p.lastname)) =  

SOUNDEX(TO_TRANSLIT(fo_Lastname)))  

            AND (SOUNDEX(TO_TRANSLIT(p.patronymic)) =  

SOUNDEX(TO_TRANSLIT(fo_Patronymic)))) 

               OR ((SOUNDEX(TO_TRANSLIT(p.firstname)) =    

SOUNDEX(TO_TRANSLIT(fo_Firstname)))  

            AND (SOUNDEX(TO_TRANSLIT(p.patronymic)) =    

SOUNDEX(TO_TRANSLIT(fo_Patronymic))))); 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. The integrated flowchart of developed algorithm of search method on 

the basis of fuzzy comparison. 
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4. Creation of models consists in detection of regularities in the analysis of data, 

obtained as the result of step 3, shown in this data set and perhaps suitable for future 

sets. 

5. Check and assessment of models represent testing of regularities for quantity of 

data sets satisfying with them. The more sets are suitable for specific models the 

more valuable are revealed regularly. 

6. The choice of model consists in detection of the most significant regularities for 

further using in case of identification procedure future starts.  

7. The model application represents regularity using received and approved in case 

of last start of identification procedure in the current data sets. 

8. Correction and updating of models consist in the analysis of result of regularity 

appendix to a new data set, and, if necessary, correction of model for circle 

expansion of suitable sets by fuzzy search of personal details compliance. 

Programmatically it looks approximately like this (with use of dynamic SQL): 

-- Perform fast identification 

 OPEN cur_Ref_fast_ident  

  FOR  'SELECT t.'||v_Col_pin||'    

       FROM '||v_Table||' t 

    WHERE UPPER(TRIM(t.'||v_Col_lastname||')) = 

UPPER(TRIM('''||fo_Lastname||''')) 

AND UPPER(TRIM(t.'||v_Col_firstname||')) =  

UPPER(TRIM('''||fo_Firstname||''')) 

        AND NVL(UPPER(TRIM(t.'||v_Col_patronymic||')), ''_'') = 

NVL(UPPER(TRIM('''||fo_Patronymic||''')), ''_'') 

        AND t.'||v_Col_birthdate||' =  

'''||TO_CHAR(fo_Birthdate, 'dd.mm.yyyy')||'''';                     

   FETCH cur_Ref_fast_ident  BULK COLLECT  

      INTO c_fast_ident;   

   CLOSE cur_Ref_fast_ident; 

 -- Depending on the number of pins of identical persons 

 IF (NVL(c_fast_ident.count, 0) = 1) THEN  

   fout_Pin := c_fast_ident(1);    

 ELSIF (NVL(c_fast_ident.count, 0) > 1) THEN  

   FOR i IN c_fast_ident.first..c_fast_ident.last LOOP   

    fout_Pin_list:=fout_Pin_list||TO_CHAR(c_fast_ident(i))||' ';    

   END LOOP;       

 -- If fast identification didn't yield results 

 ELSIF (NVL(c_fast_ident.count, 0) = 0) THEN    

    -- write down data from the cursor in collection 

    OPEN cur_Ref_full_ident FOR v_Cur_ident; 
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     FETCH cur_Ref_full_ident BULK COLLECT  

       INTO c_full_ident;                                               

     CLOSE cur_Ref_full_ident;     

      IF (NVL(c_full_ident.count, 0) > 0) THEN  

        FOR i IN c_full_ident.first..c_full_ident.last LOOP              

   -- Perform complete identification 

   -- The block of comparison of details on the basis of    

      alternative choice (see  Fig. 1) 

   CASE                             

   …         

   WHEN (UPPER(TRIM(c_full_ident(i).ima)) = UPPER(TRIM(fo_Firstname)) 

      AND UPPER(TRIM(c_full_ident(i).oth)) = UPPER(TRIM(fo_Patronymic)) 

      AND ((analyzer_two_number(TO_NUMBER 

(TO_CHAR(c_full_ident(i).dtr, 'ddmmyyyy')), 

TO_NUMBER(TO_CHAR(fo_Birthdate, 'ddmmyyyy'))) = 1 

      AND analyzer_two_number(c_full_ident(i).nom, fo_Passport_number) = 1) OR 

((analyzer_two_number(TO_NUMBER 

(TO_CHAR(c_full_ident(i).dtr, 'ddmmyyyy')), 

TO_NUMBER(TO_CHAR(fo_Birthdate, 'ddmmyyyy'))) = 1 

    OR analyzer_two_number(c_full_ident(i).nom,        

     fo_Passport_number) = 1) 

      AND c_full_ident(i).dom = fo_House  

      AND c_full_ident(i).kva = fo_Flat)))                               

      THEN fout_Pin_list := fout_Pin_list||TO_CHAR(c_full_ident(i).pin)||' '; 

      … 

WHEN (UPPER(TRIM(c_full_ident(i).fam)) = UPPER(TRIM(fo_Lastname)) 

      AND UPPER(TRIM(c_full_ident(i).ima)) = UPPER(TRIM(fo_Firstname))       

      AND analyzer_two_string(c_full_ident(i).oth, fo_Patronymic) = 1) 

      THEN v_Pin_list_sim := v_Pin_list_sim||TO_CHAR(c_full_ident(i).pin)||' '; 

      … 

  ELSE NULL;    

END CASE; 

In developed implementation of algorithm in PL-SQL DBMS Oracle 11g [10] 

language, key functions are allocated for logically selected procedures ANALYZER 

TWO STRING and ANALYZER TWO NUMBER, created on the basis of the 

modified method calculation of Levenstein’s metrics which allow carrying out 

intellectual comparison of two similar lines or numbers, taking into account possible 

inaccuracies or errors of input. These procedures can be applied not only for 

identification of details, but also everywhere where full text search with fuzzy set 

input data is required. 
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5. Technical and economic indicators of proposed algorithm 

For the comparative analysis of developed algorithm consider technology of 

identification on the basis of direct comparison. Using this technology the emphasis 

goes on speed of records handling, but not on quality of decision making by system. 

As a result, after completion of procedure on the basis of direct comparison, there 

are many data (about 20-30% of total quantity of the lines) not connected with 

initial which need to be fulfilled manually that is extremely difficult in the case of 

large volumes of the processed data.  

When comparing working indicators of two algorithms it is revealed: 

Algorithm of direct comparison: 

Data processing speed: ~ 100 000 lines per hour; 

Identification accuracy (probability of exact searching method): ~ 80% 

Algorithm of identification on the basis of fuzzy comparison: 

Data processing speed: ~ 80 000 lines per hour; 

Identification accuracy (probability of exact searching method): ~ 99,9% 

It is possible to draw a conclusion that, operator’s work in manual operation of 

results is minimized in developed algorithm i.e. though the speed of handling is 

slightly less, but the algorithm allows to significantly unload operators at the 

expense of intellectual system of decision making that can't offer algorithm of direct 

comparison. When comparing economic characteristics of the developed software 

on the basis of described algorithm with procedure of direct comparison for annual 

amount of identification of 1 200 000 physical persons the following data were 

obtained: labor costs on information processing  by the method of fuzzy comparison 

in comparison with method of direct comparison are reduced by 6,7 times, absolute 

decrease in labor costs constituted 1 446 hours, annual costs when using the fuzzy 

comparison method decreased by 3 times in comparison with the similar period of 

application of the direct comparison method, annual economic effect exceeded 580 

000 rub.  For descriptive reasons some cost indicators which are created when using 

the software developed and applied are displayed on the chart provided on Fig. 2. 

Sizes of costs are postponed on ordinate axis in rubles. 

 

  

 

 

 

 

Fig. 2. The chart for the comparative analysis of cost indicators when using 

methods of direct and fuzzy comparison. 
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6. Conclusions 

The considered method and algorithm are based on fuzzy comparison and on the 

metrics of Levenshtein. The algorithm, developed in the form of Data Mining 

process, allows defining people quickly according to earlier carried out search. The 

built-in system of personal details priority gives the opportunity to identify person 

in such cases as changing of surname, name, moving, mistakes from manual data 

input and if personal details are partially absent also. 

Self-training systems allow releasing human resources for accomplishment of 

creative tasks. In this area the Data Mining technology provides a full range of 

theoretical and practical means for choice, development or use of intellectual 

computer systems.  

The procedure of identification from this article can be 

considered as part of the system of decision support. The procedure does not require 

the operator intervention, gains experience and learns in the process of operation, 

allowing to completely exempt specialists from low-profile, inefficient, manual 

operation directly with the sets of personal details which are stored in databases.  

The developed method and algorithm show good results when fields with different 

information inside (name, address, postcode, phone etc) are compared. Indeed, any 

symbolical value, whether it be full name, number of the passport or address, it is 

possible to present in the form of string. In the course of two strings comparison 

with the help of the offered algorithm, the distinctions of these lines are revealed, 

such as the admissions of separate symbols or incorrect single symbols which can 

arise at typographical errors in a manual data set. I.e., from the point of view of 

symbol-to-symbol comparison, there is no difference between comparison of two 

passport numbers or two surnames. 

In long terms, this algorithm has the possibility of successful implementation in 

systems of global merger of storages of the state or commercial organizations, for 

maintaining a single database of the population of any country of the world. The 

logical structure of developed algorithm allows realizing it in any popular 

programming language. Features of algorithm allows applying program procedures 

on its basis both in small organizations, and in large corporations, everywhere, 

where the register of physical persons data is conducted and staticized. Possible 

examples of use: portal of state services, medical electronic systems, personnel and 

accounting systems of accounting of employees, bank systems of data storage on 

clients, etc. 

The algorithm was carried out by PL-SQL of Oracle 11g database management 

system. The developed software realized the offered method of the computer search 

of personal data on the basis of fuzzy comparison was implemented and 

successfully operates since 2007 in the municipal institution «City information 

center» in Togliatti town of Samara region. 
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данных и привязку к уже имеющимся персональным идентификационным номерам. В 

статье предлагаются метод и алгоритм нечеткого поиска реквизитов физических лиц в 

базах данных. Метод основан на модифицированной метрике Левенштейна с 

использованием трех операций: вставки, замены и удаления символов, где все три 

операции имеют одинаковый вес. Представлена общая схема алгоритма поиска на 

основе нечеткого сравнения с подробным описанием его работы и особенностей. 

Разработанную процедуру идентификации можно рассматривать как часть системы 

поддержки принятия решений. Процедура не требует вмешательства оператора, 

накапливает опыт и самообучается в процессе работы, позволяя, тем самым, 

полностью освободить специалистов от низкопрофильной, неэффективной ручной 

работы напрямую с наборами реквизитов физических лиц, хранящимися в базах 

данных. Встроенная система приоритета реквизитов позволяет идентифицировать 

человека в таких случаях, как смена фамилии, имени, переезд, ошибки при ручном 

вводе данных, а также при частично отсутствующих реквизитах. Приведены 

результаты сравнения технических и экономических показателей предложенного 

метода с существующими. Алгоритм реализован на языке PL-SQL в СУБД Oracle 11g и 

используется с 2007 года в промышленной эксплуатации при автоматизированной 

обработке информации в нескольких муниципальных учреждениях Самарской 

области. В перспективе предложенный метод обладает возможностью успешного 

внедрения в системы глобального объединения хранилищ государственных или 

коммерческих организаций для ведения единой базы данных населения любой страны 

мира. Логическая структура разработанного алгоритма дает возможность реализовать 

его на любом языке программирования. Масштабируемость алгоритма позволяет 

применять программные процедуры на его основе, как в малых организациях, так и в 

крупных корпорациях, везде, где ведётся и актуализируется реестр персональных 

данных физических лиц. 
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Abstract. In the article the review of tools used in a new type object DBMS for increasing 

the efficiency of access to data is provided. Some object DIM DBMS features based on the 

use of the classes of object relations as object sets (inheritance, inclusion, interaction and 

history) and object relations (inheritance, internal inheritance, inclusion, internal inclusion, 

interaction and history) are described. The description of the subject domain is entered by 

means of an object and dynamic data model (OD-model), and DIM DBMS completeness for 

any OD-model is justified. An ODQL object query language allowing to combine the exact 

description complexity with the simplicity of use due to two 

query level introduction is described. For the elucidation of the most effective way of the 

appeal to DIM DBMS the study of various query technologies for this environment is 

conducted, and mechanisms for user work with it are developed and realized. Software 

development ”The Generator of ODQL-queries” is considered which is necessary for 

simplification of query creation to DIM DBMS, needless for the user to know the syntax of a 

modern query language. Problems of converting data from the existing DBMS into DIM 

DBMS are considered. 

Keywords: dim; dbms; od-model; odql; transformation algorithm; converter 

DOI: 10.15514/ISPRAS-2015-27(3)-24 

For citation: Antonov D.V., Roublev V.S.  Effective Interaction with the DIM DBMS. 

Trudy ISP RAN/Proc. ISP RAS, vol. 27, issue 3, 2015, pp. 343-350. DOI: 10.15514/ISPRAS-

2015-27(3)-24. 

1. Introduction 

The architectures of modern DBMS are various, but all of them have as the basis 

one of extended models: relational (Codd, 1970), object-oriented (etc., 1995), 

object-relational (Darwin, etc., 1996), temporal (Kostenko, etc., 2007). 

The available DBMS technologies possess some shortcomings: 

1. a relational - one is universal, effective in the realization but rather 

complex for use, as it is necessary to project in terms of a large number of 

tables, and not objects. 
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2. Object-oriented - is object, but has method shortcomings: are convenient 

for object interaction description of one class, but for object interactions of 

different classes, that is more often used in a DB, it is inconvenient as it is 

compelled to use the asymmetrical device of "friendly" functions. 

3. Object-relational - has some advantages in comparison with the relational 

technologies, but it has shortcomings of both technologies. 

4. Temporal - has advantages in opportunities of data change preservation 

history, but not their types. 

Shortcomings of the available DBMS models allowed to think of the DBMS new 

technology creation which uses advantages of the available technologies of the 

listed above systems. In [1] a new object approach to DBMS creation is described 

which assumes not only a change of these objects, but also types of objects change 

possibility, i.e. the database schemes called a dynamic information model (DIM). 

DIM DBMS has some advantages in comparison with other systems: 

1. it is object, and the object relation device (including internal inheritance 

and internal inclusion) allows to describe adequately OD-models data, and 

the interactions device allows to describe symmetrically laws of data 

change and data types; 

2. unlike the temporal one it allows to keep data change history, and their 

types. 

Now in many areas of human activity for the description of various processes the 

discrete determined models are often used. 

Model discretization in this case is understood as a final, though potentially 

unlimited number of model objects, and determinancy of model is understood as the 

determined laws of the model objects behavior. 

Formalization of the discrete determined model has led to creation of the object and 

dynamic model (OD-model), and for the adequate description of its data 

formalization of the class scheme DIM and formalization of the OD-model static 

description by the class scheme DIM [2] are entered into DIM. 

We will call a group of elements 

(O, A, A(o), V (o), Lp, Lo, Lf, ALf
(ol

j
), VLf

(ol
f), F, T), 

an OD-model where 

O — a final objects set, 

A = ∪O 𝐴𝑂— a final set of object properties with types of these properties (this set 

element of the pair (a,Va) – property, property type), 

A(o)— a cortege function of object properties o, 

V(o) — a cortege function of object properties values (orderliness of object 

properties values of o corresponds to orderliness of this object properties in a 

cortege A̅(o)), 
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Lp=∪j∈ Lp
{lj

p
=  {o, o1}} — a set of object simple communications, 

Lo— an objects-communications set (O ∩ Lo= ∅), 

Lf=∪j∈ Lf
{(lj

f, ol
j

∈  Lo)} — a set of objects functional communications, 

ALf
(ol

j
) — a cortege function of object-communication attributes ol

j
 functional 

communicationsLf, 

VLf
(ol

f)— a cortege function of object-communication attributes values ol
f functional 

communications Lf, 

F — a final set of algorithmic procedures of object property values change and 

object change, 

T — a discrete time scale. 

2. ODQL object queries language 

The object concept is complicated, as for the allocation of its properties and their 

values it is required to work both with object class properties, and with the 

properties received in inheritance. Therefore, an actual task is to introduce such a 

language, by using which a user could set objects of one class (or several classes 

with their communications), considering not only parameters and the properties of a 

class inclusion but also all the inherited properties. 

The SQL query language for RSUBD is evident, but is not objective. The ODMG 

group, being the founder of one of the OOBD technologies, developed the standard 

of the object OQL query language (see [3]). But, first, this technology does not 

pursue the aim of adaptive DB creation which will be able to change dynamically 

the data scheme, and secondly, the classes relations entered in it do not allow to 

describe adequately any discrete determined models, that is also the property of the 

DIM technology proved in the same place. Therefore, the object query language 

allowing to carry out manipulations with data to DIM is necessary. This language 

by means of the constructions must define precisely what we wish to allocate, and it 

must be simple enough in use to allow one to set visually the information which 

needs to be allocated with a small amount of clear constructions. 

The complete description of the ODQL language can be found in [3]. 

3. Problem definition 

The DB transformation from the existing DBMS to DIM puts a problem of data 

converting. 

As there are DBMS of different types, no uniform algorithm for data converting 

from any DBMS to DIM can be written, but it is possible to use the OD-model, that 

is, at first to transform the available DB to the OD-model, and then to use the 

available OD-model transformation algorithm to the structure of DIM DBMS, 

following the theorem of the static completeness described in [2]. 

The theorem of static completeness. 
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Any OD-model OD for any moment $t\in~T$ in it can be statically described by 

means of a scheme S of the DIM classes which is in a normal form. 

For transfer of the existing DB on DIM DBMS the program which can transform 

data from relational DBMS was created. Other types, such as: temporal, object-

oriented and object and relational, at the moment are at a testing stage. Such 

transformation requires two stages. At the first stage the DB is converted into the 

OD model. Then the model is converted into DIM DBMS. 

4. Algorithm of receiving display for any model and its 
realization 

For a start, it is necessary to receive a display for any model. The algorithm of 

receiving the display appears as follows: 

1. A series of queries for obtaining a list of the tables, the fields 

corresponding to them, communications among tables presented in DB, 

and also sets of the values which are available there, is carried out. 

2. The arrays which are responsible for the sets corresponding to sets of OD-

model are filled. 

5. Transformation algorithm of a relational DB to DIM DB 

The algorithm of receiving the display for a relational model looks in many respects 

similar to the general algorithm, but has some differences, namely, such an 

operation procedure: 

1. the query for obtaining the table list and the fields corresponding to them 

presented in a DB is performed; 

2. on the basis of the obtained data, the array which is responsible for a table 

name set of a transferable DB is filled up; 

3. the two-dimensional array is filled up (as it is necessary to compare the 

name of each field with the type corresponding to it) which is responsible 

for a field set of all tables (information about the name of fields and their 

type is registered in the array); 

4. a series of queries to tables for obtaining information about the data written 

down in their fields is performed(the data sets corresponding to each field 

are read out); 

5. the array which is responsible for a set of the values which are written 

down in the table is filled (each set is divided by a special tag to further 

distinguish sets from each other); 

6. a series of queries is performed to find out the existence of external 

indexes, therefore, of communications between tables; 

7. the array which is responsible for a set of communications among tables is 

filled. 
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As a result of the algorithm execution we receive a set of arrays containing 

information on a set of properties, objects and communications. On the basis of 

these data the model is formed which corresponds to the description of OD-model 

from which by means of a special program it is possible to receive a structure 

corresponding to the DIM DBMS metalevel. 

6. Converter 

The existing DB in DIM DBMS transfer requires creating the program which will 

be able to transform data from different types of DBMS, such as: relational, 

temporal, object-oriented and object-relational. Such transformation requires two 

stages. At the first one the DB is converted into the OD model, then the model is 

converted into DIM. 

It was developed the program "DIM DBMS Converter" whose first stage of work is 

data transformation from a relational DB to the OD model. 

The principle of converting in the OD model consists in data transfer from any 

DBMS in the general structure from which there is a transformation to DIM DBMS. 

For compliance to structure of the OD model the converter possesses an arrays set 

which emulate this model. Thus, when reading from DBMS all data are filtered at 

the program level and make the OD model (see section I) though they are not 

connected among themselves yet. Further, the algorithm is used in which these 

tables contact the relevant fields groups (as a rule, each group begins with the field 

"Id"). Next, the program analyzes fields names regarding partial coincidence, and, 

on this basis, it forms communications between the tables corresponding to this 

field. As in the existing DB there can be features of communications among tables, 

the user can preview and correct OD model elements. 

7. ODQL query generator 

As a drafting object query demands from the user the knowledge of objects classes 

and their communications that not always he knows precisely, the creation of an 

intellectual system which will ease queries creation in object DIM DBMS is 

necessary. We will call this system "ODQL query generator". 

The generator represents a set of components that help the user to visually orient in 

the structure of a DB and to make a query, using the interactive interface. For 

ensuring interactivity the system allowing to choose from the presented DB 

elements necessary for the user is used. At the initial stage the user chooses the 

necessary parameters, then specifies a class if such parameters meet at several 

classes. If necessary he specifies conditions for this choice. Also the user can 

specify at this stage, whether performance of the conditions connected with other 

classes or parameters of the chosen class is necessary. If necessary, the user is 

offered to choose with what classes or parameters he wants to connect query 

conditions, and the list of classes contains only those that are connected with the 

class chosen at the moment. Thus, in the system it is realized the possibility of the 
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additional conditions indication taking into account interrelations among the DIM 

DBMS elements. At the stage of drawing up a query it is controlled onto a 

correctness of required data, therefore the problem is solved with the creation of 

complex queries. 

The development of an intellectual system which allows to make queries for DIM 

DBMS in a form comfortable for the user was the result of the work. 

8. Conclusion 

As a result, the developed algorithms are used in the created "DIM DBMS 

Converter" program for transformation of relational DB to DIM DBMS DB. The 

converter was tested on Oracle DB and at the moment the program passes the state 

of registration. Also it was performed the comparative analysis of query 

technologies [4] and it is developed a software "ODQL query generator" [5], which 

allows to generate complex queries to the user who does not know all complex 

objects structure, but objects properties which need to be allocated. Thus, the 

objectives on creating effective remedies of the access to data DIM are reached. 
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Аннотация. В статье приводится обзор средств, используемых в объектной СУБД 

нового типа для повышения эффективности доступа к данным. Описываются 

особенности объектной СУБД DIM, основанные на использовании отношений классов 

объектов (как множеств объектов): наследования, включения, взаимодействия и 

истории и отношений объектов: наследования, внутреннего наследования, включения, 

внутреннего включения, взаимодействия и истории. Вводится описание предметной 

области при помощи объектно-динамической модели данных (OD-модели) и 

обосновывается полнота СУБД DIM для произвольной OD-модели. Описывается 

объектный язык запросов ODQL, позволяющий совместить сложность точного 

описания с простотой использования за счет введения двух уровней запросов. В целях 

выяснения наиболее эффективного способа обращения к СУБД DIM проводится 

исследование различных запросных технологий для этой среды, а также 

разрабатываются и реализуются механизмы для работы пользователей с ней. Для этого 

разрабатывается комплекс программных средств, необходимых для работы с СУБД 

DIM. Рассматривается разработка ПО «Генератор ODQL-запросов», который нужен 

для упрощения построения запросов к СУБД DIM без необходимости для пользователя 

в обязательном порядке знать синтаксис нового языка запросов. Рассматриваются пути 

решения проблемы конвертации данных из существующих СУБД в СУБД DIM. 
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Abstract. Microtask crowdsourcing implies decomposing a difficult problem into smaller 

pieces. For that a special human-computer platform like CrowdFlower or Amazon 

Mechanical Turk is used to submit tasks for human workers motivated by either 

micropayments or altruism to solve. Examples of successful crowdsourcing applications are 

food nutrition estimation, natural language processing, criminal invasion detection, and other 

problems so-called “AI-hard”. However, these platforms are proprietary and requiring 

additional software for maintaining the output quality. This paper presents the design, 

architecture and implementation details of an open source engine for executing microtask-

based crowdsourcing annotation stages. The engine controls the entire crowdsourcing process 

including such elements as task allocation, worker ranking, answer aggregation, agreement 

assessment, and other means for quality control. The present version of the software is 

implemented as a three-tier system, which is composed of the application level for the end-

user worker interface, the engine level for the Web service controlling the annotation process, 

and the database level for the data persistence. The RESTful API is used for interacting with 

the engine. The methods for controlling the annotation are implemented as processors that are 

initialized using the dependency injection mechanism for achieving the loose coupling 

principle. The functionality of the engine has been evaluated by both using unit tests and 

replication of a semantic similarity assessment experiment. 

Keywords: crowdsourcing engine; mechanized labor; human-assisted computation; task 

allocation; worker ranking; answer aggregation 
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1. Introduction 

Nowadays, crowdsourcing is a popular and a very practical approach for producing 

and analyzing data, solving complex problems that can be splitted into many simple 
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and verifiable tasks, etc. Amazon's MTurk1, a well known online labor marketplace, 

promotes crowdsourcing as the artificial artificial intelligence. 

In the mechanized labor genre of crowdsourcing, a requester submits a set of tasks 

that are solved by the crowd workers on the specialized platform. Usually, the 

workers receive micropayments for their performance; hence, it is of high interest to 

reach the happy medium between the cost and the quality. The work, as described in 

this paper, presents an engine for controlling a crowdsourcing process. 

The rest of this paper is organized as follows. Section 2 reviews the related work. 

Section 3 defines the problem of lacking the control software for crowdsourcing. 

Section 4 presents a two-layer approach for crowdsourcing applications separating 

the engine from the end-user application. Section 5 describes the implementation of 

such an engine. Section 6 briefly evaluates the present system. Section 7 concludes 

with final remarks and directions for the future work. 

2. Related Work 

There are several approaches for controlling the entire crowdsourcing process. 

Whitehill et al. proposed the GLAD2 model that, for the first time, connects such 

variables as task difficulty, worker experience and answer reliability for image 

annotation [1]. 

Bernstein et al. created the Soylent word processor, which automatically submits 

text formatting and rewriting tasks to the crowd on MTurk [2]. The paper also 

introduces the Find-Fix-Verify workflow, which had highly influenced many other 

researchers in this field of study. 

Demartini, Difallah & Cudré-Mauroux developed ZenCrowd, another popular 

approach for controlling crowdsourcing, which was originally designed for mapping 

the natural language entities to the Linked Open Data [3]. ZenCrowd is based on the 

EM-algorithm and deploys the tasks to MTurk. 

The idea of providing an integrated framework for a crowdsourcing process is not 

novel and has been addressed by many authors both in academia and the industry, 

e.g. WebAnno [4], OpenCorpora [5] and Yet Another RussNet [6]. 

However, the mentioned products are problem-specific and using them for 

crowdsourcing different tasks may be non-trivial. Moreover, that software do often 

force the only possible approach for controlling the process of crowdsourcing, 

which in some cases may result in suboptimal performance. 

2.1 Task Allocation 

Lee, Park & Park created a dynamic programming method for task allocation among 

workers showing that consideration of worker's expertise increases the output 

quality [7]. 

                                                           
1 http://mturk.com/ 
2 http://mplab.ucsd.edu/~jake/ 
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http://mplab.ucsd.edu/~jake/
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Yuen, King & Leung used probabilistic matrix factorization to allocate tasks in the 

similar manner that recommender systems do [8]. 

Karger, Oh & Shah proposed a budget-optimal task allocation algorithm inspired by 

belief propagation and low-rank matrix approximation being suitable for inferring 

correct answers from those submitted by the workers [9]. 

2.2 Worker Ranking 

Welinder & Perona presented an online algorithm for estimating annotator 

parameters that requires expert annotations to assess the performance of the workers 

[10]. 

Difallah, Demartini & Cudré-Mauroux used social network profiles for determining 

the worker interests and preferences in order to personalize task allocation [11]. 

Daltayanni, de Alfaro & Papadimitriou developed the WorkerRank algorithm for 

estimating the probability of getting a job on the oDesk online labor marketplace 

utilizing employer implicit judgements [12]. 

2.3 Answer Aggregation 

The answers are often aggregated with majority voting, which is highly efficient for 

small number of annotators per question [9]. Some works use a fixed number of 

answers to aggregate [5]. 

Sheshadri & Lease released SQUARE3, a Java library containing implementations 

of various consensus methods for crowdsourcing [13], i.e. such methods as 

ZenCrowd [3], majority voting, etc. 

Meyer et al. developed DKPro Statistics4 implementing various popular statistical 

agreement, correlation and significance analysis methods that can be internally used 

in answer aggregation methods [14]. 

2.4 Cost Optimization 

Satzger et al. presented an auction-based approach for crowdsourcing allowing 

workers to place bids on relevant tasks and receive payments for their completion 

[15]. 

Gao & Parameswaran proposed algorithms to set and vary task completion rewards 

over time in order to meet the budget constraints using Markov decision processes 

[16]. 

Tran-Thanh et al. developed the Budgeteer algorithm for crowdsourcing complex 

workflows under budget constraints that involves inter-dependent micro-tasks [17]. 

                                                           
3 http://ir.ischool.utexas.edu/square/ 
4 https://code.google.com/p/dkpro-statistics/ 

http://ir.ischool.utexas.edu/square/
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3. Related Work 

Hosseini et al. defines the four pillars of crowdsourcing making it possible to 

represent the crowdsourcing system C as the following quadruple [18]: 

C = (W, R, T, P). (1) 

Here, W is the set of workers who benefit from their participation in the process C, 

R is the task requester who benefits from the crowd work deliverables, T is the set of 

human intelligence tasks provided by the requester R, and P is the crowdsourcing 

platform that connects these elements. 

Unfortunately, there is no open and customizable software for controlling C. This 

problem is highly topical since using MTurk, the largest crowdsourcing platform, is 

not possible outside the U.S. making it interesting to develop an independent 

substitution that can be hosted. 

4. Approach 

The reference model of a typical mechanized labor crowdsourcing process is present 

at Fig. 1 and consists of the following steps repeated until either convergence is 

achieved or the requester stops the process: 

1. a worker requests a task from the system, 

2. the system allocates a task for that worker, 

3. the worker submits an answer for that task, 

4. the system receives and aggregates the answer, 

5. the system updates the worker and task parameters. 

 

Fig. 1. Reference Model 

4.1 Use Case Diagram 

Modern recommender systems like PredictionIO5 and metric optimization tools like 

MOE6 separate the application layer from the engine layer to simplify integration 

into the existent systems. In crowdsourcing, it is possible to separate the worker 

                                                           
5 http://prediction.io/ 
6 https://github.com/Yelp/MOE 

http://prediction.io/
https://github.com/Yelp/MOE
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annotation interface (the application) and the crowdsourcing control system (the 

engine) for the same reason. 

The use case diagram present at Fig. 2 shows two actors—the requester and the 

application—interacting with the engine. The application works with the engine 

through the specialized programming interface (API) and the requester works with 

the engine using the specialized graphical user interface (GUI). 

 

Fig. 2. UML Use Case Diagram 

4.2 Sequence Diagram 

The sequence diagram at Fig. 3 shows the interaction between those elements: a 

worker uses the end-user application that is connected to the engine that actually 

controls the process and provides the application with the appropriate data. 

 
Fig. 3. UML Sequence Diagram 
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5. Implementation 

The proposed system is implemented in the Java programming language as a 

RESTful Web Service using such APIs as JAX-RS7 within the Dropwizard8 

framework. The primary data storage is PostgreSQL9, a popular open source object-

relational database. 

5.1 Class Diagram 

The class diagram at Fig. 4 represents the crowdsourcing system as according to the 

equation 1. The Process class defines a system C and specifies how its elements 

W, T and A should be processed by the corresponding implementations of these 

interfaces. 

Particularly, an actual processor inherits that abstract class and implements one or 

many of the following interfaces: WorkerRanker, TaskAllocator, 

AnswerAggregator. The reason for that is the dependency uncertainty of each 

particular processor implementation that has been approached by the dependency 

injection mechanism10. 

 
Fig. 4. UML Class Diagram 

For example, an implementation of the majority voting technique, which is a 

popular approach for answer aggregation, should inherit the AnswerAggregator 

interface and provide the implementation of the aggregate method that returns 

an AnswerAggregation instance representing the aggregated answer for the 

given Task instance. In order to access the answers stored in the database, the 

corresponding data access object—AnswerDAO—should be injected. Since that the 

answers cannot be fetched without the correct process identifier, the corresponding 

                                                           
7 https://jcp.org/en/jsr/detail?id=339 
8 http://dropwizard.io/ 
9 http://www.postgresql.org/ 
10 https://jcp.org/en/jsr/detail?id=330 

https://jcp.org/en/jsr/detail?id=339
http://dropwizard.io/
http://www.postgresql.org/
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Process instance should be injected, too. Direct injection of Process to 

AnswerAggregator and vice versa causes a circular dependency. The cycle has 

been successfully broken by injecting a lazily initialized Process provider instead of 

its actual instance. 

On startup, the application configures itself with the provided configuration files, 

setting up the top-level Guice11 dependency injector. After establishing a database 

connection, a database-aware child injector has been created, because it is not 

possible to achieve during the framework bootstrapping stage. Then, for each 

defined process, the application initializes a child injector containing process-

specific bindings, and that injector is inherited from the database-aware one. 

Finally, the application exposes these processes by the RESTful API. 

5.2 Package Diagram 

The system is composed of several packages responsible for its functionality. Since 

that the Dropwizard framework is used, the most of boilerplate code is already 

included in the framework. However, such a sophisticated initialization requires 

additional middleware resulting in the package hierarchy represented at Fig. 5 

detailed in Table 1. 

 
Fig. 5. UML Package Diagram 

 

 

 

 

                                                           
11 https://github.com/google/guice 

https://github.com/google/guice
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Table 1. Packages 

Package Description 

mtsar Utility classes useful to avoid the code repetition. 

mtsar.api Entity representations. 

mtsar.api.sql Data access objects and object mappers. 

mtsar.cli Command-line tools for maintenance and evaluation 

tasks. 

mtsar.dropwizard Middleware for Dropwizard. 

mtsar.processors Actual implementations of the methods for controlling 

workers, tasks, answers. 

mtsar.resources Resources exposed by the RESTful API. 

mtsar.views View models used by the GUI. 

6. Evaluation 

The system functionality is tested using JUnit12. At the present moment, only classes 

contained in the mtsar.processors and mtsar.resources packages are 

provided with the appropriate unit tests. The continuous integration practice is 

followed by triggering a build on Travis CI13 for each change to ensure that all the 

unit tests have been successfully passed. 

In order to make sure the system works, the RUSSE14 crowdsourced dataset has 

been used (see [19] for details). The russe process has been configured to use the 

zero worker ranker that simply ranks any worker with zero rank, inverse count task 

allocator that allocates the task with the lowest number of available answers, and the 

majority voting answer aggregator (Fig. 6). Then, the workers, tasks and answers 

stored in this dataset have been submitted into the system via the RESTful API and 

the conducted experiment showed that no data have been lost during this activity 

and the engine does allocate tasks and aggregate answers correctly w.r.t. the chosen 

processors. 

                                                           
12 http://junit.org/ 
13 https://travis-ci.org/ 
14 http://russe.nlpub.ru/ 
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Fig. 6. Graphical User Interface 

7. Conclusion 

In this study, a crowdsourcing engine for mechanized labor has been presented and 

described among the used approach and its implementation. Despite the conducted 

experiment showing promising preliminary results, there are the following reasons 

for the further work. 

Firstly, it is necessary to conduct a field study, which was not possible due to the 

lack of time. Secondly, it is necessary to integrate state of the art methods for 

worker ranking, task allocation and answer aggregation into the engine to provide a 

requester with the best annotation quality at the lowest cost. Finally, it may be 

useful to extend the engine API and GUI in order to make it more convenient and 

user-friendly. 

The source code of the system is released on GitHub15 under the Apache License. 

The documentation is available on GitHub16 in English and on NLPub17 in Russian. 
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Аннотация. Краудсорсинг на основе выполнения микрозадач предполагает разделение 

исходной задачи на множество менее крупных. Микрозадачи выполняются на 

специализированных человеко-машинных платформах, таких как CrowdFlower и 

Amazon Mechanical Turk, за что участники процесса краудсорсинга получают 

некоторое вознаграждение. Среди успешных примеров применения краудсорсинга 

следует отметить решение задач по оценке калорийности пищи, обработке 

естественного языка, обнаружению незаконного проникновения на территорию, и 
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других «ИИ-трудных» задач. Существующие платформы для выполнения микрозадач 

являются закрытыми; для обеспечения качества результата разметки необходимо 

предпринимать дополнительные усилия по обработке данных. В данной статье 

представлен инструментарий для выполнения микрозадач с открытым исходным 

кодом, проведено описание архитектуры и деталей реализации. Инструментарий 

управляет всеми аспектами процесса выполнения микрозадач: осуществляет 

назначение заданий, оценку квалификации участников, агрегацию ответов и оценку их 

согласованности, а также включает иные подходы к обеспечению качества результата. 

Текущая версия инструментария реализована в виде трёхзвенной информационной 

системы, состоящей из уровня приложения с интерфейсом для участников, уровня Веб-

сервиса для управления процессом, и уровня хранения данных. Взаимодействие с Веб-

сервисом осуществляется при помощи программного интерфейса, построенного на 

основе архитектурного стиля передачи состояния представления. Методы управления 

разметкой реализуются в виде процессоров, инициализируемых при помощи 

механизма внедрения зависимостей для достижения принципа слабой связности 

системы. Работоспособность инструментария подтверждается наличием модульных 

тестов и успешным воспроизведением эксперимента по оценке семантической 

близости слов. 

Ключевые слова: краудсорсинг; механизированный труд; человеко-машинные 
вычисления; назначение заданий; оценка труда участников; агрегация ответов 
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Annotation. The article describes the purpose and capabilities of distance learning system 

«3Ducation», which is a part of the information space of SSAU School of Computer Science. 

The article also describes the architecture and structure of the system and all its constituent 

software components. «3Ducation» system has a client-server structure; it consists of a large 

number of subsystems, each of which solves problems of providing support for the system 

work and its interaction with other systems. On the server side there is a database and an 

application server installed, on the client side it is enough to install a small Unity Web Player 

plug-in and, using a web browser, navigate through the virtual space and surf the site as a 

virtual world 3D scenes are directly integrated into the HTML pages of the site. The server 

part of the system implements the MVC architecture (Model-View-Controller); it uses 

TCP/IP as the protocol of data exchange over the network. 

«3Ducation» system is based on two principles: the game approach and virtual worlds 

technologies. Virtual reality technologies allow to transfer the learning process into three-

dimensional space and make educational environment more interesting and learning process 

more fun. Efficient and stable work of the system is provided by game engine Unity3D (free 

version). Game approach implementing active methods of educational activities is aimed at 

increasing the interest of students, due to the introduction of the competitive element 

(encouragement for achievements) interest in self-education is constantly maintained and 

even increased. The system implements the capability of teamwork. 

Currently «3Ducation» system is implemented as a multi-user educational environment 

where students could work together to carry out learning activities, cooperating and 

communicating with one another, including using a mobile version of the system. The system 

provides a unified interactive way of access to information resources from both a teacher and 

a student side; with its help it is possible to increase the effectiveness of the acquisition of 

knowledge and skills (both individual and social). 
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1. Introduction 

Currently distance education (e-learning) is becoming increasingly popular, almost 

all educational institutions present their courses electronically and provide access to 

them online. Virtual educational systems present a relatively new kind of learning 

systems, which combines the features of traditional systems of training, e-learning 

environments and achievments in information technology. The e-learning 

environment is generally understood as "system-organized set of means of 

communication, information resources, communication protocols, hardware and 

software and organizational methods, designed to meet the educational needs of 

users" [[1]]. Virtual learning environments provide comprehensive methodological 

and technological support for distance educational process, including training, 

management of the educational process and its quality. 

Currently there are a lot of virtual and distance learning environments, but 

nevertheless there’s a relevant task of creating virtual environments which use 

modern information technology, such as virtual reality technologies that make the 

educational space more interesting and learning process more fun. Social studies 

indicate that the boundary between the virtual and real worlds is being erased. The 

advantages of the three-dimensional virtual space are derived from human 

perception of information. Up to 80% of the information about the world a person 

receives through sight which works more effective when the world it sees is more 

imaginative. Teachers know that a simple and obvious example is often more 

effective than strict theoretical calculations. The most popular educational resources 

on the Internet (eg, Khan Academy [[2[]) increasingly rely on video instead of text. 

Distance learning system «3Ducation» is built on two principles: 

 game approach, which aims to increase the interest of students by 

introducing interactive and continuous feedback, encouragement for 

achievements, teamwork capabilities and the presence of a competitive 

element to the system. 

 virtual reality involves the transfer of the learning process into three-

dimensional environment that allows you to remove the problems of the 

supply of educational material. This allows you to maintain and even 

increase the interest in self-learning, and thus enhances the effectiveness of 

training. 
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Combining the possibilities of advanced information technologies with teaching 

potential, it is possible to build an individual educational path for each student, 

taking into account his needs and features of information perception and processing. 

2. System architecture 

Distance gaming learning system «3Ducation», developed at the Department of 

Software Systems of SSAU, is based on client-server technology and is built on the 

three tiered architecture (Fig. 1). Server component of the system includes the 

server application and the database. The server application allows you to use the 

same logic in both desktop and mobile client. The client part of the system is simply 

a web browser, which is used to view pages on the server (user only needs to install 

a small plug-in Unity Web Player). 3D-scenes of the virtual world are integrated 

into the HTML-page, so the student can move through the virtual space as through 

the pages of the usual websites. The server part of the system implements the MVC 

(Model-View-Controller) architecture, which defines three levels: 

 level of presentation of portal’s web pages; 

 level of business logic and data access; 

 data level. 

 

Fig.1. System architecture. 
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The mobile client application provides all the basic functions of the basic version of 

the system. 

The network protocol TCP/IP is used as a network communication protocol. 

Controllers of behavior logic group serve the pages of the presentation group. The 

main component of the model (data level) is a database context; there is given a 

listing of all the essential classes included in the model, and all the controllers work 

with the database through it. 

1. Software for the organization and support of the system 

Distance learning system «3Ducation» is a client-server application which solves 

following tasks: 

 Creates a virtual learning space, based on information about the courses 

stored in the database. 

 Provides remote access to the virtual space; 

 Provides support for the creation and modification of training courses – 

allows the developer (the teacher) to create thematic courses (lectures), 

assignments, tests, etc. The database stores all the information about the 

training courses. 

 Provides support for the work of the system administrator and gives him 

the opportunity to keep the content of the system to date: update 

information on the users of the system, work with the achievements, fill the 

system with new information. 

The structural diagram of this system is shown in Fig. 2. All data required for 

system operation is stored in the database located on a server of the system. 
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Fig. 2. Structure of system. 

3.1 The server part of the system 

The server part of the training system includes a subsystem of educational content 

creation, which includes training courses editor, graphic editor for constructing a 

trajectory of training and test generator. 

Training courses editor (Fig. 3) is designed for the development and editing of 

training courses, it enables the teacher to fill the course with theoretical material 

(lectures, which are divided into paragraphs), individual 3D-tasks, tests (training 

and control). 

 
Fig. 3. Training courses editor. 
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Graphic editor for constructing (Fig. 4) a trajectory of training allows teacher to 

build learning paths based on the structure of training course after determining the 

relationship between the structural elements of the course and specifying the 

sequence of their study (passing). 

 
Fig. 4. Graphical editor of the course. 

Test generator enables the teacher to create templates of test tasks and adjust the 

structure of tests on a given topic (based on problem-oriented language), based on 

which a "stack" of typical tasks of different complexity will be automatically 

created. These functions are implemented in the editor of tests and test templates. If 

needed generated tasks and tests can be recorded in the database of SSAU School of 

Computer Science LMS built on the basis of LCMS Moodle, or saved in a 

Microsoft Office text file format (*.docx). The subsystem of test export is 

responsible for this. 

File subsystem is responsible for storing files needed for the system to operate in 

general. 

Networking subsystem provides support for joint passing of training courses and for 

training users of the system. 

Learning content import subsystem is used for the conversion of tests and lectures 

from the SSAU School of Computer Science LMS DB, built on the basis of LCMS 

Moodle, into the database of the distance learning system «3Ducation». 

Administration subsystem consists of three subsystems: subsystem of user 

achievements, which allows the system administrator to edit user achievements; 

subsystem of website content editing, which allows you to maintain site content 

relevance; users subsystem, which allows you to edit user accounts. 
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User achievements accounting subsystem is responsible for collection and saving of 

results of user’s learning, control of tasks completion, rewarding user with game 

achievements. In addition, the subsystem counts the game coins and rating of the 

student based on his activity. 

 

Fig. 5. Generator of tests and test templates. 

The authorization subsystem provides control of user data at the start of the system 

using a technology based on the technology of OpenID, interacting with automated 

information system (AIS) of SSAU School of Computer Science, which stores all 

users data of all the systems included in the information space of the School of 

Computer Science of SSAU. 

3.2 The client part of the system 

The client part of the system communicates with the server through the Internet 

connection protocol TCP / IP, and other protocol clients RUDP. It includes: 

 Unity-3D Engine, which built a virtual space system.  

 Subsystem of a virtual learning space creation includes a subsystem for a 

virtual space generation and visualization subsystem. Virtual learning 

space consists of two parts: a permanent and dynamic. Permanent part is 

represented in the form of the hall and includes a place of choice of the 

course from the list of courses available, as well as background information 

about the developers, the department and the university. The dynamic part 

is a set of connected rooms / corridors and is generated automatically based 

on the structure of the chosen course and rooms templates, which are 

loaded into the specific content. The visualization subsystem allows you to 
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visualize the virtual world rooms in different ways using a wide variety of 

shaders. 

 Subsystem of character selection allows user to choose an avatar, which he 

will drive in the virtual world. 

 Networking subsystem is designed to provide communication and data 

transfer between clients and servers. 

 Subsystem of interaction with the virtual world includes user’s character 

interaction with the objects of the game space logic, such as teleportation 

booth or information stand. 

 Subsystem of 3D-tasks creation allows the teacher to create customized 

three-dimensional tasks setting two sections of computer science, which 

will the student perform. 

 Control subsystem, which provides interaction of the mobile client with 

the server system. 

3.3 Software providing network communication for mobile client 
on Android and Windows Phone 

Currently the system «3Ducation» is implemented as a multi-user educational 

environment where students could work together to perform learning tasks, 

cooperating and communicating with each other, including using a mobile version 

of the system. 

Development of multi-user mode required changing and/or adding the following 

operating modes of the system: 

 support for joint passing of chosen course of study, 

 joint passing of test tasks in cooperative, competitive and team modes, 

 calculation of statistics of the learning process, 

 possibility of communication between the participants. 

During the development of the network part of the system the following main 

problems, inherent in mobile devices, have arisen and the following ways have been 

found to solve them: 

 device may have an unstable Internet connection: connection quality 

depends on many factors: signal strength, connection speed, the type of 

connection (Wi-Fi, 4G, 3G, Edge or GPRS). Solution: to use RUDP 

protocol for transmission of most data. 

 device can forcibly limit Internet connection: mobile devices are powered 

by batteries and have a small battery life. To increase this time, the OS 

developers and device manufacturers try to limit the consumption of one of 

the most "voracious" components – radio module. Solution: add 

mechanisms to suspend learning when connection is lost. 
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 the device can easily change the IP-address: if device uses the Internet via a 

cellular network, IP-address of the device depends on the base station of 

operator, which leads to the fact that when the reception conditions are 

poor or when the user moves it changes very often. A similar situation 

occurs when connecting/disconnecting the Wi-Fi network. Solution: to not 

take into account the IP-address of the user, for identification only use 

cookies and xsrf-token. 

4. Technological support of educational process 

Distance learning system «3Ducation» extensively use capabilities of virtual reality 

technology (Virtual Reality) or virtual worlds. The criterion for selecting the 

underlying technology was the possibility to integrate virtual worlds into the 

browser that would ensure the integrity of the system. After careful analysis the free 

version of the game "engine" Unity3D was chosen. Its creators (the company Unity 

Technologies [[4]]) describe it as "the most powerful free game engine". Level of 

graphical effects of Unity3D is superior to both O3D and X3D graphics, but much 

more valuable fact is its simplicity, convenience and stability. Graphic editor allows 

to quickly model the geometry of the scene, without having to write code. To import 

any resource it is enough to just move the appropriate file in the project folder. The 

big advantage of Unity3D is an impressive collection of ready resources - household 

items and character models with a ready and highly customizable code responsible 

for controls and movement of the camera. By using Unity3D engine system can be 

developed quickly and in full, avoiding non-obvious problems that can slow down 

or stop the work. 

4.1. Software development tools 

Software selected to develop the system includes the following technologies [[5]]: 

 development environment Microsoft Visual Studio 2010 and programming 

language C #; 

 technology of web application development ASP.NET 4.0; 

 framework ASP.NET MVC Frame-work 3.0; 

 data access technology Entity Framework 4.0; 

 database management system Microsoft SQL Server 2008; 

 server software IIS 7.5; 

 JavaScript-library ExtJS 4.0; 

 development environment Unity Editor 3.4; 

 three-dimensional graphics editor Blender 2.6. 
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4.2. Data storage and manipulation techonlogies 

One of the main functions of the system is processing and storage of data, as well as 

correct display of it when generating the virtual world. For these purposes the data 

access technology Entity Framework is used. It allows to automatically generate a 

database and all tables on the basis of essential classes created by developer and 

populate them with the original data, if it was determined. This technology monitors 

all changes, made during the development of system, on the code level and, if 

necessary, modifies the structure of the database. The choice of Entity Framework 

determined selection of DBMS: Microsoft SQL Server 2008 is also a part of family 

of technologies from Microsoft and ensures the correct work of the above functions 

better than other options. The data necessary for the operation of the system 

«3Ducation» is stored in the database. In addition, part of the data is stored on the 

server in the form of files. 

5. Team development of the system using git-repository 

The system «3Ducation» is being developed by a large team of developers, which 

obliges to use a version control system. After a comparative analysis of systems of 

this class version control system GIT has been selected, because it has the following 

advantages: 

 decentralization (the presence of a local repository containing full 

information on all changes, allows to maintain full local version control 

and "fill" in the master repository only fully authenticated changes); 

 good support of non-linear development; 

 efficient operation of large projects; 

 high performance and speed; 

 reliable system of audit comparisons and data validation based on the 

hashing algorithm SHA1 (Secure Hash Algorithm 1); 

 extensibility and configurability (there is a large number of graphical 

shells, which allow to quickly and accurately work with Git) [[6], [7]]. 

One of the extensions used in the repository is a simplified git-flow diagram (a 

general version of the diagram is shown in Fig. 6), which consists of master, 

develop and features branches. According to it the system «3Ducation» is being 

developed in several branches: 

 branch, which always contains only release versions, 

 branch, which stores the code between new releases, 

 a set of branches, each of which is reserved for only one development 

feature. 

Thus, the use of the version control system Git allowed to clearly organize the work 

of the development team to synchronize the development process and increase the 

reliability of the system. 
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6. Conclusion 

Distance learning system «3Ducation» is designed for middle and high school 

students learning basic course "Computer Science". The system provides a unified 

interactive way to access information resources for both a teacher and a student, it 

can help to increase the effectiveness of the acquisition of knowledge and skills 

(both individual and social). 

 
Fig. 6. General git-flow diagram 

References 

[1]. Koncepcii sozdaniya i razvitiya edinoj sistemy distancionnogo obrazovaniya v Rossii 

[The concept of creation and development of a unified system of distance education in 

Russia] – URL: http://www.e-joe.ru/sod/97/2_97/st064.html (date of the application 

02.06.2015). 

[2]. Oficial'nyj sajt Khan Academy [The official website of Khan Academy] – URL: 

http://www.khanacademy.org (date of the application 05.06.2015). 

[3]. Zelenko L.S. Virtual'naya real'nost' i igrovoj podhod kak osnovy postroeniya 

tryohmernogo obuchayushchego prostranstva [Virtual reality and game approach as a 

basis for constructing a three-dimensional learning space]. Materialy VIII 

http://www.e-joe.ru/sod/97/2_97/st064.html
http://www.khanacademy.org/


L.S. Zelenko et al. Software Tools for Organization and Support of Distance Learning Game System «3Ducation». 

Trudy ISP RAN /Proc. ISP RAS, vol. 27, issue 3, 2015, pp. 365-378 

376 

mezhdunarodnoj nauch-no-prakticheskoj konferencii «Innovacii v usloviyah razvitiya 

informacionno-kommunikacionnyh tekhnologij (INFO-2012)» [Materials of the VIII 

International scientific and practical conference "Innovation in the development of 

informational communication technologies (INFO-2012)"]/ under. ed. of V.G. 

Domrachev, S.U. Uvaysov. - M.: MIEM, 2012. - P. 56-59 (in Russian). 

[4]. Oficial'nyj sajt Unity3D [The official website of Unity3D] – URL: 

http://unity3d.com/company/ (date of the application 15.06.2015). 

[5]. Zelenko L.S., Zagumennov D.A. Principy razrabotki virtual'noj obuchayushchej sistemy 

«3Ducation» [Principles of the development of virtual learning system «3Ducation»]. 

Sbornik izbrannyh trudov VII Mezhdunarodnoj nauchno-prakticheskoj konferencii 

«Sovremennye informacionnye tekhnologii i IT-obrazovanie» [Collection of selected 

works of the VII International scientific and practical conference "Modern information 

technologies and IT education"]. Under ed. of prof. V.A. Sukhomlina. - M.: 

INTUIT.RU, 2012. - P. 326-333 (in Russian). 

[6]. About - Git [Electronic resource]. - http://git-scm.com/about (date of the application 

14.06.2015). 

[7]. Review of version control systems [Electronic resource]. - http://all-

ht.ru/inf/prog/p_0_1.html (date of the application 16.06.2015). 

 

Программные средства для организации 
и поддержки игровой дистанционной 
обучающей системы «3Ducation» 

 

Лариса Зеленко  <Zelenko.larisa.s@gmail.com>, 

Дмитрий Конопелькин  <dekanszn@gmail.com>, 

Виталий Иванов <arietis27@gmail.com>, 

Александр Григорьев <edspawn@gmail.com>, 

Александр Семенов  <alexandr.semenov.smr@gmail.com>, 

Михаил Савачаев <msavachaev@gmail.com >, 

Ефим Поберёзкин <efim@poberezkin.ru> 

Самарский государственный аэрокосмический университет (СГАУ),  

443086, Московское шоссе, Самара, Россия 

Аннотация. В статье описываются назначение и возможности дистанционной 

обучающей системы «3Ducation», которая входит в информационное пространство 

школы информатики СГАУ. Также рассматриваются архитектура и структурная схема 

системы и описание всех входящих в него программных компонентов. Система 

«3Ducation» имеет клиент-серверную структуру, она состоит из большого числа 

подсистем, каждая из которых решает задачи, обеспечивающие поддержку работы 

системы и ее взаимодействия с другими системами. На серверной части установлена 

база данных и находится сервер приложения, на клиентской части достаточно 

установить небольшой плагин Unity Web Player и, используя веб-браузер, 
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перемещаться по виртуальному пространству и просматривать страницы сайта, так как 

3D-сцены виртуального мира напрямую интегрируются в HTML-страницы сайта. 

Серверная часть системы реализует архитектуру MVC (Model-View-Controller), в 

качестве протокола обмена данными по сети используется протокол TCP/IP.  

Система «3Ducation» построена на двух принципах: игровом подходе и технологиях 

виртуальных миров. Технологии виртуальной реальности позволяют перенести 

процесс обучения внутрь трехмерного пространства и сделать обучающее 

пространство более интересным, а процесс обучения более увлекательным. 

Эффективную и стабильную работу системы обеспечивает игровой «движок» Unity3D 

(бесплатная версия). Игровой подход, с помощью которого реализуются активные 

методы педагогической деятельности, нацелен на повышение заинтересованности 

обучаемых, за счет введения соревновательного элемента (поощрения за достижения) 

постоянно поддерживается и даже увеличивается интерес к самостоятельному 

обучению. В системе реализуется возможность командной работы. 

В настоящее время система «3Ducation» реализована в виде многопользовательской 

образовательной среды, где учащиеся могли бы совместно выполнять учебные задания, 

кооперируясь и общаясь между собой, в том числе используя мобильную версию 

системы. Система обеспечивает единый интерактивный способ доступа к 

информационным ресурсам как со стороны преподавателя, так и со стороны 

обучаемого, с ее помощью можно повысить эффективность приобретения знаний, 
умений и навыков (как индивидуальных, так и социальных). 

Keywords: E-learning, gaming approach, technology of virtual reality, three-dimensional 

space, a web application, game engine Unity3D, database 
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Abstract. In the report the optimization of image similarity metric computation method for 

three dimensional vector video with general-purpose computations on graphical processor 

unit (GPGPU) is discussed. The use of stream processors in graphics accelerators and 

Compute Unified Device Architecture (CUDA) platform allows significant performance gain 

in comparison to calculations on general-purpose processors, while solving problems of 

computer vision and image similarity determination. The performance of the GPGPU metric 
value computation is measured and researched. 
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1. Introduction 

Video playback systems for three-dimensional vector format need to determine 

parameter types of shader programs contained in the video stream. This can be 

accomplished by creating profiles for each video source type. Profiling is resource-

intensive task and the calculations cannot be performed in real time while running 

the application for which the profile is compiled. The longest stage of the method is 

the metric calculation. The paper proposes to move its computation to graphics 

processing unit (GPU) in order to speed up the algorithm.  

2. Profiling method 

Method for automated profiling based on a comparison of images obtained with the 

original shader parameters and ones found after applying shaders with modified 

parameters. 
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For each shader it is necessary to find the correct types of values transmitted to its 

parameters. For implementation of stereoscopic effects, parameters containing 

projection matrixes are important. Thereby the problem is reduced to search such 

matrixes among parameters of the shader program. Parameters type search in the 

method is carried out by their search for each separate parameter. The assumption of 

correctness for the selected type is checked by similarity evaluation of images 

received from frame visualization of a video stream without modification of 

parameters and with modification of parameters according to the assumption made. 

The selected frame V of the initial video stream is modified by transform T(V, S) 

which changes set of shader parameters S concerning of which assumption was 

made about their certain type. The initial frame of V and the modified frame V’ are 

rasterized by R(V) resulting in two images I and I’ respectively. This images are 

represented by function of brightness in the given point I = fI(x, y). They are 

compared by using a metric. The result of applying this metric is the set D, 

consisting of two integral values, which are passed to the decision A(D): 

 D = {DB, DS}, (1) 
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where bm and Sm are the boundary values of the metric components. 

Metrics computing algorithm for two images processes raw data in a few steps. 

Under the original data we will assume two images obtained with initial 

visualization parameters Io and with modified visualization parameters Im. Two 

color histograms H(Io) and H(Im) are calculated from the original image by 

dispersion method. Initial evaluation of the distance between the images performed 

by using Bhattacharya distance DB(Ho, Hm). Second component of metric is 

specified by comparing sets of control points in the original image. Sets of control 

points Po and Pm, received from the image Im and Io, respectively, are used to 

calculate the distance DS(Po, Pm). Speeded Up Robust Features (SURF) method is 

used for point detection, the implementation of which is also available for GPU [1, 

2]. 

3. GPGPU implementation 

The architecture of modern graphics cards is designed for vector operations with the 

data in the form of multi-dimensional arrays. This allows to achieve high memory 

speed when using SIMD vector processors with independent L1 and L2 caches. In 

comparison to a general purpose processor, GPU has fewer steps and a smaller 

amount of the conveyors cache. Exchange of data between video memory and 

general purpose memory is implemented via the PCI-E x16 bus. The sample data in 
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the cache transfers through a 256-bit bus. As a result, the efficiency of scientific 

algorithms on the GPU depends on the efficient use of memory and cache [3]. 

The main purpose of the GPU method implementation is to minimize the number of 

data exchanges between video memory and general-purpose memory. 

Communication between the CPU and graphics core negatively affect performance. 

To reduce the data used by the various stages of the algorithm, it loaded into video 

memory only once. The result is also available in video memory for the following 

stages. The essence of the developed method is the efficient use of the cache and 

loading video streaming GPU cores uniformly. Transfer of resources between the 

stages of the algorithm is carried out through the video memory, as shown in Fig. 1, 

which speeds up processing using the GPU. 

 

Fig. 1. Data exchange between general-purpose memory and video memory. 

Images Im and Io are loaded into video memory for processing. On their basis 

histograms are calculated to find the first components of the metric using 

Bhattacharya distance. The same source images used by SURF algorithm to 

calculate set of points, which are used as the basis for the second component of the 

metric. Only calculated components of the metric unloaded from video memory to 

general-purpose memory. Their size is extremely small, and video memory reading 

will not stop the process of computing on the GPU, resulting in high performance 

parallel computing. 

4. Histogram computation 

Calculation of the metric component DB is performed by using the histograms H(IO) 

and H(IS) of corresponding images. The calculation of the histogram on the GPU 

can be performed using both classical shader programs, and using CUDA 

technology for general-purpose computation on the GPU. CUDA technology usage 

described in the works of Podlozhnyuk [4] and Shams [5]. These algorithms provide 

better performance than those based on the use of conventional means of graphical 
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programming interfaces, as shown by Nugteren et al. [6]. Work of Fluck [7] is an 

example of the second approach. 

Since the main objective is to accelerate the metrics calculation then most 

appropriate methods for histogram computation are based on CUDA. Such as 

method of Podlozhnyuk, that implemented in CUDA SDK. Method is cache 

effective and does not contain steps of data upload into shared memory that allows 

it to be integrated into the process of metric component calculation. 

In this method, the original data is divided into blocks between threads executed on 

the GPU. Output data stream is stored in individual histogram. In the final pass all 

histogram are combined by different threads into one. To efficiently use shared 

memory of streams each individual histogram is created in group of threads called 

rope. This allows to store histograms of a larger volume, up to 6 kilobytes on G80 

hardware architecture. 

Bhattacharya distance calculation based on the histogram for two sets of statistics. It 

is expressed by the following formula: 

 



n

i

imioB IHIHD
0

)()( , (3) 

where n - the number of the histogram elements.  

Calculation of histogram elements sums can be done by reduction of the initial data 

array on the GPU. It is proposed to use an optimized method of parallel reduction 

on CUDA, described by Mahardito et al. [8]. 

5. Key points detection 

The second component DS of the metric calculated with SURF algorithm [9]. With 

its help search is performed for two sets of points P and P’, available in the original 

and the modified frames, respectively. The value of component determined by the 

following expression: 

 

P

PP
DS

'
 . (4) 

SURF is one of the most common and efficient image points search algorithms. It 

used in automatic object recognition and tracking, video recording, panoramic 

image combining and in many other areas of computer vision. The algorithm can 

process images in HD resolution at more than 30 frames per second. 

SURF detects points by approximating the Hessian. Approximation performed by 

application of block filters to the image. It makes good use of the integral 

representation of the image II, which is determined by the following formula: 



А. А Цыганов. Ускорение создания профилей для трехмерного векторного видео с помощью GPGPU.  Труды 

ИСП РАН, том 27, вып. 3, 2015 г., с. 379-388 

383 

    





yjxi

ji

jiIyxII
,

0,0

,, . (5) 

The calculation of the integral image representation on the GPU is the longest stage 

of the SURF algorithm and can be implemented by the algorithm of the pyramid 

points as described in Terriberry et al. [10] 

Construction of the integral image is the task of the prefix sum. Pyramid algorithm 

offers a solution to this problem on the GPU in two stages. At the first stage, 

pyramid images constructed extending upward, each of which divides into four 

parts half the width and height than the previous level. Image content is determined 

by three components of U(k), H(k), V(k): 
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where k - level of the pyramid, x and y - coordinates of the image. 

It requires two half-sum of H (k) and V (k) to calculate the sum of the even rows and 

columns, using formula: 
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Using the obtained image pyramid, a reverse pass going from the top downwards. 

This value is used to calculate four different versions of the formula that depend on 

the parity argument. For even x and y 
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for odd x and even y  
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for even x and odd y 
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for odd x and y 

 

  

  .1,1

)
2

,
2

()
2

,
2

(

)
2

,
2

(,

1

11

1






























































yxU

yx
Y

yx
X

yx
WyxW

k

kk

kk

 (14) 

The values of the top-level assumed to be zero. 

Using the integral image, the key points are determined by searching the extremum 

of the Hessian determinant. Block filters used for this purpose as described by Bay 

et al. [9] Their GPU computation requires only 17 texture samples per pixel. Search 

for a local Hessian maximum can be made by the method of neighboring points 

3x3x3. 

Each found key point is described by the descriptor, which is a normalized vector 

calculated using filters similar to the Haar block filter for Hessian. Sets of elements 

P and P' are compared using descriptors, which calculates the value of DS with 

expression (4). 

6. Performance evaluation 

An experimental study with various sources of graphic information was carried to 

determine the performance gain of GPGPU implementation in comparison with the 

general-purpose processor implementation. Sources of graphical information were 

selected by statistics of streaming video services. 

The first series of experiments aimed at assessing the dependence of the duration 

profiling on the recording. The results are shown in Fig. 2. As can be seen, the work 

time increases insignificantly, since longer records contains almost no new shader 
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programs. However, there is a significant reduction in execution time by 8-12 times 

when using a GPU implementation.  

Composition of the shader programs in each application is heterogeneous. The main 

feature affecting the complexity of the specific shader program analysis is the 

number of its parameters of interest for the algorithm. To evaluate the impact of this 

amount on processing time for each shader program, a series of experiments was 

carried with same sources of image information, as in the previous case. 

The values are averaged over all shader programs with a given number of 

parameters of matrix type for a ten minute record. The results are shown in Fig. 3. 

 

 

Fig. 2. The diagram of time depending on the duration of the record. 

 

Fig. 3. Diagram of time depending on the number of parameters. 
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Number of recognizable parameters affects their recognition duration exponentially. 

Speed of data processing strongly depends on the complexity of video source 

rendering system. However, GPGPU calculations can reduce it by 8-12 times. This 

allows comparison of vector video frames and subsequent profiling on the terms 

that are acceptable to use these methods in practice. 
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Abstract. An establishment and spread of computer technologies has expanded the spectrum 

of non-mathematical problems that are suitable for algorithmic description and simulation, 

related to human creativity activity, art, in other words. Undoubtedly, various scientific and 

artistic works have their specific features and some common ones. The main point is that any 

art product is initially based on an intuition. The intuition of humankind, surely, relies in his 

experience. Nevertheless, this experience may obtain different nature. It can be acquired 

during rational, formal, and conscious studying of creativity specifics. However, the 

experience may be got by another way. 

Musical communication, its scales, intonations, or rhythms form in the mind some 

relationships, logical dependencies, which subject the certain laws and principles of melody 

organization. These accurate and clear patterns allow computer to take them into account, 

translate into commands, and simulate the process of music creation. 

In this paper the attempt of modeling composer’s functions on a computer is described. 

Modeling opuses on the basis of unification of musical rhythm and melody line allows 

providing computer music with given parameters of composition. Using the new approach 

leads to the results which differ from the predecessors and suggests new direction for further 

research and development in the sphere of computer art. 

Keywords: music creating, algorithm, computer music, harmony, artificial intelligence, 

generation, evolutionary algorithm, cybernetics, data analysis 
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1. Introduction 

1.1. Problematic area 

As man develops and explores new levels of technological progress, appearance of 

high-speed computers broadened the range of non-mathematical problems, allowing 

algorithmic description and simulation at the information level of processes related 

to human creative activity. The computer as a technological unit has evolved from a 
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simple calculator to a distributed system, supporting million non-recurring 

processes, sophisticated mechanism of artificial intelligence emulation, or a life 

support equipment. Essentially, Hi-Tech invades to every sphere of human activity, 

even to the complicated ones, related to nonlinear thinking and abstract mindset, 

like an art. 

Specifically, music as a piece of art is not a trivial product for being produced by 

computer as is requires integrity, variability, and harmoniousness. Generally, 

discussions about the definition of music are reduced to two contradictory 

definitions: “Music is the language of our emotions”, and "Music — a calculation of 

the mind, unsuspecting of these calculations" (Leibniz). Music is composed of 

elements and refined sequences of them that affects listeners’ perception and 

sensations. Moreover, man is able to differ melodic elements depending on their 

"pleasantness" of exposure. This acoustic "pleasantness" is easily amenable to 

analysis and explanation, while the simulation of these effects and machinery 

reproduction is still under investigation.  

1.2. Background observation 

The first attempts to use the information approach in the study of musical art are 

related to the achievements of classic statistical information theory. This theory in 

the classical Shannon version has had a purely technical orientation. It was designed 

for communications and was almost bounded by this area. However, in 1950-60 it 

began to rapidly penetrate into various research areas. 

One of the first statistical studies of music theory with the methods of information 

theory was undertaken in 1956 by American scientist Robert K. Pinkerton. In the 

article “Information Theory and Melody” [1] he questioned what makes a melody 

attractive; he discussed the issue in mathematical term. For that Pinkerton analyzed 

information theory in popular American tunes and children’s songs to determine the 

probability of individual notes and paired combinations appearance. Moreover, he 

calculated the entropy per one note and the information redundancy. Basing on the 

probability of two consecutive notes with a help of random selection, he was able to 

make few tunes, similar to analyzed ones. Unfortunately, most of them seemed to be 

monotonous and not attractive enough. This fact allowed scientist to admit that not 

only every single note conveys a certain amount of information but also that for 

obtaining “attractive” tunes some redundancy is needed. 

The same goal (making up new tunes by probabilistic selection) has become the 

basis of the study, named “The experiment in music song” [2], which was 

implemented in 1957 in the laboratory of computers at Harvard University. Several 

scientists analyzed excerpts from 37 hymns of different composers and epochs. 

Scientists used computer equipment for counting frequencies of all the individual 

elements as well as all combinations of two, three, and so on up to eight neighboring 

elements. But the discovery of statistical regularities was only the initial stage of 

their study. Basing on these results, scientists have tried to build a computer model 

for the creation of music. The resulting table of sounds probability and their 
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connections has been used for the synthesis of melodies via a random process. In 

total, scientists have made about 6,000 attempts of a synthesis, and created 

approximately 600 hymns. It should be noted that the calculations in this study were 

made without direct bearing on the mathematical apparatus of information theory. 

Incidentally, this is indirect evidence that the necessary and sufficient sought 

computational results can be obtained, limiting the methods of probability theory. 

Since then appeared a substantial amount of applications and systems that challenge 

computing technology in music composition. As the development in this area has 

started, many new theories and concepts appeared. Human taught computer basic 

aspects of music: sound synthesis, digital signal processing, sound design, sonic 

diffusion, acoustics, and psychoacoustics. The complex path of computer music 

investigation can be traced back to the origins of electronic music creation, and the 

first innovations and experiments with electronic instruments at the turn of the XX 

century. 

There is a big selection of systems that provide digital music. Some of them require 

human interruption to a greater extent, like those ones developed in 50s (CSIRAC, 

playing Colonel Bogey March [3], Ferranti Mark 1 computer (MUSIC I [5]), the 

biggest achievement of which were the incipience of algorithmic composition 

programs beyond rote playback. Some of concepts are more independent, like 

TOSBAC computer [6] which caused resonance in the area and became an origin of 

computer music carried out for commercial purposes in popular music (this has led 

to the use of computers in widespread in the editing of pop songs). For the current 

moment, the terms of “computer music” or “computer-generated music” are related 

to any music which uses computers in its composition (that implies a kind of music 

which cannot be created without the use of computers). 

Nowadays, intensive researches in the field of computer music creation are 

continuously carried out. Several mighty organizations are engaged (ICMA 1, 

IRCAM 2, SEAMUS 3) and some institutions of higher learning also. 

Besides scientific studies, the specialists and composers have also created some 

software solutions, which can be considered as basic concepts: topical for today and 

for contemporary computer music concepts. 

In the current context it is worth to mention widely known numerous experiments 

and studies of R. H. Zaripov.  For simulating the process of composing music, he 

has created several programs, which were based on different principles. At first he 

used the principle of synthesizing music from individual sounds; next he subdued an 

algorithm to certain structural, rhythmic, of pitch and harmonic laws [7, pp. 90-118; 

79]; then he treated musical pattern as well as poetic text [7, pp. 119-140]; finally he 

approached borrowing the most common melodic turns in intonation in order to 

create similar melody [8]. Furthermore, it was established program-harmonizer, 

                                                           
1 The International Computer Music Association 
2 Institut de Recherche et Coordination Acoustique/Musique (France) 
3 Society for Electro Acoustic Music in the United States 
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which imitates the process of solving the problem of melodies harmonization by 

students of music schools [7, pp. 141-175].  

1.3. Composition 

The method of new melodies composing plays vital role in concepts of computer 

music creation. Musical composition simultaneously relates to the notion of an 

original piece of music, to the structure of a musical piece, to the process of creating 

some new melody. In general, the composition consists of manipulation of each 

aspect of music (harmony, melody, form, rhythm, and timbre). When computer 

music is created, it usually means that new musical notation appeared as a result of 

improvisation or selection and completion of patterns but more often as a result of 

sophisticated algorithm operating. 

There can be roughly defined several common types of algorithms, basing on which 

exact instruments are used in a process of composing: 

 Mathematical models, 

 Knowledge-based systems, 

 Grammars, 

 Evolutionary methods, 

 Systems that learn, 

 Hybrid systems.  

The specificity of each type is clearly implied by its name.  

Currently, intensive and promising researches are undertaken in the fields of 

generative and evolutionary music. Also the improvisation as an efficient method of 

computer music making can be highlighted. 

1) Generative music: The original term was popularized by Brian Eno, 

English composer and well-known innovator in ambient music; it implies 

the music, which is created by a computer and appears to be constantly 

changing and different. For an explicit indication that some clarification is 

needed; according to R. Wooller [9], there are four primary interpretations 

of generative music: 

 Linguistic/structural: Music made up using analytic theoretical 

constructs, explicit as much as it is needed for generating structurally 

coherent material. The roots can be traced back to the generative principles 

in grammar of language and music, where generative instead refers to 

mathematical recursive tree structure.  

 Interactive/behavioural: Music created by a system component with no 

discernible musical inputs, i.e., “not transformational”. Example: engine 

Koan, developed by SSEYO. 

 Creative/procedural: Music composed as a result of processes set which 

are designed and/or set in motion by the composer. Examples of result: “In 

C” by Terry Riley and “Its gonna rain” by Steve Reich. 
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 Biological/emergent: Music which can be defined as non-deterministic, 

revolved around the idea of using "farming" parameters for creating 

different variation of sounds (such as wind chimes). Example: 

collaborative electronic noise music symphony “Viral symphony” by 

Joseph Nechvatal. 

2) Evolutionary music: This type of computer music is created using an 

evolutionary algorithm (a subset of evolutionary computation that is based 

on mechanisms of biological evolution, such as reproduction, mutation, 

recombination, and selection, and is aimed at optimization of processed 

essence). The whole process initiates with a set of individuals which 

produce audio (a piece of music, or melody, or loop): these can be 

generated randomly or produced by human mind. Then, through the 

repetitious taking steps of computation, this population becomes optimized, 

more sounding like a piece of customary music. As it is quite a 

complicated task for a computer to determine how exactly piece of art is 

sounding, typically the user or audience is used as fitness function 

(objective function that is used as a single figure of merit) of interactive 

evolutionary algorithm. Additionally, methods of evolutionary processing 

are commonly applied to harmonization and accompaniment tasks. 

It is worth noting, that research in the field of automated measures of 

musical quality, which can be implemented by a simple computer, is also 

conducted nowadays. Example: NEUROGEN software uses a genetic 

algorithm for producing and combining musical fragments and a set of 

neural networks (initial population of individuals is based of real music) 

[10].  

3) Computer-Aided Algorithmic Composition: The most common method of 

machine improvisation is a recombination of different musical phrases. As 

the resulting computer music has to be credible and nice-sounding, 

machine learning and pattern matching algorithms are inevitably used. That 

normally causes creating of variations “in the style” of original melody or 

pieces of music. 

Modelling the particular style is a complicated objective, it requires statistical 

handling, big data to some extent. The algorithm can use musical surface to 

distinguish key stylistic features. This approach uses terms of pattern dictionaries 

for subsequent generating the new audio. This long musical tradition was started on 

60s with Markov chains and stochastic processes. Nowadays lossless data 

compression for incremental parsing, pattern searching, prediction suffix tree and 

other new methods of data processing were added. 

The factor of convenient usage of natural interface, where the musician has no need 

for coding musical algorithms, leads to prevalence of such systems in live 

performances. 

Example: OMax, developed in IRCAM. 
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1.4. Main purposes and objectives 

It should be emphasized that the researches in the field of computer music creating 

and different generative, evolutionary, or improvisation approachess, the 

development of the original algorithm, and the grasp of the concept of intuitive 

human-computer interaction, which will allow to manage the process of music 

creating, pursue the same goal. The primary aim of the entire project is to create 

computer music generator which will be able to create melodies according to the 

settings, specified by user, but without actual interruption of user to the generation 

of melodic pattern. 

Undoubtedly, it is vital to perform specific objectives in order to reach the goal of 

the research. It seems to be important to clarify them in detail. The first objective 

will be accomplished by inventing an algorithm of computer music generating. 

Inevitably, it will be based on existing methodologies (generative, evolutionary), but 

it also has to be sharpened by the principle of flexibility and ability of changing 

according to adjustments, made by user. Next objective is to implement software 

shell, which will satisfy potential user and allow to manipulate melody relatively 

effortless and without necessity of code changing. Finally, output methods have to 

be elaborated: the way of music sounding is one of the most important things in the 

sphere of computer music creating. 

Essentially, there is can’t be any need to verify and prove what way of music 

creating is better, more efficient, of aesthetical: the traditional one, or the innovative 

variations. The interlinear mission of the whole work is to extend musical thinking 

or composition practice which is current computer-music practice. 

2. Methodology 

The destination of software which is able to produce music is to create the 

successions of musical tones that can be perceived as melodies, pieces of art. 

Considering a definition given by Alexander l. Ringer, “melody” is a pitched sounds 

arranged in musical time in accordance with given cultural conventions and 

constraints [11]. It can be noted that in some cultures rhythmic considerations may 

take precedence over melodic expression, so the cultural and regional context 

largely determines what exactly a human accepts as music. For example, Chinese 

and European perception of music differs a lot; this is due to many factors, in 

particular: the time of development of the national understanding of musical 

composition. 

According to ancient Chinese encyclopedic works Lüshi Chunqiu, the scale has to 

contain twelve tones. The situation differs for European music, which is younger 

and fully aligned with the Well-Tempered Clavier of Bach. Current paper 

corresponds to the European scale and standards of Western music. In this concept a 

pitch space includes octaves sized 12 semitones — this specific distance reflects 

physical distance on keyboard instruments, orthographical distance in Western 
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musical notation, and musical distance as measured in psychological experiments 

[9]. 

2.1. Tones and scale 

Tones, which construct a melody, equal to the sum of two semitones and hence 

referred to as a ‘whole tone’, usually perceived as a major 2nd; in equal 

temperament, the sixth part of an octave. As it is defined for European scale, the 

semitone seems to be the ration of the frequencies as 1 to the 12th degree of 2. Thus, 

the tone of particular note can be identified with function: 𝑓(𝑥𝑖) = √2
12

∗   𝑓(𝑥𝑖−1), 

where xi is a current note and xi-1 – the previous one. 

Tones are used in musical theory for calculating intervals, which inevitably appear 

“between” every two notes. Literally speaking, this circumstance affects a lot on 

how a person perceives a melody, whether he likes it or not, recognizes as music or 

not. 

The set of intervals is restricted; each of them has two vital characteristics: the 

amount of semitones and harmoniousness. Shortly, mostly used intervals can be 

presented in the following list: 

 Perfect unison, perfect octave — the best consonance; 

 Perfect fourth, perfect fifth — middle consonance; 

 Third (minor, major), sixth (minor, major) — imperfect consonance; 

 Second (minor, major), seventh (minor, major) — sharp dissonance. 

2.2. Harmony 

According to the New Grove Dictionary of Music and Musicians, harmony can be 

defined as combining of notes simultaneously, to produce chords, and successively, 

to produce chord progressions. The term is used descriptively to denote notes and 

chords so combined, and also prescriptively to denote a system of structural 

principles governing their combination [11]. Creating a harmonic and logical 

melody is a sophisticated task, which is complicated by a sufficient number of rules, 

restrictions, and preconditions. Important mention: “logical” in this context implies 

symmetry of melody, adherence to pre-defined rules, compliance with the 

restrictions, exactly. Logical construction of melody includes controlling what next 

note will be, where the start and the end of melody are, at what time the next 

transition can be performed. Existing tools can provide the solution of these 

important tasks. 

2.3. Petri nets 

Once an issue of polyphony is raised, the usage of Petri nets seems to be relevant. 

Creating computer music becomes more complicated if second (third, fourth, etc.) 

voice is added. Without proper synchronization, created music will become 

cacophonic.  
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The dynamic system can model a “Conductor”: like a conductor in real life, this 

model manages two or more musical threads. It is necessary to keep tracking of 

hitting the strong bit and maintaining mode and harmony. Due to what can this 

monitoring be achieved? 

 

 

Fig. 1 Example of timed petri net 

The key feature of timed Petri nets is a usage of limited execution time, which 

makes the transition disabled from occurring for the duration time; but it is fired 

immediately after becoming enabled. In the presented primitive net (see in Fig. 1) 

the time delay (or execution time) is 4 time units. In the initial state “Play” in 

enabled will therefore immediately fire, i.e., the token in A is consumed. Next there 

occurs a delay in 4 time units before the firing is complete and tokens are deposited 

into A and B. Now Play is again enabled and will again fire. 

Practical application of the concept can be demonstrated on the following example 

(see in Fig.2): in the first bar (Bar0) only one violin plays, next the second violin 

joins, then the first violin sounds together with two viols, finally, all instruments 

play together, and in the last bar the first violin is again sounding lonely (see the 

information about tokens motion in table I). This example can provide 

representation of how actual conductor deals with four different musicians. 

 

 

Fig. 2 Example of timed Petri net, model “Conductor” 
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Table I. Chronology of tokens motion 

 Violin Violin2 Viola Viola2 

<initial> 

(Bar0) 
1 0 0 0 

trans1 

(Bar1) 
1 1 0 0 

trans2, trans3 

(Bar2) 
1 0 1 1 

trans1 

(Bar3) 
1 1 1 1 

trans0, trans5, trans6 

(Bar4) 
3 0 0 0 

Within the scope of current paper only monophonic melodies will be considered; 

but usage of timed Petri nets stays suitable for the project, perspectively. 

3. Two-step harmonious computer music creation algorithm 

The process of creating computer music with a melody as a resulting form can be 

divided in two phases: first, computer constructs durational pattern of melody, then, 

it is filled with tones. 

3.1. Durational pattern construction 

A typical melody is a combination of pitches and rhythm. It is not essential what 

element of combination will be created first; in the current work it will be the 

rhythm. 

All rhythmic units can be classified as (see in Fig. 3): 

 Metric — even patterns, such as steady eighth notes or pulses; 

 Intrametric—confirming patterns, such as dotted eighth-sixteenth note and 

swing patterns; 

 Contrametric—non-confirming or syncopated patterns; 

 Extrametric—irregular patterns, such as tuplets. 

The realization of each kind of rhythmic units becomes possible with a proper 

standardization of a variety of notes durations. In this way, for every duration 

(eights, pulses) the time is given: exact amount of seconds, for which a single note 

with this duration sounds. This parameter (the time) can be accordingly changed if a 

tempo of the whole melody is changed.  
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Fig. 3  Rhythmic units 

By creating durational pattern, a program complies with necessary restrictions, like: 

an overall sum of beats doesn’t exceed time (meter) signature. It also avoids 

syncopation for the first and last beats of pattern and adheres to the principle of 

symmetry. 

Durational pattern of musical compositions appears to be holistic and logical if it 

uses principles of symmetry and repetition. Like in poems, rhythmical phrases have 

to alternate. By this reason, algorithm considers the amount of bars, which have to 

be filled with various durations, and constructs an alteration of several rhythmic 

patterns, just as if it comes to the rhyme in the poem. The process is organized in the 

following way: A, B, C, D – rhythmical phrases, the combination of several 

durations, overall amount of which doesn’t exceed time signature. Program 

generates from 1 to 4 different phrases and constructs the durational pattern like a 

poem, using one of the six schemes (each named by similar rhyme scheme), 

described in Table II. 

Table II. Rhythm schemes 

Name of scheme Phrases alternation (for 4 bars) 

Alternate A B A B 

Enclosed A B B A 

Monorhyme A A A A 

Rubaiyat A A B A 

Simple 4-line A B C B 

Clerihew A A B B 

After 4 bars of durational pattern are constructed, program deals with next ones, 

using the same rhythmic scheme or another one. 
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Here is a short example of how algorithm creates durational pattern for eight bars 

with time signature  or 
𝟒

𝟒
 in Table III (here only metric patterns are used in order 

to facilitate understanding). 

Table III. Example of durational pattern constructing 

Rhythmic phrase ‘A’ 
Crotchet + Quaver + Quaver + 

Crotchet + Crotchet 

Rhythmic phrase ‘B’ 

Quaver + Quaver + Quaver + 

Quaver + Quaver + Crotchet + 

Crotchet 

Rhythmic phrase ‘C’ 
Quaver + Crotchet + Quaver + 

Quaver + Crotchet + Quaver 

Rhythmic phrase ‘D’ 
Crotchet + Quaver + Quaver + 

Minim 

Chosen scheme(-s) 

Alternate (using phrases A,B) + 

Simple 4-line (using phrases A, 

D, C) 

Resulting scheme A B A B A D C D 

Bar 1 

 

Bar 2 

 

Bar 3 

 

Bar 4 

 

Bar 5 

 

Bar 6 

 

Bar 7 

 

Bar 8 

 

https://en.wikipedia.org/wiki/File:Commontime_inline.png
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3.2. Melodic pattern construction 

The basis of this part of the algorithm lies in the rules of harmonic melody 

construction (rules will be explained further). 

In mathematics, there is one key rule: a plane can be described through three points. 

Literally saying, the whole two-dimensional surface, a flat, that contains endless 

amount of points, can actually be defined by only three of them. A figure “3” has 

significant in a context of music creating also. Three notes form a chord, which 

determines vital characteristics of musical composition: whether it is major of 

minor, harmonious or disharmonious. As it is needed to create harmonious 

melodies, chords can be uses as basic elements, sequential playback of which is 

finally a musical canvas. 

Back to the Western music: it occurs that this concept is a product of two subjects, 

harmony and counterpoint (voice leading). The first discipline appoints the 

acceptable chords, which sound simultaneously or successively. The second one 

connects the individual notes in a series of chords so as to form simultaneous 

melodies. According to Dmitri Tymoczko, composer and music theorist, these key 

features “facilitate musical performance, engage explicit aesthetic norms, and 

enable listeners to distinguish multiple simultaneous melodies” [12]. 

This researcher has developed an interesting model of melody’s motion analysis. He 

supposed that there can be a geometric shape which can represent all possible notes 

and their combinations. This shape is an orbifold (see in Fig. 4) — that is the space 

of unordered pairs of pitch classes. The orbifold is singular at its top and bottom 

edges, which act like mirrors. In this way, and melody or voice leading between 

pairs of pitches (or pitches classes) can be associated with a path on the picture. And 

as it follows, consonant chords of traditional Western music can be connected by 

efficient voice leading, visualized on this shape. There are a lot of sophisticated 

nuances and features in the description of this model, which can be unclear for 

uninitiated reader. The most essential conclusion is that, after all necessary 

investigations, researcher has proved that most of famous classical melodies subject 

to common rules: they consist of symmetrical voice leadings, which can be easily 

traced with orbifold. This rule applies for canonical music, hence, it can be inversed. 

The aim of this part of algorithm in the current project is to use inversed rule and 

build a melody, basing on harmonious permutations and combinations.  



Софья Латкина. Двухшаговый генератор гармоничных мелодий. Труды ИСП РАН, том 27, вып. 3, 2015 г., c. 

389-406 

401 

 

Fig. 4  Orbifold 

For the particular objective simplified shape can be considered. It is a cube with 

eight vertices: for each pitch in octave and one for the first one of the next octave 

(see in Fig. 5). This cube is carried out specifically for Cdur. 

 

Fig. 5 Cube of pitches sequences constructing 

The essence of this method is that program constructs a melody by moving along 

the edges: from one vertex to another. These movements are caused by the chords; 

program is trained to use the most harmonious ones, vary sequences, and always 

resolve to the tonic. How exactly does it work? It would be rational to explain the 

approach with an example: 

0. A program has already defined durational pattern so this is not an issue 

anymore; 

1. Program appoints C (tonic) as the first pitch; 

2. Program chooses next pitch from E, G, and D. This can result in intervals: 

major third, quart, or major second. Program chooses G; 
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3. Program chooses next pitch from H, A, or C. Only one option can result in 

chord, so program chooses A. End of iteration (triad is done); 

4. Program chooses next pitch from D, G, or C of the next octave. Program 

chooses D; 

5. Program chooses next pitch from C, A, and F. This can result in intervals: 

minor third, major second, or fifth. Program chooses F; 

6. Program chooses next pitch from D, E, or C of the next octave. Program 

chooses E. End of iteration (triad is done); 

7. Program chooses next pitch from C, F, or H. Program chooses H; 

8. Program chooses next pitch from G, E, and C of the next octave. This can 

result in intervals: major third, minor second, or the fifth. Program chooses 

G; 

9. Program chooses next pitch from C, H, or A. Option “C” is an optimal 

finishing for harmonic melody generation. End of iteration; 

10. Next iteration… 

One of the key limitations for this endless process is to return to the tonic at the end 

of voice leading. The entropy of melodic pattern can be increased if it is allowed to 

move not only along edges (those ones which are drawn on the picture). But the 

principle has to stay unchanged: the motion considers chords and gives priority to 

the consonant ones. 

Program picks an amount of pitches which corresponds the durational pattern 

created earlier. At the final stage algorithm creates and object: melody, which 

consist of notes (objects with appropriate properties: tone and durations). This is the 

end of algorithm work. 

4. Conclusion 

The problem of this paper is considered upon the problem of creating music by 

computer, which sounds rhythmically and harmonically and appears to be received 

as a complete melodic pattern without actual interruption of humankind. Its 

specifics is related to the consonantly sounded melodies, to simplicity of 

construction algorithm, and to its flexibility: in a case cancelation of some of 

limitation, program will provide qualitatively different piece of art, hence, the 

ability of computer improvisation can become unlimited within the scope of this 

project while the final produce stays holistic. 
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Аннотация. Появление и развитие компьютерных технологий в наши дни значительно 

расширили спектр решаемых нематематических проблем, которые позволяют 

применять алгоритмическое описание и программную симуляцию к областям, 

связанным с творческой функцией человека, иначе говоря, искусством. Несомненно, 

различные научные и творческие работы обладают как своими спецификами, так и 
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общими качествами. Основной идеей является то, что каждый результат творческой 

работы в определённой степени базируется на интуиции автора. В свою очередь, 

человеческая интуиция опирается на опыт субъекта, который может иметь под собой 

различную природу. Он может быть получен в результате рационального, 

формального, либо сознательного подхода к изучению той или иной специфики 

музыкального искусства. Но также он может быть извлечён из иных источников. 

Музыкальные связи, их ладовые, интонационные или ритмические разновидности, 

формируют в воспринимающем их сознании определённые отношения, логические 

зависимости, которые подчиняются единым правилам и принципам музыкальной 

организации. Эти чётко определённые и понятные шаблоны поведения позволяют 

компьютеру воспринять их, перевести на язык команд и симулировать на их базе 

процесс создания нового музыкального произведения. 

В данной работе рассматривается моделирование функции композитора на 

современном персональном компьютере. Моделирование опусов на базе объединения 

музыкального ритма и мелодической линии позволяет создать компьютерную музыку с 

заданными композиционными параметрами. Использование нового подхода приводит 

к результатам, отличающимся от предшественников и предполагающим новую область 

для исследования и разработки в сфере искусства, творимого компьютером. 

Ключевые слова: создание музыки, алгоритм, компьютерная музыка, гармония, 

генерация, кибернетика, анализ данных. 

DOI: 10.15514/ISPRAS-2015-27(3)-28 

Для цитирования: Латкина Софья. Двухшаговый генератор гармоничных мелодий. 

Труды ИСП РАН, том 27, вып. 3, 2015 г., стр. 389-406 (на английском языке). DOI: 

10.15514/ISPRAS-2015-27(3)-28. 

Список литературы 

[1]. R. Pinkerton. Information Theory and Melody, Scientific American, vol. 194. #2, pp. 77-

86, 1956. 

[2]. F. Brooks, A. Hopkins, P. Neumann, W. Wright. “An experiment in musical 

composition”, IRE Transactions on Electronic Computers, vol. EC-6, № 3, pp. 175–182, 

1957. 

[3]. P. Doornbusch, The Music of CSIRAC, Melbourne School of Engineering, Department 

of Computer Science and Software Engineering, Ed. Melbourne, Australia: Common 

Ground, 2005. 

[4]. J. Fildes, “'Oldest' computer music unveiled”, BBC News, Dec. 2008, retrieved Dec. 4, 

2013. 

[5]. V. Bogdanov, All Music Guide to Electronica: The Definitive Guide to Electronic 

Music, Russia: Backbeat Books, 2001 

[6]. T. Shimazu, “The History of Electronic and Computer Music in Japan: Significant 

Composers and Their Works”, Leonardo Music Journal (MIT Press), vol. 4, pp. 102-

106, 1994. 

[7]. Р. Зарипов, Кибернетика и музыка. Наука, 1971. 

[8]. Р. Зарипов, Продукционная система в музыке. Известия АН СССР. Техническая 

кибернетика, том 2, стр. 207-216, 1987. 



Софья Латкина. Двухшаговый генератор гармоничных мелодий. Труды ИСП РАН, том 27, вып. 3, 2015 г., c. 

389-406 

405 

[9]. R. Wooller, A. Brown, “A framework for comparing algorithmic music systems”, in 

Symposium on Generative Arts Practice (GAP), 2005. 

[10]. P. M. Gibson, J. A. Byrne (1991) NEUROGEN, musical composition using genetic 

algorithms and cooperating neural networks. [Online]. Available: 

http://ieeexplore.ieee.org/xpl/articleDetails.jsp?reload=true&arnumber=140338. 

[11]. The New Grove Dictionary of Music and Musicians, 2nd ed., S. Sadie, Ed., J. Tyrrell, 

Ed. Oxford, UK: Oxford University Press, 2004. 

[12]. D. Tymocsko (2006) The Geometry of Musical Chords. [Online]. Available: 

http://www.sciencemag.org/content/313/5783/72.full.   

[13]. D. G. Loy, The Music Machine: Selected Readings from Computer Music Journal, 

Roads, Curtis, Ed. Cambridge, USA: MIT Press, 1992. 

[14]. Б. Варга, У. Димен, Е. Лопариц, Языка, музыка, математики. Мир, 1981. 

 

 


