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IHpeaucaoBue

YerBepthlit Bbimyck 26-ro TomMa Tpynos MCII PAH mnocsdiieH ympaBieHUIO
JaHHBIMH, 00pabOTKe M aHaIM3y JAHHBIX. B HEpBBIX YETHIPEX CTAThSX BBIIYCKa
ONKUCHIBAIOTCSI ~ HEKOTOpPBIE  PE3yJbTaThl  HCCIEIOBaHMM,  BBINOJHEHHBIX
corpyaaukamu otaena Mapopmannonnsix cuctem VCIT PAH B 2014 1.

Crenyrome JBe CTaTbU COAEPXKAT  paCHIMPEHHBIE  TEKCThl  JOKJIAJIOB,
NPE/ICTaBICHHBIX aBTOPAaMH Ha KOH(QEpeHLIMH 10 TeMaTHKe 0a3 NaHHBIX H
uapopmanronnsix cucrem SYRCoDIS 2013  (http://syrcodis.ispras.ru/2013/), u
3aBEpIIAIOT BBIMYCK TPH CTAaThbH C pPACIIMPEHHBIMH TEKCTAMU JOKIAaJOB Ha
KoHpepeHIMH Mo TemaTuke HH(opMarmoHHoro moncka RuSSIR YSC 2013
(http:/fromip.ru/russir2013/section.php?id=149). B OpTaHU3aIHN ITHX
KoH(epeHIni 1 X padoTe MPUHUMANH aKTHBHOE ydacTue cotpyxauku MCII PAH.

C.A. Ky3neuon
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ABTOMaTM4YeCcKoe nsBnevyeHme TepMUHOB U3
KONMeKunn TeKCTOB npeamMmeTHou obnactu ¢
nomouwbio Buknnegumn

H.A. Acmpaxanyes <astrakhantsev@ispras.ru>
HCII PAH, 109004, Poccus, e. Mocksa, ya. A. Conxcenuysina, oom 25

AHHOTanMsi. ABTOMaTHYECKOE U3BJICUCHUE TEPMHUHOB SIBISIETCS BaKHOI 3amadeil BO MHOTHX
MPUIOKEHHSX, CBA3aHHBIX ¢ 00pabOTKOI TEKCTOB MpeaMeTHOH obnacT. B HacTosmee BpeMs
CYIIECTBYET MHOXECTBO METOJOB H3BICYEHHS TEPMHHOB, OJHAKO OHH HEIOCTaTOYHO
MOJHBIM 00pa30M HCIOIB3YIOT BHEIITHUE PECYPCHI, B YACTHOCTH — HHTEPHET-IHIUKIONEIHNIO
Bukunenust. Kpome Toro, cymecTByIoOmie METObI CHIBHO 3aBUCAT OT SI3bIKA U MPEIMETHOH
0o0acTH BXOJHOM KOJUISKIIMH TEKCTOB. B maHHON pa0oTe mpemmaraioTcst IBa HOBBIX
npu3Haka: «BeposTHOCTH OBITh THIIEPCCHUIKOM» — HOPMAaJM30BaHHAs 4acTOTa, ¢ KOTOPOH
KaHIUIaT B TEPMHHBI SIBISICTCSl THIEPCCHUIKOM B cTaThsix Bukumemnu; m «biamszocts k
KJTIOYEBBIM KOHIIETITAM» — CpeiHee apu(pMEeTHIeCKOe 3HAUYCHUH CEMaHTHIECKOH OIM30CTH K
KJTIOYEBBIM HOHSATHSM 33aHHOW MPEAMETHOH 00JacTH, OIpeieNsieMbIM aBTOMAaTHUECKH Ha
OCHOBE BXOJHOW KOJUICKIIMM TEKCTOB MpeAMETHOH obmactu. Tarxke B HaHHOW paboTe
HpeUIaraeTcs HOBBI aBTOMATHUECKUH METOJ H3BIECYECHHS TEPMHHOB, OCHOBAaHHBIM Ha
ITOPUTME YaCTUIHOTO OOYUeHHS W He TPeOyIomMi pa3sMeYeHHBIX JaHHBIX. Cxema mMerona
coctouT B u3BineueHun Jydmmx 100-300 xaHOMIATOB, MPUCYTCTBYIONIMX B Bukumnemuw, c
MOMOIIBIO CIIELMAIBHOTO METO/a U TOCIEAYIOLIeM HCIIOIb30BAHUM 3THX KaHIUIATOB Kak
MOJIOKUTENBHBIX TPUMEPOB [UIsl MOCTPOCHUST MOJENM AIropuT™Ma oOydeHHs Ha OCHOBE
MOJNIOKUTENBHBIX M HEpa3MEUYEHHBIX INpuMepoB. [IpoBeieHHOE HKCIIEPHMEHTAIBHOE
HCCIIeIOBaHME Ha 4YETHIPeX IPEIMETHBIX o0NacTsaX (HacTOJBbHBIE WIPHI, OHOMEAWIIMHA,
MH(OpPMATHKa, CEIBCKOE  XO3fICTBO) IIOKA3BIBAIOT  3HAYUTENHHOE IIPEBOCXOJCTBO
MPEUTOKEHHOTO METOIa M €r0 He3aBUCHMOCTh OT MPEIMETHOH 00JacTh: CpemHssl TOYHOCTD
BO3pocia Ha 5-17% 1o cpaBHEHHIO C JTyUIIHM H3 CYIIECTBYIOIIIX METOOB Ul KOHKPETHOTO
Habopa JaHHBIX.

KinroudeBble cJjioBa: WH3BICUCHHE TepMHHOJIOrMM; Bukunenus; oOydyeHHMe Ha OCHOBE
MOJIOKUTENBHBIX M HEPa3MEUCHHBIX IPUMEPOB.

1. BeedeHue

ABTOMAaTHYECKOE U3BIECYCHHE TEPMHHOB, TO €CTh CIOB M CIIOBOCOYETAHUH,
0003HaYAIONIMX OTpeIeIEHHbIC TIOHATHUS 3aIaHHOW MPEAMETHON 00JaCTH, SIBIISETCS
BOXHBIM JTallOM BO MHOTHX 3ajadaxX, CBS3aHHBIX C O0OpabOTKOH TEKCTOB
npenMeTHo obOsactu. K TakuM 3amagamM OTHOCSITCS, HampuMep, MOCTPOCHHE H
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oborameHne TIJIOCCapueB, Te3aypycoB WM OHTonorui [l], wHOpMAIMOHHBII
mouck [2], w3BieueHue wuHpOpMarmu [3], KaaccubuKaiMs W KIACTCPH3ALUS
JNOKYMeHTOB [4] u T. 1.

K macrosmemy BpeMeHH pa3pabOoTaHO MHOKECTBO METOIOB aBTOMAaTHYECKOTO
W3BJICYCHHSI TEPMUHOB, OTHAKO, KaK I BO MHOTHX JIPYTHX 3a7adaX aBTOMAaTHIECKOH
00paboOTKN TEKCTOB, OOJNBIIAS YacTh METOMOB CYIIECTBEHHO 3aBHUCHT OT SI3bIKAa U
NpeJIMETHONW 00JIaCTH BXOAHBIX TEKCTOB, YTO E€CTECTBEHHBIM O00pa3oM Cy)Kaer
MPaKTUYECKYI0 TPUMEHUMOCTb METO/IA.

Kpome TOro, HWCTOYHHKOM JaHHBIX B OOJBIIMHCTBE METONOB SBISETCA
UCKITIOYUTEIBHO KOJJIEKIMS TEKCTOBBIX JIOKYMEHTOB NpEIMETHOH 00iacTH.
Hekotopele MeTOnBl Takke MCHOJIB3YIOT BHEIIHHE PECYpCHI, Takhe KakK Koplyca
TEKCTOB JIPYTMX HPEAMETHBIX 00JacTeld, IOMCKOBBIE MAallIWHBI MM OHTOJIOTHH,
CO3/1aHHBIE IKCIIEPTaMH, OJJHAKO BCE 3TU pecypchl 0071aJaeT CBOMMHU HEOCTaTKaMH.
Tak, BHEIIHHE TEKCTOBBIE JOKYMEHTBI, B TOM 4YHCJIEC HaiJeHHbIE MOMUCKOBBIMH
MalllMHAMM, JIMIIEHBl CTPYKTYphl W  TO3BOJIIOT  MCIHOJB30BATh  TOJNBKO
CTaTHCTHYECKYI0 MH(OPMALMIO O BCTPEYAEMOCTH CJIOB M CJIOBOCOYETAHUH BHE
paccMaTpUBacMOi MPEIMETHON O00JIaCTH;, HCIOJNB30BAHUE CICIMATH3UPOBAHHBIX
OHTOJIOTHH, Hampumep LeHHON oHTONMOrMM [5], MPAaKTHUECKH HCKIIOYAET
BO3MOKHOCTH TIEpeHOCa METOIa Ha IPyTHe MpeIMETHhIe 00JacTH; YHHUBEPCAIBHBIC
ontonorun, Hanpumep WordNet [6] wmu PyTes [7], obnanaroT MamsiMm 0O0beMOM
(mopsimka 100-150 TBIC. TEPMHHOB) W TOKPBHIBAIOT JHUIIL CaMmble OOIINE MOHSTHUS
MPEIMETHBIX 00JacTeil.

YKa3aHHBIX HEOOCTAaTKOB JIMIICHA MHOTOS3BIYHAS HMHTEPHET-IHIIUKIONEIUSL
Buknmemus'. OHa COXEPKHT CTPYKTYPHYIO MHMOPMAIHMIO B BHIE COOTBETCTBHS
cTaTell MOHATHAM PEaJbHOTO MHPA, a TAKXKE B BHJIE TUIICPCCHUIOK MEXKITy CTAThSIMU;
Buxurmenns exeIHEBHO TOIONHICTCA COOOIIECTBOM IONIb30BATENICH, 00Iamaet
OueHb OOJIBIIMM pa3MepoM (aHTTHHCKas BEpCHs HACUUTHIBaeT Oojee 4.5 MIH.
cTaTteil) u codyeraeT B ce0e YHUBEpCAIbHOCTh U MPEAMETHYIO CIeNH(UIHOCTb.

3a mocnemHUE TOIBI MOSBHUIOCH HECKOJBKO METONOB HM3BIICYCHUS TEPMHHOB Ha
OCHOBe Buxumenmu, ogHakKo B KadecTBE BO3MOXHBIX TEPMHHOB OHHU
paccMaTpUBAIOT TOJIBKO Ha3BaHUSA CTaTell Bukumenuu, 4To 3aBelOMO OrpaHUYHBAET
MOJTHOTY W3BJICYCHUS TEPMUHOB (Hampumep, mpenmeTHas obmacth «Celbckoe
XO3SICTBOY» MOKphIBaeTCst Bukumeueit Tonsko ua 50% [8]).

B nanHoii paboTe npeasaraeTcsi aBTOMaTHYECKHH METO/ M3BJICUCHUS TEPMHUHOB U3
KOJIJIGKIIMM TEKCTOB C HCIIOJIb30BaHMEM BuKwuIeanu, He OrpaHUYMBAIOLINN HaOOp
BO3MOYKHBIX TEPMHHOB M HE 3aBUCSIINH OT IPEAMETHON 00JIACTH U SI3BIKA.

JlanHas cTaThd ycTpoeHa cieAylomuM obpasoM. Cremyromuil pasfaes MOCBSIICH
0030py CYIIECTBYIOIIMX METOJOB M3BJICUCHHMS TePMHHOB. Pasznen 3 mpencrasiser
HOBBI METOJ] W3BJICYCHHS TEPMHHOB Ha OCHOBe Buxumemmu. B pasmene 4
OTIMCBHIBAETCSI TPOBENEHHOE SKCIEPUMEHTAIBHOE HCCIeNOBaHHE. B 3akmoueHnn
MOZBO/IATCS. UTOTH PadOTHI M MPE/IIaraloTCs HaIpaBIeHUs OYAYIINX HCCIIEIOBAHMMH.

! http://wikipedia.org
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2. O630p cywecmesyrowux pabom

MeToap! n3BICUCHUS TEPMHUHOB, KaK IIPAaBUJIO, COCTOAT U3 TPEX MOCICAOBATCIBHBIX
OTaIlOB:

e COop KanaUAATOB: QUIBTPALMS CJIOB M CIIOBOCOYETAHUH, U3BJICUCHHBIX
13 KOJIJIEKIIMU TOKYMEHTOB, 110 CTATUCTUYECKHUM U JTUHIBUCTUYECKUM
KPHUTEPHSIM.

e TloacyeTr MPU3HAKOB: IIEPEBO KAXKIOTO KAaHIUIATa B BEKTOP
MIPU3HAKOBOTO MPOCTPAHCTRA.

e BrbIB0J Ha 0CHOBe NMPU3HAKOB: KIacCH(UKANNA KaHAUIATOB HA TEPMHUHBI
1 HE TEPMUHBI THO0 COPTHPOBKA BCEX KAaHIUIATOB 110 BEPOSITHOCTH OBITh
TEPMHUHOM U B3STHE 3apaHEe ONPEAEICHHOr0 YNCIia KaHAUAATOB.

2.1 Coop kKaHanpaToB

Mertonsl cOopa KaHAWMAATOB TAaKKE COCTOST M3 HECKOJNbKMX miaroB. Ha mepsom
I1are IPUMEHSFOTCS JINHI'BUCTHYECKHE (UIIBTPBI, LETh KOTOPBIX — OCTAaBUThH TOJIBKO
CYIIECTBUTENbHBIE W HMEHHBIE TPYINIbB, TO €CTh CJIOBOCOYETAHHUS C
CYIIECTBUTENbHBIM B  POJM TJaBHOro cioB. Jlusg 3TOoro  mpuMeHsieTcs
MOBEPXHOCTHBIA CHHTaKcH4eckuii pazbop (shallow parsing, chunking) wim
¢unbTpanus N-rpamm 1o madsioHaMm yacTei peuu.

Ha nocnenyronux marax coopa KaHAWAATOB C LENbIO CHIKEHHUS IIyMa
MPOU3BOUTCS HOMOTHUTEIbHAS (PHIbTPAIIHS [0 YaCTOTE JIHOO COACPIKAHUIO CTOII-
CJIOB M3 3apaHee COCTABJICHHOTO CIIHCKA.

2.2 an3HaKM AnAa n3ene4vyeHmnda TepMmmHOB

[MopaBnsiroree GONBITHHCTBO MPU3HAKOB JUTS M3BICYCHHS TEPMHHOB OCHOBAaHO HA
YaCTOTE BXOXK/ICHUS KaHIUIATOB B PACCMATPUBAEMYI0 KOJUICKIIHIO TEKCTOBBIX
nokymeHToB. K takoBeiM oTHOCsTCS, Hanpumep, TF-IDF [9], LexicalCohesion [10],
CValue [11], DomainConsensus [12], craructuueckue kpurepun CThIOAEHTA
(TTest) u norapupmuueckoro mpasmonomodus (Loglikelihood) [9], meromsr Ha
OCHOBe TeMarnueckux wmogmeneii [13]. HekoTopble TpH3HAKH TakKe YUHTHIBAIOT
koHTeKcT BxoxkaeHuit, nanpumep NCValue [14] u Domain Model [15]. B apyrux
NPH3HAKAX WCIOJNB3YETCS YacToTa BXOXIEHHH BO BHEIIHIOK  KOJUIEKIIUIO
JOKYMEHTOB, HE MPHHAISKAIIYI0 Kakoi-mubo  mpeaMeTHON — oGnacTu:
Weirdness [16], DomainRelevance [17], Relevance [18].

2.3 BbiBOA4 Ha OCHOBEe NMpPU3HaKoB

Ha JaHHOM OTari€, B Cliyda€ HCIOJb30BaHUA HECKOJBKUX ITPU3HAKOB, BO3HHUKACT
3aga4da HpCO6p8.30BaHI/IH BEKTOpPA NPU3HAKOB B YMCJIO, ITOKA3bIBAIOIIEC YBEPECHHOCTH
METOAa B TOM, YTO ]laHHBIFI KaHauaat SaBJIACTCA TCPMHUHOM.

Haubonee mpocTeiM crocoOOM SIBISETCS] TUHEHHAss KOMOWHAIMsI, TpUMEHseMasl,
Hanpumep, B metome TermExtractor [17].
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B pa6ore [19] npeanaraercst METO Ha OCHOBE aIrOPUTMa TOJIOCOBAHHS:

n
V(t) = Z#

iz r(fi()
roe t — KaHmumat B TepMHUHBL, N — KoiamdecTBO TpusHakoB, r(fi(t)) — moswmmus
KaHauaaTa t cpear BCeX KaHIWAAaTOB, OTCOPTHPOBAHHBIX MO 3HAYECHHIO MPU3HaKa
fi(t). Jdamueit meroxm He TpeOyeT HOpPMAIM3allMHd TMPU3HAKOB M MOKa3bIBacT B
CpemHeM Jydiinue pe3ynbraTst [19].
Ilpn HanWYMK pa3sMEUEHHBIX JAHHBIX CTAHOBUTCS BO3MOXHBIM IPHUMCHSTDH
AITOPUTMBI MAIIMHHOTO 00yUeHuMs ¢ yuutenem, B yactHoctr AdaBoost [20], Ripper
[21], mamuny omopHbIx BekTopoB (SVM) [22]. Kak 6510 mokasano B pabore [23],
KITACCH(UKATOPHI HA OCHOBE MANIMHHOTO OOYYCHHS JOCTHTAOT JIyUIIed cpemHeit
TOYHOCTH.

3. Memo0 u3esie4eHUs1 mepMuHoO8 Ha ocHoee Bukuneduu

B JAAaHHOM  pa3fcyic  OIMCBIBAKOTCA  HOBBIC  IPU3HAKH, OCHOBAHHBIC Ha
HCIIOJIb30BAHHUHA I/IHCI)OpMaI_[I/II/I BI/IKI/IHCI[I/II/I, a TaK)Ke HOBBIM METOMA, l'IpI/IMeHﬂIOH.lI/Iﬁ
AJITOPUTM 06y‘I€HI/I}I Ha OCHOBC IMOJIOKUTEJIBbHBIX U HEPA3MECYCHHBIX TPUMEPOB.

3.1 MNpun3sHakn Ha ocHoBe Bukuneauu

[pusnak «Beposimuocms Ovime cunepcewviixou» (LinkProb) mpencrasnser co6oit
HOPMAaJIM30BAaHHYI0 YacTOTy, C KOTOpDOW KaHOHIAT B TEPMHUHBI SBIACTCS
TUTIEPCCHUTIKOM B CTaThsAX Bukumneaunu. 3HaYeHHe 3TOTO MpU3HaKa OyaeT OIHM3KO K
HYJTIO JIJISL CJIOB M CJIOBOCOYCTAHUMA, SBIISIONIMXCS YACThIO OOIIEH JIEKCHKH, TO €CTh
HEe MpUHAIKANINX KakoW-mubo mpenMeTHo obOnactu. Takum  obpaszowm,
MOTHBAIUSI MCIIOIB30BAHUS 3TOTO NMPU3HAKA 3aKITIOYACTCS B (HUIBTPAIUN TaKHX
CIIOB W CIIOBOCOYETAHHI, MOCKONBKY OHH, CKOpEe BCEro, He MPHHAIEKAT M K
NpeIMETHOW 00NacTH, Ul KOTOPOM W3BJICKAIOTCS TepMHUHBL. CTOHMT TaKke
OTMETHTh, 4YTO JAHHBI TPH3HAK HCIONB3yeTCs B METOJAX pPa3pellieHUs
JIEKCHYECKOW MHOTO3HauHOCTH [24].

Hanpumep, cnoBocoueranue Last card (mocneansis kapra) Bcrpeuaercs 332 pasza B
cTaTbsAX Bukumemuu u Bcero JMib 4 pa3za B BHIE TMIIEPCCBUIKK (HA CTaThIO MPO
KapTOYHYI0 HIPY C OJHOWMEHHBIM Ha3BaHWeM). Takum oOpa3oM, 3Ha4YEHHE
npu3Haka coctaBut 0.012 ¥ npu NpOYHX PaBHEIX JAHHOE CIIOBOCOYETaHHE HE OyaeT
OTHECEHO K TepPMUHAM.

Mpusnak  «bnuzocms  k  xnoueeoim  konyenmam» (KeyRel) ocHoBan Ha
CEMaHTHYECKO# OJM30CTH K KIIIOUEBBIM MOHATHSIM 3aJaHHOH MpeAMETHOH 001acTh
U BBIYHUCIIIETCA 110 (hopMyie:

1 .
Key Rel(t) = max = » sim(c, k.
y Rel(t) = max - sim(c, k)

10
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raoe t — kauguaat B tepmunbl; C(t) — BO3MOXKHBIC KOHIICTITHI KaHIHIATa, TO €CTh BCE
crath Bukunenuu ¢ Ha3BaHUEM, COBMAJAOMIMM C t C TOYHOCTBIO JIO
JeMMaTH3aIMK; K; — KIFOYeBble KOHIENTHI MPEJAMETHOW 00JacTH, T.e. CTaThH
Bukureaun, OnuchIBarone Hanubosee BaKHbIE MOHATHS TS TIPEIMETHON 001acTH;
sim(c,k) — dbyHKIUS CemMaHTHUYECKON ONM3OCTH, ONMpeeSeHHas Ui JII000H Mmaphl
KOHIIETITOB U MMeroIas 3Hadenust ot 0 g0 1: uem Onmke 3HadeHue QyHKIUU K 1,
TeM OOJIBINE OOIIEro MEX /1y KOHIICTITAMH.

3HaYeHUE ITOTO NpU3HAKA OyJeT ONM3KO K HYNIO JJIsl CIIOB M CIOBOCOYCTAHHIA,
0003HAYAIOIINX MOHITHUSA, JAJICKUE TI0 CMBICITY OT KIFOUYEBBIX MOHATUH MpPEAMETHON
obOnactu. JlaHHBIA TPU3HAK TaKKE WCIONB3YeTCS B METOJAax pa3pelICHHUS
JIEKCHYECKON MHOTO3HaYHOCTH [25].

CeMaHTHYECKasi OJIU30CTh BBIYKCISICTCSA C MOMOINBIO cHCTeMbl Tekcreppa [24], B
KOTOPOU HCIOJB3YETCsl B3BEIICHHBIN anroput™ [laiica. KiroueBble KOHIENTHI ISt
MPEJMETHOW O0JAacTH ONpEJCIAIOTCS Ha OCHOBE KIIFOYCBBIX  KOHIICIITOB,
W3BJICUCHHBIX IS KAXIOrO JOKYMEHTAa W3 3aJaHHOW KOJUICKIIMH: ISl KaKIOTro
KJIFOYEBOTO KOHIIENTA MOACYUTHIBACTCS, BO CKOJILKUX JIOKYMEHTax OH ObLI BBIOpaH
KJIIOYEBBIM, W OTOMpaercs 3 Haubosee dvacTbiX. [l HM3BICUCHHS KIFOUEBBIX
KOHIIENITOB M3 JIOKyMEHTa wucnons3dyercss meron KPMiner [26], peanusanus
KOTOPOT'O TAKXKe B3sITa U3 CUCTEMBI TeKkcTeppa.

PaccMoTpuM B KadecTBe NpHUMeEpa Bce TO e cioBocoderanue Last card
NPUMEHUTENFHO K TpeaMeTHoil obmactu «HacronbHbie urpei». JlomycTum, wus3
KOJUISKIIMM TEKCTOB MPO HACTOJbHBIC HUIPHl OBbLIM H3BJICYCHBI CIIEIYIOIUC
KJTFOYEBBIC KOHIICTITHI:

¢ Board game (co6ctBenno, HacrospHas urpa)
o Card game (Kaprounas urpa)

e Hasbro Inc. (Komnanus, 3aHMMaroIascs NIPOM3BOICTBOM UTPYLIEK U
HaCTOJBHBIX UTD)

Kak yxe ymomuHanoch Bbiie, B Bukumenuu cymectByer crathst Last card mpo
OTHOMMEHHYIO WIpY; 3HAUYE€HHMsS CEMaHTHYECKOH OJM30CTH 3TOro KOHIENTa C
ykazaHHbIMU B crnucke coctaBisaioT 0.001, 0.037 u 0, coorBercTBeHHO. Takum
oOpa3oM, 3HaueHme mpu3Haka cocraBiser 0.0127. B To e Bpems s TepMHHA
Gene (I'en) cemanTHueckast OJIM30CTh K YKa3aHHBIM KOHIENITaM OyJeT paBHA HYJIIO
U, TakuM oOpaszom, TepmuH Last card seisercs Gosee BEPOSTHBIM TEPMHHOM
npeaMeTHon obmactu «HacTompHBIE UTPBI» C TOUKH 3PEHUS MpHU3HaKa «bIn30CcTh K
KITFOYEBBIM KOHIICTITAM.

3.2 NMopxon Ha OCHOBE YaCTUYHOIO O0y4YeHusA

Wnes meToga ocHOBaHAa Ha HAONIOJACHHWHM, YTO HEOOJbINAs BEPXHSS YACTh CITHCKA
KaHIUaaTOB, HOHy‘IGHHBIX C TIOMOIIBKO MHOTIUX CyH_IeCTByIOIlII/IX METOA0B
HU3BJICHCHUS TepMI/IHOB, Hpe}ICTaBHHeT C060ﬁ B OCHOBHOM HeﬁCTBHTeHBHO
HpaBI/IJ'H)HO onpeneneHHHe TepMI/IHBI, KOTOpI)IG MOFyT paCCManHBaTBCﬂ B KAQ4YCCTBC
o6yqa}01u1/1x JAHHBIX [JId HU3BJICYCHUA OCTAJIbHBIX TepMI/IHOB. KpOMe TOTO,
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HOKpBITHE Buknmemun mist GOJBIIMHCTBA MPEIMETHBIX OONACTEH MO3BOJSET C
HOMOIIIBIO TIPOCTHIX METOJOB HAWTH HEOOJIBIIOE YMCIIO NPABIIBHBIX TEPMHUHOB.
Bomee TOWHO, cxema w™eroma cocromt B omnpexenernn Jryumux 100-300
KaHANIATOB, IPUCYTCTBYIOWUX B BHKUIEINH, C MOMOLIBIO CIICHHAIBHOIO METO/A
M3BJICUCHHUS TEPMHUHOB M HCIIONB30BAHMU 3THX KaHAUIATOB KaK IIOJOKHTEIBHBIX
OPUMEPOB Ul [OCTPOCHHS MOJENH anroputMa oOOydeHHs] Ha OCHOBE
MOJIOKUTEIBHBIX M Hepa3MmedeHHbIX mpumepos (Positive-unlabeled learning, PU-
learning) — wactHOro ciydasi anropuTMa 4acTHYHOro obOydenus (Semi-supervised
learning). B nanHoM ciyyae Hepa3MeueHHBIMH IPHUMEPAMH CIYKAT BCE OCTANbHbBIC
KaH/MAATHl B TEPMHHBIL.

3.2.1 MeTtoa nsBneYeHUA NONOXUTENbHbLIX NPUMEpPOB

B nanHo# paboTe ucnons3yercs cooctBennbiii Metox ModBasic B kauecTBe MeToza
M3BIICYCHUS KaHIUIATOB Ui mociexyromero ooyuenus. ModBasic mpeacrasmiser
coboii  momubpukammioo Meroma Basic, sBsromierocss  4acTeio  MeToJa
DomainModel [15] wu, B cBOO  ouepedab, MOAU(HKAIMEH  IITHPOKO
pacnpoctpanentoro meroga CValue [11]. Meroxa Basic Beruucisiercst mo Gpopmyiie:

b(t) =|t[log f (t)+ g,

rae t — kauauaaT B TepMUHSL, |t - minHa kanauaata t, f(t) — vacrora Bxoxaenuii t B
KOJUIEKIIMH TEKCTOB, €; — KOJMYIECTBO KaHIUIAaTOB, 00HLEMIIONINX KaHuaaTa t.
Meton BasiC mpemHasHauyeH A W3BJICUCHUS «CPEHE-CHEIH(UYHBIX» TEPMHUHOB,
TO €CTh TEPMHHOB, OIHCHIBAIOIINE PACIPOCTPAHCHHBIC TOHATHS 3a/aHHOM
NpeIMETHON 00JacTH, HAmpuUMep, «KOJOJAa KapT» MOXKHO Ha3BaTh CpeiHe-
crieUpUIHBIM TEPMUHOM JIJIs IPEMETHOH obsactu «HacTosbHbIe HIPBI».

B wmeroge ModBasic wucnone3yercss Ta ke ¢GopMmyna, OJHAKO BMECTO YHCIA
00BEMITIOIINX KAHAUAATOB €; 0003HAYAET KOJIMIECTBO KAHAUAATOB, COACPIKALIUXCS
B JaHHOM KaHjujare t. JIerko 3aMeTuTh, 4TO JAHHBIM METO]] MpeArnoYnTaeT ooee
crieluduIHbIE TEPMHUHBI, YeM MeToj BasiC, Hanpumep TEpMUHBI «IIOJHAS KOJOAA
KapT» UIH «COKPAIEHHAS KOJIOJA KapTy.

Kpome Toro, kak ObIJIO OTMEUEHO BBIIIE B OMHCAHUU MOJIXO0JIA, B IIEJISIX CHIKCHUS
[IyMa MPOM3BOAUTCS (GHUIBTPAIHS [0 HATMYHIO TEPMHUHA B HAa3BaHUSIX CTaTei
Buxkunenun.

3.2.2 Anroputm O0Oy4YeHMAA Ha OCHOBE MOJIOKUTENbHbLIX MU
Hepa3MeyYeHHbIX NpUumMeposB

K Hactosimiemy BpeMeHH pPa3paboTaHO MHOXKECTBO AJITOPUTMOB OOyYeHHs Ha
OCHOBE TMOJIOKUTEIbHBIX M HEPAa3MEYCHHBIX MPUMEPOB; B JaHHOW pabore
paccMoTpeHsl  cieayromue — anroputmsl:  Traditional  PU  learning [27],
GradualReduction [28], Spy-EM [29] u PairwiseRanking SVM [30].

B kayecTBe MpPU3HAKOB Ui OOYYEHHs HCIOJIb30BAIUCh «BeposTHOCT OBITH
THIIEPCCHUIKOMY, «BIM30CTh K KITIOUEBBIM KOHIIENTam», Relevance u DomainModel.
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4. dxkcnepumMeHmMsbI

W3BnedeHne TEPMHHOB M3  KOJUIGKIMM TEKCTOB  IPEIMETHOH  00nacTH
MOAPa3yMEBAET CIICAYIOUIYI0 METOMOJOTHIO OIEHKH KadecTBa: JUIi BXOIHOM
KOJUICKIINH TEKCTOB ()OPMUPYETCS] STATOHHOE MHOXECTBO TEPMHHOB, C KOTOPBIM H
CPaBHHMBACTCS PE3yNbTAaT PAOOTHI CHUCTEMBl H3BJICUYCHHS TEPMHHOB C ITOMOIIBIO
CTaHAAPTHBIX METPHK TIIOJHOTHI, TOYHOCTH M cpeaHel TouHoctH. Cremyer
OTMETUTh, 4YTO Ha IMPAKTHKE 3a4acTyl0 HEBO3MOXHO IIOJNyYHTh 3STaJOHHOE
MHOX€ECTBO TEPMUHOB, B TOYHOCTU COOTBETCTBYIOIEE KOJUIEKIIUU TEKCTOB. B Takux
CJly4asx TOYHOCTb M TIOJIHOTA OLIEHUBAIOTCS IPHOIMIKEHHO.

[anee B 3TOM pa3zzene ONMCHIBAIOTCS UCIOIb3yeMble Ha0OPHI AaHHBIX, METOJHMKA
TECTUPOBAHUS U PE3yNbTaThl TECTUPOBAHUS.

4.1 Habopbl AaHHbIX

K coxanenuto, B Hacrosiiee BpeMs HET OOIICHPHUHATOrO HAaOOpa AAHHBIX I
TECTUPOBAHHSI METOJIOB U3BJICYECHHS TEPMUHOB. MHOI'HE HA0OPbI JAHHBIX U METOBI
obnasaroT crnenunuKoi, He MO3BOJIAIONICH IPOBOIUTH TECTHPOBAHMS B APYTUX
paboTax; B HEKOTOPBIX CITy4dasix HabOpBI JaHHBIX HE MOT'YT PaclpOCTPaHsIThCS U3-3a
HapyIICHHUs UHTEIUIEKTYaIbHBIX TIPaB.

B pab6ote [15] nmpoBOoAMIOCH TECTHPOBAHUE HA TPEX OTKPBITHIX HAOOpaxX MaHHBIX:
GENIA [31], Krapivin [32] u FAO [33].

GENIA MoxHO Ha3BaTh OJHUM W3 HauOoJee MOMYJSIPHBIX HAOOPOB JAHHBIX; OH
npejacTaBiasier  coboit  komekimioo  u3 2000 pa3MedeHHBIX  JIOKYMEHTOB
OGMOMEeTUITMHCKOM TeMaTHKU.

FAO cocrout u3 780 pa3MedyeHHBIX BpPY4YHYIO OTYeTOB I[IpOJOBONBCTBEHHOI M
cenbckoxo3siicTBenHo# opranusanuu OOH (Food and Agriculture Organization).
Krapivin mpezacrasnsier coboii 2304 HaydHbIE CTaThU IO HHPOPMATHKE; B KAUECTBE
ATAJIOHHOI'0 MHOXKECTBAa TEPMHHOB HCIOJIb3YIOTCSl KIIFOUEBBIE CIIOBA, BBIJCICHHbBIE
aBTOpaMHu cTateil. [Ipu TecTHpOBaHMHU B JaHHON paboOTe K 3TOMY MHOXECTBY OBLI
nobGaBneH  cloBapb  MPEAMETHOH  oOmactu  «BwluucnurenpHas  TEXHUKa»
(Computing), ucrmosp30BaHHbIN B KauecTBe TaioHa B cucteme Protodog [34].
Kpome Toro, misi TecTHpOBaHHS TaKke HCIOJb30Baics Habop mamHbix Board
game [35] — xomnekims u3 1300 1OKyMEHTOB — ONMUCAHUM U PELEH3UI HACTONBHBIX
urp. 35 1[OKyMeHTOB ObUIM pa3MedeHbl BpPY4YHYIO, W JUIS TECTUPOBAaHUS
UCIIONIb30BAIUCh TOJBKO TEPMHUHBI, HMMEIOLIME XOTs Obl OJHO BXOXICHHE B
pa3MedeHHbIE JOKYMEHTHI.

4.2 MeToauka TeCcTUpoBaHusi

KadecTBo OlleHUBAIOCH C TIOMOIIBIO CPEAHENH TOUHOCTH:

AVP(N) = i P@)(R(i)—R(i-1))
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rme N — obIee KOIMYECTBO OICHMBACMBIX KAHINIATOB, WITH JUTHHA BEPXHEH 4acTh
CIHCKA OTCOPTHPOBAHHBIX KaHauAaTOB, P(i) — TOYHOCTB I | Ay4YIIHNX KaHIUJATOB,
R(i) — momHOTa [MuIs | STydIIUX KaHAUIATOB. JlaHHAS METPHUKa ITHPOKO MCIIOIB3YETCS
OpH OLICHKE KauyecTBa HM3BJICYCHHUS TCPMHHOB, MOCKOJBKY MO3BOJISCT yIHTHIBATH
TOYHOCTB [UISl BCEX CPE30B (PMHATBHOTO CIHCKA TEPMHUHOB.

Jlnst Habopa nauusix Board game gwco N pasasuiocs 500, it ocTanbHBIX HAG0pOB
nmanabix — 5000.

Kanaunate! 1yist Bcex OIEHMBAEMBIX METOOB TIpeCTaBisin co6oit N-rpammer (ot
1 mo 4) ¢ ¢unpTpamueil mo mrabiioHaM YacTed pedr W MO YacTore (TIOpPOTOBBIC
snaueHus st Board game u Genia — 2; aist Krapivin u FAO — 3).

B Meromax Ha OCHOBE MOJOKHTECIBHBIX W HEPAa3MEUCHHBIX IMPUMEPOB UHCIIO
JMyYIIUX KaHOWOATOB, WCIIONB3YEMBIX s o0O0y4eHus, paBHsutock 100 mis
Board game u 300 a5t ocTansHbIX HAGOPOB TAHHBIX.

B kadecTBe MPOTpaMMHOM peanu3allid AITOPHUTMOB JIOTHCTHYECKON pPErpeccuH,
Hawugnoro Baiieca W MammHBI OMIOPHBIX BEKTOPOB, JIGKAIINX B OCHOBE METOJOB
Traditional, Gradual Reduction, Spy-EM u PairwiseRanking SVM, ucnons3oBanach
OoubanoTeka MamuHHOTO 00yueHus Weka [36]. [l peanusanuu MeTOAa Ha OCHOBE
TeMatndeckux Mojened [13] wuCmoab30BaiCs  OTKPBITHIM (1)pe171MBop1<2 TSt
MOCTPOCHHA MHOI'OA3BIKOBBIX PEryJIApU30BaHHBIX pO6aCTHLIX TEMAaTHUYCCKUX
Mozenen.

4.3 Pe3ynbTaTbl TECTUPOBaHUA

PesynmbpraThl mpenctaBieHsl B Tabd. 1. YuuThIBasS OYeHb MEMJICHHYHO paboTy u
HI3KYI0 3(ddexTuBHOCTL anroputMma PairwiseRanking SVM wua HaGopax JaHHBIX
Board game u Genia, 3TOT aqropuT™M HE TECTHPOBAICS HA OCTANBHBIX HaOOpax
JIAHHBIX.

Tabn. 1. Pezynomamol mecmupoganus

Board GENIA | Krapivin | FAO
game
Cywecmeyrowue memoobvi
TermExtractor 0.35597 | 0.79171 | 0.35821 | 0.11126
CValue 0.36259 | 0.76916 | 0.41915 | 0.29431
Weirdness 0.30592 | 0.53960 | 0.29464 | 0.20923
DomainModel (DM) 0.36377 | 0.72815 | 0.42182 | 0.27956
Relevance 0.38854 | 0.55043 | 0.34864 | 0.27535
NovelTopicModel 0.34091 | 0.76585 | 0.10855 | 0.07801

Memooul, npednazaemvie 6 danHoU pabome

2 https://github.com/ispras/tm
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LinkProb 0.41065 | 0.81170 | 0.18491 | 0.02362
KeyRel 0.56113 | 0.79691 | 0.21254 | 0.08250
Voting 0.46896 | 0.79963 | 0.33703 | 0.20577
(KeyRel+LinkProb+DM+Relevance)

Traditional PU 0.52806 | 0.84843 | 0.55675 | 0.36508
Spy-EM 0.49429 | 0.83089 | 0.47577 | 0.34436
PairwiseRanking SVM 0.30871 | 0.65465 - -
GradualReduction 0.56159 | 0.84843 | 0.55786 | 0.34775

Kak BumHO M3 TaOMMIBI, METOA HAa OCHOBE IOJOXKHTEIBHBIX M HEPa3MEUYEHHBIX
OPUMEPOB MMOKAa3bIBACT JIYYIIHE PE3YIbTAThl, M3 KOTOPBIX, B CBOK OYepeb,
ay4inuM Ha 3 u3 4 HabopoB AaHHBIX sABIsieTcs anroput™ GradualReduction.

Crout otMeTuth, yto anroputM DomainModel, mponreMOHCTPUPOBABLIMI OIHU H3
Jqy4UIMX MOKa3aTelell CpeAM CYLIECTBYIOIIMX METOJOB, IpEeJHA3HAYCH Ul
U3BIICYCHUS CPEIHE-CIICIUPUIHBIX TEPMUHOB, B TO BPEMsI KaK OCTAIbHBIC METOJIBI,
B TOM YHCJIe MIPEUIOKCHHBINA B HACTOSIIECH paboTe, CTABUT IIENIBIO U3BJICUCHUE BCEX
TEPMHHOB NPEJMETHON 00JIACTH.

5. 3aknroyeHue

B nanHoi#t paboTe ObUI MpeACTAaBICH HOBBIM MOJHOCTHIO aBTOMAaTHYECKUH METON
W3BJICYCHUS TEPMUHOB M3 KOJUISKIMM TEKCTOB IpPEIAMETHOH  obiacTwy,
UCTIONB3YIOMNI BUKuIE M0 U anropuT™M 4acTW4HOro oOyueHus. B wacTHOCTH,
ObUTM TIPE/UIOKEHBI [Ba HOBBIX IIPU3HAKa, WCIOJB3YIOMNX Trpad CCHIIOK
Buxumennn, a Takke CIEMUANBHBIA MeTOJ uId m3BiedeHus nydmmx 100-200
KaHAMJATOB B TEPMHHBI, CIYyXalIUX B KA4eCTBE MOJIOKUTEIBHBIX MPUMEPOB VIS
ITOpUTMa 0O0yUYEHHMS HA OCHOBE MOJIOXKUTEIBHBIX U HEPA3MEUCHHBIX IPUMEPOB.
OKCIIEPUMEHTANbHOE HCCIEN0BAHHME MOKA3aJ0 3HAYUTEIBHOE MPEBOCXOJCTBO
HPEIOKEHHOTO METOJa MO CPaBHEHUIO C CYIIECTBYIOIUMHU: CPEAHSAsS TOYHOCTb
BO3pocia Ha 5-16% (fu1st pa3HbIX HAOOPOB JAHHBIX).

Cpenu OCHOBHBIX HANpaBIEHUH JAaJdbHEHIINX HCCIEIOBAHUN CTOUT BBIIEIUTH
nposezieHue 0oJiee JeTabHOM OLICHKH Ka4ecTBa, B YACTHOCTH — 0TOOpa IPH3HAKOB
¥ Tmoxbopa mapaMeTpoB anropuTMoB. Kpome TOro, mpeacTaBisieT HMHTEpec
pa3paboTka METOJIOB, MOBTOPSAIOMNX Oojiee OJHOTO pa3a ONMHCAHHYIO CXEMY, TO
€CTh H3BJICUCHHE JIYyYIINX KAaHAWIAATOB B TEPMHUHBI M HCIOJIB30BAHHE HMX Kak
MOJIOKHUTEIBHBIX IPUMEPOB IS TIOCIEAYIOMIETO 00y eHHS.
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Automatic term acquisition from domain-
specific text collection by using Wikipedia

N. Astrakhantsev <astrakhantsev@ispras.ru>
ISP RAS, 25 Alexander Solzhenitsyn Str., Moscow, 109004, Russian Federation

Abstract. Automatic term acquisition is an important task for many applications related to
domain-specific texts processing. At present there are many methods for automatic term
acquisition, but they are highly dependent on language and domain of input text collection.
Also these methods, in general, use domain-specific text collection only, while many external
resources are underutilized. We argue that one of the most promising external resources for
automatic term acquisition is the online encyclopedia Wikipedia. In this paper we propose
two new features: "Hyperlink probability" - normalized frequency showing how often the
candidate terms is a hyperlink in Wikipedia articles; and "Semantic relatedness to the domain
key concepts” - arithmetic mean of semantic relatedness to the key concepts of a given
domain; those key concepts are determined automatically on the basis of input domain-
specific text collection. In addition, we propose a new method for automatic term acquisition.
It is based on semi-supervised machine learning algorithm, but it does not require labeled
data. Outline of the method is to extract the best 100-300 candidates presented in Wikipedia
by using a special method for term acquisition, and then to use these candidates as positive
examples to construct a model for a classifier based on positive-unlabeled learning algorithm.
An experimental evaluation conducted for the four domains (board games, biomedicine,
computer science, agriculture) shows that the proposed method significantly outperforms
existed one and is domain-independent: the average precision is higher by 5-17% than that of
the best method for a particular data set.

Keywords: automatic term acquisition, automatic term recognition, Wikipedia, positive-
unlabeled learning.
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P.K. ITacmyxoe <pastukhov@ispras.ru>
A.B. Kopuynos <korshunov@ispras.ru>
JIO. Typoaxos <turdakov@ispras.ru>
C.J1. Kysueyos <kuzloc@ispras.ru>
HCII PAH, 109004, Poccus, e. Mocksa, ya. A. Conxcenuysina, oom 25

AnHortanus. Pazouenue rpada He0OX0IUMO JUIs PEIIeHUs 33/1a4, CBSI3aHHBIX C 00pabOTKOM
rpadoB, JaHHBIE KOTOPBIX PACIpPEeNeNeHbl MO HECKOJIBKAM AMCKAM I BBIYHCIUTEIBHBIM
y31aMm. DTa 3agada XOpOLIO HM3ydeHa, HO OONBLIMHCTBO €€ PELICHMH HE MOIXOAHT IS
00paboTku rpadoB ¢ MWUIHAPIAMH BEPIIMH Ha BBIYHUCIUTENBHBIX KIACTepax, T.K. ITH
pelIeHns TpeAHa3HAYCHbl I BBIYMCIUTEIBHBIX MAIIMH C OOIell MamsaTbio IHOO0 st
CYNEPKOMITHIOTEPOB €  BO3MOXKHOCTBIO ~ TIOCBUIATH  COOOIIEHHS €  MHHHMAJIBHBIMH
sazepxkkamu. OIMH W3 MOAXOJOB, MO3BOJIAIONIMA pellaTh 3aiady pasbuenus rpada Ha
Kknacrepax, — 3to Merox Balanced Label Propagation, ocHoBanHBII Ha anropurMme
pachpocTpaHeHHs MeETOK. B maHHOW paboTe Mpeiyiaraercs MeETOM, MO3BOJSIONINIA
HCIIOB30BaTh MHOTOYPOBHEBYIO ONTHMH3ALHMIO I YIyYIICHHs KadecTBa pa3OHeHMiA,
noJsy4aembIx ¢ omonibio asroput™a Balanced Label Propagation.

KinwueBbie cioBa: pasbueHue rpadoB, pacnpocTpaHEHHE METOK, MHOTOYPOBHEBas
ONITHMH3ALIHS, COLUAILHBIE CETH, PACIIPEIE/ICHHBIE BBIUNCIIEHHS.

1. BeedeHue

3amava pa3OueHust rpada BO3HHKACT B TaKUX 00JACTAX, KaK Mapaule/ibHbIC H
pacripelieicHHbIe  BBIYHCICHUS, HAaydHBIE BBIYHCICHHS W IPOCKTHPOBAHHE
JJEKTPOHHBIX CXEeM. 3ajada 3aKiIodyaeTcs B TOM, d9To TpeOyercs pa3OuTh
MHOXECTBO BepmIMH Tpada HA Kk HeENepeceKaroIIUXCs 4YacTed MPUMEPHO
OJIMHAKOBOI'O pa3Mepa Tak, YTOObl KOJMUYecTBO pebdep (MM WX CyMMapHbIH Bec,
ecny rpag B3BEIICHHBIH) C KOHIIAMH B Pa3HBIX YacTSIX OBIO MHHUMAaJbHBIM. JTa
3agaya spisiercst NP-tpynaHoit naxkxe mpu k =2 [1], mostoMy HCIONB3YIOTCS
NPUOJIMKEHHBIE PEIICHHS.

3amauy paszOueHus rpada MOXKHO (GOpPMaIHM30BATh CIEAYIOIAM 00pa3oM: JIst
nausoro rpada G = (V, E) Hy>KHO TakuM 00pa3oM pa3OuTh MHOKECTBO BEPIIHH Ha

! Ucenenosanne BoimoHerHo mpu puHAHCOBOI mopepkke PODU B pamkax
Hay4HOro rnpoekTa 1o rpanty Nel3-07-12134
21



Trudy ISP RAN [The Proceedings of ISP RAS], vol. 26, issue 4, 2014.

k wacreit V;,V;, ..., Vj takux, uro V; N V; = @ upu i # j, U;V; =V, L; < |V;}| < U;,
9100Bl MHHHMH3MPOBATH MOIIMHOCTE paspesa W, = [{(a,b) EE:a €V, b €
Vj, i # j}|. Tlapamerpsr L; u U; 3amaroT orpaHudeHus Ha pasMepsl dacted. Yacrto
OrpaHWYEHUsI JJIsl BCEX 4YacTel ouHaKoBel, Hanpumep, L; = ||V |/k], U; = [|V|/k].
Ecnu BepumHam rpada HasHadeHbl Beca, TO BMecTo |V;| crmemyer Mcmonb30BaTh
W) = Ypey,w(v), tme w(v) — Bec BeplMHBI V. AHAIOTUYHO, €CM rpad
B3BemieH, T0 Weye = Yeeg,,, W(e), Tne Eqye = {(a,b) EE:a €V, b EV},i # j}, a
w(e) — Bec pebpa e. B ciayuae c 3aJaHHBIMH BeCaMH BEPIIHH IKECTKHUE
OTpaHWYCHUS, 3amaBaeMble mapamerpaMd L;u  U;, [0OCTaTO4HO  TPYAHO
YIOBJIETBOPUTH (BO3HHMKACT 3a]adva, [MOX0Xas Ha 3aqady o prok3ake). [loatomy
YacTO 3TH YCJIOBHUS JCNAIOT MCHEE KECTKUMH, A00aBIsIs KOIDPHUIHEHT MITKOCTH
f>0:L;=1A=-HWIV)/k],U; = [(1+ HWV)/k].

Takoe pa3OueHHe Tarkke Ha3bIBAIOT pa3pe3oM mo pebpam. IIpu pacmpeaeneHHOI
o6paboTke rpadoB Takke HCIOJIB3YIOTCS pa3pe3bl Mo BepumHaMm [12], xorma Ha
YacTH pa30uBaeTcs HE MHOXKECTBO BEpIUMH, a MHOXECTBO pebep rpada.
dopmaneHO 3Ta 33jaya SKBUBAICHTHA pa3pely Ho pedpam pebepHoro rpada, HO
OOBIYHO VIS €€ PEILCHUS UCTIOJB3YIOT ClIeHNaIM3UPOBaHHbIC aJrOPUTMBL. Pa3pesbl
0 BEpIINHAM B JaHHOI paboTe He paccMaTpUBAIOTCS.

OmyH U3 MoaxoxoB [2], MOKA3BIBAIONIMI HAWJIy4ILME pPe3y/bTaThl, OCHOBaH Ha
anroput™e Keprurana-Jluna [4] 1 MHOTOYpOBHEBOH ONTUMHU3ALUH. DTOT aJTOPUTM
JnoctaToyHO 3((EKTHBEH M MO3BOJSCT HAXOAWTh XOPOLIME pa3OHeHMs, HO He
HOAXOIHT VIS PACIPEICTCHHBIX CHCTEM.

Hus pa3OueHns OONBIINX CONMANBHBIX TpadoB OBUT TPEATIOKEH ANTOPUTM
Balanced Label Propagation [3]. Ou ocHOBaH Ha airopuTMe pPACIPOCTPAHCHHS
MeToK u3 [5] M MOXeT WCHONBb30BaThCI B paclpelelieHHBIX —CHCTeMax,
nojep kuBaronux napaaurmy Map-Reduce [6].

B crneayromem pasjene Kparko onmceiBaioTcs anroputm Balanced Label
Propagation u cyTe MeToZa MHOTOYpPOBHEBOH ONTHMHU3ALMUK. 3aTeM IMpPEAIaracTcs
MOJAX0M, B KOTOpoM KoMmOmHUpyeTcs npumenenue Balanced Label Propagation u
MHOT'OYPOBHEBOM onTHMu3anuu. B deTBepTOoM pasnene o0CyX Hal0TCS Pe3ysIbTaThl
OKCIICPUMEHTOB MPUMEHEHHUS TTOIX0/1a aBTOPOB, PEATH30BAHHOTO B cpea Sparc [7],
K pa3OHMeHHIO JBYX pealbHbIX TpadoB CONMANBHBIX ceTeil. B 3akmoueHnu
OTMEYAIOTCSl MPEHMYIIECTBA MPEITIOKEHHOTO MOAX0/Aa W (HOPMYIHUPYETCS Pt
HEPEIICHHBIX HCCIEe0BATEILCKUX MPOBIIEM.

2. Ucnonb3yembie anzopummbl U MEMOObI

2.1 Balanced Label Propagation

AnropuTM Toncka cooOmiecTB [5], OCHOBAaHHBIM Ha paclpOCTPaHEHWH METOK,
nokasas 3((eKTUBHOCTh TaKOro IMOJXOJa B paMKax paclipeleleHHbIX CHCTeM. B
HEM KaXX[OM BEpUIMHE IPUCBAMBAETCS YHUKAJIbHAs METKA, 3aT€M HECKOJIbKO pa3
MPOU3BOIUTCA CIEAYIOUIasl Omepalys. MeTKa KaXJ0oW BEpIIMHBI 3aMEHSAETCS Ha
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HauOoJsiee 4acTo BCTPEYAIOUIYIOCS METKY Cpelu ee coceneil (eciii TakuX METOK
HECKOJIbKO, OJHa W3 HHUX BBIOMpaeTcs ciydaiiHo). Takum oOpaszoMm, Kaxmas
BEpIIMHA CTPEMHTCSI TMOMACTh B TIPYIIY BEpIINH, B KOTOPOW KOJIHMYECTBO
BHYTPCHHUX peOep, HWHIMICHTHBIX BepIIWHE, OyneT MUHHMaibHO. [lpu 3TOoM
BBIYMCIICHUS MOXXHO pa3OMTh Ha JBa JTama. I'eHepalMs COOOIIeHWi (METOK) |
noxydeHue cooOmeHuid. [Ipm 3TOM 1O OKOHYaHMSI 3Tama TEHEepalyH JOCTaBKa
cooOmennii He Tpedyercs. DTo TO3BOJsIET 3()(HEKTHBHO peann3oBaTh TaHHBIH
aNTOPHUTM Ha OCHOBe mapagurmbel Map-Reduce.

[Nonmydaemoe pa3dueHne Ha cooOIecTBa HE SBISAETCS PELICHUEM 3a1a4i pa3OHeHust
rpada, MoTOMy YTO KOJIMYECTBO COOOIIECTB HENb3s 3a/aTh 3apaHee, U UX pa3Mephl
He cbamancupoBanbl. J[st obecnieuenus pa3buenus rpada y anropurma Balanced
Label Propagation umerotcs ABa OTIHYHS OT OMHUCAHHOTO AITOPHTMa, OCHOBAHHOTO
Ha PacHpOCTPAaHEHUH METOK:

® [pU WHUIHATH3AUUN METKA HA3HAYAIOTCS TAKUM 00pa3oM, 4TOObI
OTpPaHUYCHUS 110 OATAHCHPOBKE COOIONAINCH (HAIPUMED, CITYyJIaiHO);

® IS N3MECHEHHS B COOTBETCTBHH C aJITOPUTMOM PACTIPOCTPAHCHUS METOK
BEIOMpAETCs TOJMBKO YacTh BEPIIMH Ipada TaKuM 00pa3oM, 9TOOBI
OrpaHHYEHUsI 10 OaNTaHCUPOBKE MPH 3TOM HE OBbIJIM HApYIIEHBI.

Br10op BepuinH, METKH KOTOPBIX M3MEHSIOTCS, TPOMCXOAUT C TIOMOIIBIO PELICHUS

3aJa4ud JIMHEHHOTO MPOTrPaMMHPOBAHUS, C EJIbI0 MUHUMH3ALIH KOJINYeCTBa pedep

MEX/1y YaCTsMU TPH COOJII0ICHUN OTPaHNYEHHH 10 OajlaHCHPOBKE.

ANTOpUTM IOCTaTOYHO OBICTPO CXOAMTCS; A OOJBIIMHCTBA Tpad)oB JOCTATOTHO

okoJio 10 urepauuid.

2.2 MHoroypoBHeBasi onTMMu3saLus

Muorue anroputMmsl pazoueHus rpada, B yacTHOCTH, anroput™m Kepuurana-JInna u
Balanced Label Propagation, ocHoBaHbI Ha yJIydIlIEHHH CYIIECTBYIONINX pa30OueHuit
U O CYTH SIBISIOTCS QITOPUTMaMH JIOK&JIbHOW ONTHMHU3AIMU. OHU HEIJIOXO
ONTHMHU3UPYIOT CYLIECTBYIOIIEe pa30reHKe, HO He BCEr/ia MOTYT €ro CyIECTBEHHO
M3MEHUTb. MHOTOypOBHEBasi ONTHMU3ALIUS TTO3BOJISAET JIOKAJIBHBIM ONTHMH3ALUAIM
paborath ¢ Gosee KpyNnHbIMH YacTsIMHU Tpada MmyTeM CTATHBaHUS pedep B BEPIIUHEI.
Ee MOXHO pa3menuTh Ha TpH dTama. orpyodienue rpada, pasdoueHue orpy0IeHHOTO
rpada 1 yrouyHeHue.

Bo Bpewms orpybnenus u3 ucxoauoro rpada G opmupyercs nociaenoBaTeIbHOCTD
rpadoB G = Gy, Gy ... G, Takasg, 4to rpad G;,, MONYyYaeTCs 32 CUET CTATHUBAHWS
HEKOTOPBIX pebep B rpade G;, oOpaszyronmx napocoueraHue. OOBIYHO MHOXKECTBO
CTATMBaEMbIX pebep BbBIOMpaeTcs TaK, 4YTO OHH O00pa3ylT MaKCHMallbHOE
napocoderanue. [Ipu 3TOM, nake B ucxonHoM Trpade G He OBIIO BecoB, B
resepupyemsIx rpagdax G; Kak BEpIIMHBI, TaK U peOpa JOJDKHBI ObITh B3BELICHBI.
OTO CBSI3aHHO C TE€M, YTO IPU OOBEIUHEHWH HECKOIBKHX pedep MM BEpIINH BEC
obpazyemoro »sneMmeHta rpada IOIDKEH pPaBHATHCI CyMME BECOB MCXOIHBIX
anemeHToB. Ecnu mocine cTsaruBaHus pebep BepmmHa v B rpade G; mepexoauT B
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BepmmHy U B Tpade G;,q, Oyaem Has3piBaTh U 00pa3oM v M 0003HAYaTh 3TO U =
1(v). Y xaxnoit Bepiumnbl B rpadax G;, 0 < i < n umeercst pOBHO 0AuH 00pas3.

Ilocme »srToro 3amaua pa30meHus pemaercs Ha rpade G,. YBenwmuuBas n,
KOJIMYECTBO BepLIMH B rpade G, MOXKHO cIenaTh CKOJIb YrOZHO ManbiM. [loatomy
Npy  TOJy4eHWH pa3dueHuss dSToro rpada MOXHO (HO He 00s3aTeNbHO)
UCIIONIb30BaTh OOJiee CIIOXKHBIE AITOPUTMBI, Ye€M IPH YJIy4IIEHUH pa3OueHHil BO
BpeMs repexojia oT G;,q K G; Ha CIEAyIoIeM Iare.

Ha orame yrouHeHmsi pa3OueHust orpyOyieHHBIX TpadoB npeodpasyloTcs B
pa3buenust 3Tux rpadoB 10 orpydienus. UroOsl mosmyunts pasbuenue rpada G;,
umest pasbuenue rpada G;,;, AOCTATOYHO Pa3OUTh BEPUIMHBI B COOTBETCTBUU C
pa3buenneM ux o0Opa3oB B G;,q. To ectp ecnm HaGop V; sBimseTcs pazOmeHHEM
rpada G;.q, TO COOTBETCTBYyIOIIEEe eMy pa3dueHue (G; OyZeT COCTOSATh W3 JacTeit
V! = {v:I(v) € V;}. Jlerxo Buzmets, uT0 y pa3buenus rpada G; Beca uacteil u
MOIITHOCTH pa3pe3a OyayT TaKMMH K€, Kak U y pa3duenus G;,q. [locie nomyuenus
pazOuenus rpada G; OHO yiIydllaeTcsi C IIOMOIIBIO HCIOIb3YEMOIrO aJropHTMa
JOKaJBbHOTO YIy4IIeHHs pa3OueHuil. OTH HeHCTBHA IOBTOPSIOTCS, IIOKa HE
moy4utcs pazouenue rpada G, = G.

3 lNpednazaemsbliii Nnodxod

OcHoBHasi mpoGyieMa, BO3HHUKAIOIIAs NPH PACIPEACICHHON MHOTOYpPOBHEBOM
ONTUMH3AIMY, COCTOMT B CJOXXHOCTH BBHIOOpa Map BEpIUIMH JUI CTATMBAHUS Ha
stame orpyonenus rpada. B [2] mokaszaHo, 4To cTarmBaHue pedep ¢ HAMOOIBIINM
BECOM II03BOJISIET YJIYYLIMTh KAQuecTBO pa3OMEHHs IO CPaBHEHHUIO CO CTATUBAHHEM
ciydaifHO BEIOpaHHBIX pebep. B pacmpeneneHHON cucTeMe MOIOOHBIA MOAXOX
CIIO)KHO pean30BaTh, IIOCKOIBbKY JaHHBIE O pebpax rpada pacmpeneneHsl IO
Pa3HBIM BBIYMCIUTEIBHBIM Y3JIaM: OJIMH y3ell He MOXKET CaMOCTOSTENIbHO BhIOPAThH
pebpo ISl CTSATUBAaHUS, TaK KaK APYroil BBIYMCIMTEIbHBIA y3€l MOXET BbIOpaTh
CMEXHOe eMy pebpo, co3naBas KOHQIIUKT (HaIpuMep, eCIM pas3Hble y3JIbl peraT
CTATMBaTh CMEXHble peOpa, cTiIruBaemble pebpa He OyayT o0pa3oBbIBATH
napocoueranue). C Apyrod CTOpOHBI, CorllacoBaHHME BBIOOpa pedpa co BceMH
BBIYMCIIMTEIBHBIME Y3JIaMH, COJICpXKALlMMH CMEKHBIE eMy peOpa, NpUBEIeT K
CYILECTBEHHOM Jierpaialiiii IPOU3BOIUTEIILHOCTH.

JocTaTo4HO MNpOCTOE pEIIeHHEe — pasOUTh BEPLIMHBI Ha TPYNIBI (MCIOIB3YS
HEKOTOpOe HavyalbHOe pasOueHue rpada, Hampumep, ciydaifHoe) W BBIOMpATh JUIs
CTATMBaHHUA TOJILKO Takue peOpa, 4ToObl 00€ WHIMICHTHBIE WM BEPIIMHBI
NPUHAJIEKAN OJHOW TPYIIIE — ITOKa3bIBaET XOPOIINE Pe3yIbTaThl. DTO MO3BONISET
MPOU3BOJUTE CTATMBaHHE pedep Ha KaKJAOM BBIYHCIMTEIBHOM Y3JI€ HE3aBUCHMO
IPU YCIOBUM, YTO IAMSTH KaXKAOTO BBIYMCIWTEIBHOTO Y3J7a JOCTATOYHO JUIA
00paboTKH 000N TPYIIIHL.

[Ipn 3TOM MOXET OKa3aThbCsl, YTO HEKOTOpBIC BEPIIMHBI HE MHIMJICHTHB HUKAKUM
pedpam, LEeINKOM COJepKAIIMMCs B MX IpyIIe. DTO NPUBOAUT K HEOOXOIUMOCTH
CTATMBaTh HE TOJBKO pedpa, HO M MPOW3BOJIbHBIC TAphl BEPUIMH 0e3 pedpa MEexIy
HUMH — JOJI TakuX BEPIIMH MOXET OBbITh JOCTaTOYHO OOJNBUIOH, a s
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¢ dekTHBHONH pPabOTHI >KeNmaTellbHO, YTOOBI KOJMYECTBO BepmMH B Tpadax G;
COKpAIIAJIOCh SKCIIOHEHINAIIBHO.

CamMbIii IPOCTOH cIToco0 peanu3aiy TaKoro MOIX0Aa B paclpeieIeHHONH CHCTEMBI,
nojnepxuBaronieit  Map-Reduce, coctout B TpPYNNHAPOBKE BEPIIAH IO
UIeHTU(HUKATOPY UX TPYHNBl B ONEpalUd Map C MOCIEAYIOIIUM CTSATHBAaHUEM
pebep BHYTpH rpyIi BepiuuH B onepanuu reduce. OnTHManbHOE KOJIHYESCTBO TPYII
paBHO 00ILIEMy 4YHCIy HpOLECCOPOB Ha BCEX MallMHaX B KiacTepe. MEHBIINE
3Ha4YeHMs HE IO3BOJIIT KCIIOJB30BaTh BCE PECYPCHl Kiacrepa, a MpH OOJBIINX
3Ha4YEHHAX OyJIeT pacTH KOJMYECTBO BEPILIMH, U30JMPOBAHHBIX B IPYIIIaX BEPILUH,
KOTOpBIE HA3HAYAIOTCS OJTHOMY BBIYHUCIIUTEIBHOMY Y3ITy.

Ecnu B HawanbHOM pa30MEHHH CTOJIBKO K€ YacTel, CKOJIIBKO B Pe3yJbTUPYIOLIEM
pa3OueHNH, TO MHOTOYPOBHEBYIO ONTHMH3ALINIO MOXHO MPOHU3BOIUTH UTEPATUBHO:
pe3ynbTaT pa3OMeHus, IMOJYyYeHHBIH C TOMOIIBI0 MHOTOYPOBHEBOW ONTHUMHU3ALNH,
MOXKHO HCIIOJIb30BaTh Kak HadajlbHOE pa3OMeHue Uil CIeOyIoIIed HTepaluy.
Teoperndyeckn 3TO MOXKET YIy4YIINTh KauecTBO pa3OMEHHs, HO IO0J0OHBIE
9KCTIIEPUMEHTHI B paMKax JaHHOH pabOTHI HE MPOBOIMIINCE.

Taxum 006pa3oM, IpeIOKEHHBIH METO COCTOMT M3 CIEAYIOIIHX LI1aroB.

1. Pas3OueHue BepUIMH UCXOTHOTO rpada Ha rpymmsl. J[jist 3Toro BeiOHpaeTcs
’KeJaeMoe KOJIMYECTBO IPyII, U rpad pa3duBaercst Ha noarpadsl ¢
MTOMOIIBIO0 HEOGOBIIIOTo KojuecTBa nutepauuii Balanced Label
Propagation.

2. Orpy6xenue rpada. Ha 3ToMm mare reHepupyeTcst ociae10BaTeIbHOCTh
orpyOneHHbIX rpadoB (a TaKXKe JOMOIHUTEIBHbBIC JaHHbIE, KOTOPHIE OyIyT
HCTIONB30BaThCs MU yTouHeHNK). CHavana B KaKI0H IpyIIe BepLINH
BbIOMparoTcs pebpa (WIn mapsl BEPIIMH) I CTSITUBaHUA. Pesynprar
BbIOOpa pedep I CTSATUBAHHS MOYKHO IPEACTaBUTH B BUAE OTOOpaXKEHUS
(nabopa nap) naeHTH(HUKATOPOB BEPILUH B HICHTH(PHUKATOPBI HX 00pa3oB
B orpyb6nenHoM rpade. 3atem cosaercs orpyOsieHHbIH rpad myTem
OTO’K/IECTBIICHUS BEPIINH, HHIMJCHTHBIX CTSATUBaeMbIM peOpam. [leranu
3TOTO 3Tala MOTYT 3aBUCETh OT BO3MOYKHOCTEH MCIIONIb3yeMOH T1aT(GopMBbl
pacIpeieIeHHbIX BBIYUCIIeHNH. B o0meM cirydae 10cTaToYHO 3aMEHNTh
UACHTH(HUKATOPH! BEPIINH HA UICHTU(PHUKATOPHI HX 00pa30B U 3aTeM
00BEIMHUTH OMHAKOBBIE BEPIIMHBI U pedpa, COSANHSIONINE OJMHAKOBbIE
BepHIMHBI. VIMeeTcst HECKOJIBKO CIIOCOO0B Peatn3oBaTh 3TO IEHCTBHE B C
ucnons3oBanreM Map-Reduce, Ho moaxo0/161, MO3BOJISIOIINE H30EKATH
COEIMHEHUS TaHHBIX Tpada ¢ IOITydeHHBIM 0TOOpaKEHHEM BEPIIINH Ha UX
00passl, MO3BOJISIOT TOCTUTATS JIy4IIel IPOU3BOAUTEIbHOCTH. Hampumep,
MOZIEPXKKA KeMMpoBaHust B cructeme Spark [7] mo3BossieT COXpaHuTh
TPYIITEI BEPIINH B MAMSTH KJacTepa, BBIOpaTh pedpa AJIsl CTATUBAHUS B
mpenenax Kaxaoi TpyMIiel, pa3ociaTh 3Ty HH(POPMAIHIo BCeM y31aMm
KJacTepa (3/1eCh NPEAIoaraeTcsi, 4YTo y KaKJ0To BEIYUCIUTEIBHOTO y3iia
B KJIaCTEpE J0CTAaTOYHO MaMITH 4TOObI XpaHnTh HH(popManuio 06 odpazax
BCEX BEPILUMH) U 3aT€M IeHEpPUPOBaTh OrpyOJICHHBIH rpad, UCTIONb3Ys
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JAaHHBIC U3 KCIIIa.

3. Pa3Ouenne HauMeEHbBILIETO U3 OrPyOIEHHBIX IPa)OB C MOMOIIBIO
anroputMa Balanced Label Propagation.

4. VYrtounenue Fpa(l)OB. HpI/I 9TOM NOCJIC NOJYYCHUA pa361/IeHI/ISI o4yepeaHOro
YTOYHCHHOTO rpa(ba (LUIS{ 9TOT'0 JOCTATOYHO 06paTI/ITL 0T06pa)1<eH1/151
BCPLIWH Ha UX 06pa31>1; 9TO MOJKHO JICTKO CACJaTh KaK C IIOMOIIBIO Map-
Reduce, TaK U B IIaMATH, €CJIN €€ JOCTAaTOYHO, YTOOBI XpaHUTb 3TO
0TOOpaXKEHHE) OHO YIYUIIACTCS C IOMOIIBIO HECKOJIBKUX UTEparuil
Balanced Label Propagation.

5. Tlocne nony4eHus B pe3yabTaTe yTOYHEHHUS UCXOAHOTO Tpada ¢
yIy4IICeHHBIM pa30UeHNEeM BBIBECTH 3TO pa30OUeHHE KaK pe3ysbTaT paboThl
IrOpUTMA.

4 BblyucnumersibHbie JKCcnepumMeHmsbl

Hnst TectupoBanusi amroputm Balanced Label Propagation u ero Bapuant, B
KOTOPOM HCIOJB3yETCS MHOTOYPOBHEBAs ONTHMH3AIMS OBUTH PCaln30BaHbl C
ucronb3oBanneM cucreMsl Spark. CpaBHeHHe HPOM3BOAMWIOCH HA CIEAYIOLINX
HaboOpax NaHHBIX:

e rpad cesseii B cetu LiveJournal [8, 9]; coneprkaruii 4.8 MiH. BepIinH u
68.9 MIJIH. OpUEHTHPOBAHHBIX pebep; Ul TECTUPOBaHUS rpad ObuT
npeoOpa3oBaH B HCOPHEHTUPOBAHHBIH, KOJIHYECTBO pebep Mociie 3TOro
cocTaBuiio 42.8 MIIH.;

e uacTb rpada cBszeit cetu Facebook, mony4ueHHas ¢ MOMOIIBIO ANTOPUTMA
MHRW [10, 11]; comepxaras 0.9 mun. Bepius u 1.79 miH. pebep.

B kauecTBe MepHsI KadecTBa pa3OoHUEHHs HCIOIb30BaNachk 10 pedep, 06e BepIIHHBI
KOTOPBIX OKa3alich B OJHOM paszgene. Ecmm cymmapHbii Bec pebep rpada
(mockonbKy Bce rpadbl B TECTHPOBAaHWH ObUIM O€3 BECOB, OH PABEH KOJIMYECTBY
pebep) W, a cymmapHhsiii Bec pebep B paspese — W, TO 1051 BHYTpEeHHUX pebep
BeIpaxaercs popmynoit (W — W,,,.)/W. BuaHo, 4To 4YeM MeHbllle CyMMapHbIA Bec
paspesa, Tem Oouibliie 10JS BHYTpeHHUX pebep. Ho 3a cuer HOopManmm3auu 3TOT
napameTp ynoOHee NpH CpaBHEHUH Pe3yJIbTaTOB Ha Pa3IMYHBIX rpadax.
[Tpu TecTHPOBaHUU ANTOPUTMA, UCIIOJIB3YIOLIET0 MHOTOYPOBHEBYIO ONTHMH3ALIHIO,
orpy6sieHre Tpada MPOU3BOJUIOCH IO TEX IOp, MOKA KOJWYECTBO BEPIIMH HE
cra”et MeHbIe iy pasao 10000.
Iepen HauasioM orpyOieHHs BEpIIMHBI pa3OMBAIUCh Ha pa3feibl C IOMOIIbIO
npuMmeHenust Tpex wurepanuii Balanced Label Propagation & ciyuaiiHomy
pasz6uenuto. s rpada LiveJournal namayurume pesynbrarsl qocturarorcs mpu 0.1
urepaumsix. s dactu rpada Facebook kadecTBo BO3pacTaeT NpH yBETHYCHHH
KonmyectBa urepanuii B mHTepBasie 0..10. Biusnue HawyanbHOro pazOueHue Ha
KauecTBO pa30OMeHHsT — 3TO OJHO W3 BO3MOXKHBIX HAalpaBJICHWH JaJlbHEHIINX
HCCIIEeIOBaHUM.

26



Tpynst UCIT PAH, Tom 26, Bbim. 4, 2014 1.

ITocne xaxzaoro mepexoga OT MEHbIIETO rpada K OoblieMy, pa3OueHHE
ONTMMU3UPOBAJIOCH ¢ MOMoMIpI0 ABYyX wHrepanuii Balanced Label Propagation.
YBenudueHrne KOJIMYIEeCTBA UTEPAIU Ha ATOM JTalle YIydIlaeT KayecTBO pa3OneHHs,
HO TaK)Xe yBEJINYMBAET BpeMsl pabOTHI.

Ha puc. 1 Buamo, uro kauectBo pas6uenust Balanced Label Propagation cxomurcst
JIOCTaTOYHO ObICTpo W mociie 10 wWrepamuii yxe MpaKkTHYECKH He MeHsercs. B
CPaBHHTENBHBIX TECTaX NPOBOAWIOCH 20 UTEpaIHi.

Ha puc. 2 moka3aHo, 9TO MHOTOYPOBHEBAs ONTHMU3AIMS ITO3BOJISIET 3HAYUTEIHHO
VIIy4IIUTE KA9eCTBO Pa3OMEHUS MPH BCEX PACCMOTPECHHBIX 3HAUCHUSIX KOJNMYECTBA
paznenos ot § 10 56.

Bo Bcex Tectax MHOTOYpOBHEBasi Bepcusi paboTayia IPUOIM3UTEIBHO B J1Ba pasa
monbie. TeopeTWdeckn, MHOTOYpOBHEBas BepCHs MOXET OBITh ObIcTpee
OPHMTMHAIIBHOM, €CJIM ONTHMHM3HMPOBATh IIpolecc orpyOneHus rpadoB, HO MOKa He
SCHO, HACKOJIbKO CHWJIBHO MOJHO YJY4YHIUTH MPOU3BOJUTCIBHOCTL 3TOr'0 JTara.
Taxske akTyaJbHON TEMOH Ul AAIbHEUIINX UCCIIEIOBAaHUN SBIIETCS OIPEIEICHUE
onTUMaNbHOro KosimuectBa wurepanmii Balanced Label Propagation wa srame
YTOUHCHHUA l"pa(bOB 1 BJIIMAHUEC UX KOJINYCCTBA HAa TPOU3BOAUTCIILHOCTD.
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Puc. 1. Cxooumocmys Balanced Label Propagation.
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5 3aknro4yeHue

Bru1o moxa3aHo, 4T0 MHOTOypOBHEBAs! ONTHUMHU3ALIUS TI03BOJIAET 3aMETHO YIyUIIUTh
KauecTBO pa3bHeHMi, MmoiydaeMbIx ¢ mnomolpio amroputva Balanced Label
Propagation. Oxna w3 BbIABIEHHBIX NPOOJEM MOAXOJA CBA3aHA C TEM, YTO B
MCXOZHOM pa30HeHHH, UCTI0JIb3YEMOM JUIs TeHEepaluy MOCIIeA0BaTeIbHOCTH rpadoB
MyTEeM CTATHBAaHUSA pebep, B KaKAOM pasfelie MOXKET ObITh JOBOJBHO MHOIO
W30JIUPOBAHHBIX BEPIIMH, 4YTO MOXET OKa3plBaTh BIMSHHE Ha KauecTBO
pesynbTHpytomero pasouenus. Kpome Ttoro pebpa s craruBaHusi Opayinch
MPOU3BOJILHO, XOTS U3BECTHO, YTO OOJIeE CIIOXKHBIE AITOPUTMBI BBIOOpa pedep s
CTATUBAaHWSA MOTYT YIYYIINTh KadecTBO paszomeHuit [2]. Takum oOpazowm,
aKTyaJIbHbI CIIEAYIOIINE HAIlPABICHHU IS TATbHEHIINX CCIIEI0BAHMIM:

®  HCCIIe0OBaHKUE BO3MOXHOTO BBIMTPHIIIA OT HCIOJIb30BaHUs Gojiee
CITOHBIX allTOPUTMOB BBIOGOpa pebep IUIst CTATHBAHHS B paMKax OJHOM
IPYIIIIBI BEPIIKH, HATIPUMED, aITOPUTMA TIOUCKA MTAPOCOUETAHUIM
Ooubmioro Beca u3 [2];

e JCCIIeJOBaHNE BO3MOXKHOCTH PAcIpeneNeHHOTO CTATUBaHus pedep rpada
6e3 oTpaHNYeHNH Ha PaCIOI0KEHNE BEPIINH pedpa OTHOCHTEIEHO
BBIYHCIIUTEIBHBIX Y3JI0B, HAITPUMEDP, 3a CUHCT PA3PCIICHUA CHTyaHHﬁ, Korga
pebpa He 00pa3yIoT mapocoyYeTaHus;

® HCCICIOBAHHUC BIIMAHUSA HAYAJIBHOTO pa361/1eH1/m Ha pE€3yJbTaThbl, B TOM
YHUCJIE TOTO, HACKOJIBKO JIYUIINX PE3YJIbTATOB MOXXHO TOCTUYb C ITIOMOIIBIO
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WUTEPATUBHOW MHOTOYPOBHEBOW ONTUMU3AIINH;

® YJIYYIICHUEC NPOU3BOAUTCIBHOCTU AJIrOpUTMA.

Cnucok nutepaTtypbl

(1].

[2].

[3].

[4].

[5].

[6].

[71.

[8l.
[9].

[10].

[11].

[12].

M. R. Garey, D. S. Johnson, and L. Stockmeyer. “Some simplified NP-complete graph
problems”. In: Theoretical computer science 1.3 (1976), pp. 237-267.

G. Karypis and V. Kumar. “A fast and high quality multilevel scheme for partitioning
irregular graphs”. In: SIAM Journal on scientific Computing 20.1 (1998), pp. 359-392.
J. Ugander and L. Backstrom. “Balanced Label Propagation for Partitioning Massive
Graphs”. In: Proceedings of the Sixth ACM International Conference on Web Search
and Data Mining. WSDM ’13. Rome, Italy: ACM, 2013, pp. 507-516. isbn: 978-1-
4503-1869-3. doi: 10.1145/2433396.2433461.

B. W. Kernighan and S. Lin. “An Efficient Heuristic Procedure for Partitioning Graphs”.
In: Bell System Technical Journal 49.2 (1970), pp. 291-307. doi: 10.1002/j.1538-
7305.1970.tb01770.x.

U. Raghavan, R. Albert, and S. Kumara. “Near linear time algorithm to detect
community structures in large-scale networks”. In: Physical Review E 76.3 (2007). doi:
10.1103/physreve.76.036106.

J. Dean and S. Ghemawat. “MapReduce: Simplified Data Processing on Large Clusters”.
In: OSDI 2004. 2004, pp. 137-150.

M. Zaharia et al. “Resilient Distributed Datasets: A Fault-tolerant Abstraction for In-
memory Cluster Computing”. In: Proceedings of the 9th USENIX Conference on
Networked Systems Design and Implementation. NSDI’12. San Jose, CA: USENIX
Association, 2012.

Stanford Network Analysis Project, LiveJournal social network. 2006. url:
http://snap.stanford.edu/data/soc-LiveJournall.html.

L. Backstrom et al. “Group Formation in Large Social Networks: Membership, Growth,
and Evolution”. In: Proceedings of the 12th ACM SIGKDD International Conference on
Knowledge Discovery and Data Mining. KDD ’06. Philadelphia, PA, USA: ACM, 2006,
pp. 44-54. ishn: 1-59593-339-5. doi: 10.1145/1150402.1150412.

Sampling Online Social Networks, Facebook Social Graph. 2009. url:
http://odysseas.calit2.uci.edu/doku.php/public:online_social_networks#facebook_social
_graph_-_mhrw_uni.

M. Gjoka et al. “Walking in Facebook: A Case Study of Unbiased Sampling of OSNs”.
In:  Proceedings of the 29th Conference on Information Communications.
INFOCOM’10. San Diego, California, USA: IEEE Press, 2010, pp. 2498-2506. ishn:
978-1-4244-5836-3. doi: 10.1109/infcom.2010.5462078.

J. E. Gonzalez et al. “PowerGraph: Distributed Graph-parallel Computation on Natural
Graphs”. In: Proceedings of the 10th USENIX Conference on Operating Systems Design
and Implementation. OSDI’12. Hollywood, CA, USA: USENIX Association, 2012, pp.
17-30. isbn: 978-1-931971-96-6.

29



Trudy ISP RAN [The Proceedings of ISP RAS], vol. 26, issue 4, 2014.

Improving quality of graph partitioning
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Abstract. Graph partitioning is required for solving tasks on graphs that need to be split
across disks or computers. This problem is well studied, but most results are not suitable for
processing graphs with billons of nodes on commodity clusters, since they require shared
memory or low-latency messaging. One approach suitable for cluster computing is Balanced
Label Propagation, based on distributed label propagation algorithm for community
detection. In this work we show how multi-level optimization can be used to improve
partitioning quality of Balanced Label Propagation. One of major difficulties with distributed
multi-level optimization is finding a matching in the graph. The matching is needed to choose
pairs of vertices for collapsing in order to produce a smaller graph. As this work shows,
simply splitting graph into several parts and finding matching in these parts independently is
enough to improve the quality of partitioning generated by Balanced Label Propagation.
Proposed algorithm can be implemented within any framework that supports MapReduce. In
our experiments, when graphs were partitioned into 32 parts, ratio of edges that don’t cross
partitions increased from 54-60% to 66-70%. One of significant problems of our
implementation is performance — work time of multi-level algorithm was approximately
twice that of the original algorithm. It seems likely that implementation can be improved so
that multi-level algorithm would achieve better computational performance as well as
partitioning quality.

Keywords: graph partitioning, label propagation, multi-level optimization, social networks,
cluster computing.
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knacrtepoB Apache Spark B o6na4yHom
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AnHoTauusi. B paGoTe ommchIBaeTCS MNPOLECC CO3MAHUS CHCTEMBI ABTOMATHYECKOTO
co3manus BHPTyalbHbIX KiactepoB Apache Spark B cpeme Openstack. Taxxe B paGorte
NPHUBOIUTCA KPAaTKUM 0030p pasiuuuil MKy NPeNoCTaBISEMBIMUA METAIaHHBIMU B CpeIax
Openstack 1 Amazon EC2.

Kuouesbie ciaoBa: Apache Spark, Openstack, Amazon EC2, Map-Reduce, HDFS,
BHPTYaJIbHBIE KJIACTEPHI, 00JIauHbIe BeraucieHus, Big Data.

1. BeedeHue

Ha Texymmii MOMEHT TEXHOJOTHH BBIYHCICHHA B IMporpaMMHON Momemn Map-
Reduce cranoBsitcs Bce Oonee BocTpeboBaHHBIMU. CyIIECTBYET MHOXKECTBO
peanusanuii nanHoro noaxona [1], [2], [3], [4], u mpoexr Apache Spark [5]
SBJsIETCS OMHOM M3 Takux peanusanuid. I[Ipoext Apache Spark wusHauambHO
paspabaTrhIBaJICs HHCTUTYTOM bepkiin u mocie OTKPBITUS UCXOAHBIX KoJ0B B 2010
roJly aKTHBHO Pa3BUBAETCS] MHOXECTBOM HE3aBUCHUMBIX Pa3paOOTUYUKOB. Apache
Spark sBrsietcst oHOM U3 caMbIx ObICTpBIX peanusanuit Map-Reduce [6], [7].

B To e Bpems Bce CyNIECTBYIOIIME MPOEKTH, peanusyronme Map-Reduce,
001aar0T CI0KHOM apXUTEKTYPOii, U IIPOLIECC HACTPOUKH KIIACTEPHOTO OKPY)KEHHUS
JUII WX HUCIOJNB30BAaHHUS  SBISETCA CIOKHBIM ¥ 3alyTaHHBIM. Y MEHHE
nporpaMMupoBath B mapaaurme Map-Reduce coBepiieHHO He 00sA3bIBAET
pa3paboT4nka © HCCIeNOBaTeNs yMETh HACTPaWBaTh CJIOXHBIE KJIACTEpHBIC
OKPY>KEHHS.

! pa6ora BhmonHena npu noazepkke rpanta PODU Ne14-07-00602 A «MccnenoBanue u
pa3paboTKa METOI0B aBTOMAaTH3alUK MACIITAOUPOBAaHHs M Pa3BOPAUYMBAHKS BUPTYalTbHBIX
KJIaCTEpOB st 00paboTKH CBepXO0IbIIuX 066EMOB qaHHBIX B 001a4uHOi cpene Openstacky»
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Ha ™momeHT Hawama paGoThl HAg MAHHBIM IIPOSKTOM CYLICCTBOBAJIO JIHIIb
HECKOJIBKO TPOEKTOB [JIsi aBTOMATH3AllMH Pa3BEPTHIBAHHS OKPYXCHHS IS
pacmpeneieHHbIX BRIYMCICHHH B mapagurme Map-Reduce, u Hu oquH M3 HEX He
HpeIoarail UCIoIb30BaHME OTKPHITHIX OOJIAYHBIX CpEJl B KayecTBe ILIaT()OPMBI
JUTsL pa3BepThIBaHMs BhIYHCIUTENbHOTO Kimactepa [8], [9]; Gonee Toro, Bce 3TtH
[POEKTHI TOIPa3yMEBAIOT MCIIOIb30BAHKE JIUIIb KJIACCHYECKOTO CTEKa TEXHOJIOTUi
Apache Hadoop wnu Cloudera Hadoop. EanHcTBeHHBIH MPOEKT, OPHEHTHPOBAHHBIH
Ha OTKpbIThie oOmauynbie cpensl (Openstack Sahara [10]) 6bi1 B camom Havane
[MKJIa pa3pabOTKH, U OH TaKkKe MoapasyMeBal ucmoib3oBanue Apache Hadoop B
KauecTBe peanmmsarmi Map-Reduce. Vcnons3oBanme Apache Spark mossmimocs B
IUTaHaX JIMIIb HEAaBHO, U MPOSKT OYCHbB JANICK OT 3aBEPILCHHS.

Takum 06pa3oM, 3aa4a aBTOMAaTHYECKOTO TIOCTPOEHHSI BUPTYAIbHBIX KIACTEPOB C
TOTOBBIM OKPY)XEHHEM JUIsl BHIONHEHWs 3amad B Apache Spark kaxercs odeHsp
akryanpHO. Kpome Toro, Takoil MmOAXOX MO3BOMSIET OYCHb TOYHO MIEIHThH
anmaparHble PeCypcsl MEXIy pa3pabOTIMKaMHu M BBIAEISITH UM POBHO CTOIBKO
PECYPCOB, CKOJIBKO UM TpeOyeTcs, 6e3 MPUBS3KA K HIDKEISKAIEMY allapaTHOMY
obecrieuennio. llenpto qaHHON PabGOTHI SIBISICTCS MPEIOCTABICHAE PEIICHHUS IS
ABTOMAaTH3aLHU CO3[aHus BUPTyanbHBIX KimactepoB Apache Spark B oGmaunoii
cpene Openstack.

2. Komnonenmsi Apache Spark

B sTOM paszene NPUBOAUTCS KPaTKUil 0030p OCHOBHBIX KOMMOHEHTOB Apache
Spark.

2.1 YpoBeHb XpaHeHuA

B kauectBe cucTeMbl XxpaHeHus JaHHbIXx Apache Spark  ucnomb3yer
pacmpezeneunyio ¢ainoyo cucremy HDFS [11]. Paspaborunku ¢peiimBopka
NPeINoJaraloT eAMHOBPEMEHHOE MCIONb30BaHue JBYX (ainoBeix cucrem HDFS:
OJTHY TPEJIIONIATaeTCsl UCIIOIb30BaTh IS IOJTOBPEMEHHOTO XpaHEHHs PE3yJIbTaTOB
paboThl MpOrpaMM, BTOPYIO K€ IPENIoaraeTcs UCIoIb30BaTh ISl ONEPaTUBHOTO
XpaHCeHHUsI TIPOMEKYTOUYHBIX JaHHBIX BBIYHCICHUN W JUISI pactpeneieHus 3aIaHuii
MEKIy BBIYHMCIMTEIBHBIMHU y3laMu Kiaactepa. Apache Spark mommepkuBaeT Bce
W3BECTHBIC pealiu3alny U BepcuH ¢aitnoBoit cuctembl HDFS.

2.2 BbluucnurenbHble y3nbl

B Apache Spark ucrosnb3yercst pasjeneHue pojieil BEIYHCIUTENBHBIX y3510B. OIuH
W3 Y3JI0B HA3HAYAETCS YIPABIIAIONIMM M Ha3bIBAETCs «MacTepomy». OcTalbHbIE Y3IIbl
NpeIHA3HAYAIOTCA JUIA BBIMOJHEHHS BBIYMCIICHHM W HA3BIBAIOTCA «PabOYMMID»
(workers). TIporpamma 3amyckaeTcs Ha «MacTep»-y3jie, W OH aBTOMAaTHYECKH
dopmupyer 3amaHus UL «pabouMx» y3ioB. Ilociie BBLIMOJHEHUS 3aaHui
«pabourey y3JIbl YBEIOMIISIOT «MacTep» y3€ll O pe3yIbTare UCTIOJHEHHS 3aaHHi.
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2.3 CnexeHue 3a XuU3HeOeATeNbHOCTbLIO KNactepa

Or Bepcun k Bepcuu B mpoekte Apache Spark memsutace Monens CIeXeHHS 3a
PaboTOCHOCOOHOCTRIO BEIYHMCIIUTENBHBIX Y3JIOB. B IepBEIX BepcHsAX MpoOeKTa
HCIIOJIB30BAJIOCH PA3AeICHHEe OTBETCTBEHHOCTH: CIICKEHUE 3a pab0TOCIIOCOOHOCTEIO
y3I0B NPOU3BOAWIOCH HPH IIOMOIIM BBIACICHHBIX Y3JIOB, Ha KOTOPBIX
CIIenuaIbHEIM 00pa3oM HactpamBajcs ZooKeeper [12]. B Gonee mo3MHUX BepCUsIX
OT 3TOT0 MOAXOJAa OTKA3aJIUCh, U OBLI pean30BaH COOCTBEHHBIH IIPOTOKOI OIpoca
Y3II0B O OCTYMHBIX UM pecypcax U CICKEHHs 3a paboTocrnocoOHOCThI0. B nanHO#M
paboTe UCIONB3YITCS TONBKO BeTpoeHHbIe B Apache Spark MexaHH3MBbI Clie:KeHUsI
3a paboTOCIIOCOOHOCTHIO KilacTepa.

OTHenbHO CTOUT OTMETUTh, YTO JJIS CICKCHHUS 3a HCIOJB30BAHHEM DPECYpCOB
y3IIaMH BBIYKMCIIMTENBHOM ceTH, pa3pabordku mpoekra Apache Spark mpemmararor
UCIIOJIb30BaTh CHEIUAIN3UPOBAHHBIH HHCTPYMEHT JJISI CIIEKEHUS 32 HAarpy3Kou Mo
HasBanmem Ganglia [13]. B pamkax gaHHOW pabOThI TaKKe HCHONB3YETCS ITOT
MHCTPYMEHT.

3. Cywecmeyrujue crnocobbl co3ldaHusi Knacmepoe Apache
Spark e obna4yHbIx cpedax

Ha momeHT Hawyana pa®oThl HajJ AaHHBIM MPOEKTOM CYIIECTBOBAJO POBHO JBa
criocoba co3manust kiacrepos Apache Spark.

[TepBBlit croco® mpennonaraeT py4yHyl KOHQUrypanuio BceX KOMIIOHEHTOB
cucrteMbl. To ecTh Uil CO3/aHMsI KJIACTEPHOTO OKPYXKEHHUS HEOOXOAMMO 3alaTh
KOH(UTYpaLUIO VIS CIETYIOMIHX MOACUCTEM:

Apache Hadoop (v1/2.X) B 1ByX 3K3eMILIIpax

e  Oxpyxennit VM u Scala

Ganglia

Apache Spark

Hacrpoiika JVM u Scala moapazymeBaeT yCTaHOBKY BCEX HEOOXOMMBIX MAKETOB H
HACTPOIKY INEPEeMEHHBIX OKPYXKEHHS M JaJbHEWIIero WX HCIONB30BAaHUS B
Apache Spark u Apache Hadoop.

Apache Hadoop u Apache Spark koH(purypupyroTcss mpu HOMOIIA MHOMXECTBA
(attmos XML, KoTOpBIE TOIKHEI CONIEPIKATh POJIA KAXKIOTO U3 y31oB, |P-anpeca u
MOPTHl AN COCAMHEHHH MEXAy y3mamu, ypoBHH perumukammu  HDFS,
KOH(UTypanuio HIpKelexamero ypoBHs moj (aiioBoit cucremoit HDFS u Tax
naiee.

Ganglia Taxke mojpa3symMeBaeT HACTPOWKY C pa3[elICHHEM POJICH: Ha KaXKIOM y3iIe
JIOJDKEH CYIIECTBOBaTh KOH(QUIYPAIIMOHHBIN (ailil ¢ yKazaHHEM TeX PecypcosB, 3a
KOTOPBIMH JIOJDKEH CJIEINTh JAEMOH, U JIOJDKEH CYLIeCTBOBATh KOH(MHUTYPAIUOHHBIN
(ailn Ha «MacTep»-y3i1e Ul CIKSHHUS 3a pecypcaMu KJIacTepa B [IEJIOM.
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Bropoii crioco6 mpemHa3HayaeTcs T HACTPOWKH KJIacTepOB B OOJIAYHOU cpene
Amazon EC2 [14][15]. Hacrpoiika OKpyKeHHs MOApPasyMeBaeT MCIOJIb30BAHUE
3apaHee CKOH(OUTYPUPOBAHHOTO 00pa3a BUPTYaIbHON MAIIMHBI C YCTAHOBICHHBIMHU
KOMIIOHEHTaMH 0e3 KOH(pHIypaluM W CHOCHUHATbHOrO Habopa CKPUNTOB IS
HACTPO#KKH KOMMOHeHTOB. OOpa3 BHPTyalbHOH MAalIMHBI HCMOJB3YET OB THIA
ONMOYHBIX YCTPOMCTB Uil XpaHeHus nanHeix B HDFS: yctpoiictBo s
NEPMAHEHTHOTO XPaHEeHHs JaHHBIX U YCTPOUCTBO AJIsI OTepaTUBHBIX qaHHbIX HDFS
U pasfena AJs CBOMMUHTa. BTopoe GI0YHOE YCTPOHCTBO HA3hIBACTCS TEPMHUHOM
«ephemeral» u yHHYTOXAETCS TIPH OCTAHOBKE KJIacTepa.

CKpHUITH HACTPOUKH BBITIOJHSIOT CIICAYIOIIYIO MOCIEA0BATENbHOCTD JEHCTBHIA:

e 1pu oMoy nporpaMMHBIX HHTepdeiicoB Amazon EC2 (manee — API
Amazon EC2) wuHunmmpyercs mpolecc 3amycka HEoOXOIUMOTo
KOJIMYECTBA BHUPTYaJbHBIX MAIMH M3 3apaHee HacTPOEHHOro oOpasza Ha
6aze OC Red Hat Enterprise Linux 5.3;

e ¢ nomompsio APl Amazon EC2 nactpauBatoTcs npaBuia OrpaHHYEHUM
CETEBOr'0 JIOCTYIA K CETEBBIM MOPTaM Ka)JI0W M3 BUPTYAIbHBIX MAallINH;

®  CKpMIT BIIaJACT B PEXUM 0XXKMJIAaHUSA POBHO HAa 5 MUHYT;

®  TIOCIIe HCTEYEHUS MATH MUHYT CKPHIIT «y3HaeT» BblnaHHble IP-aapeca mis
KaXJOH M3 BUpTyalbHbIX MammuH npu nomormu APl Amazon EC2; B
cily4yae, €ClIM BHUPTYyajbHbIE MaIlIWHBI HE YCIIENW 3allyCTHTBHCS, CKPHIIT
BBIJIAET OIIKOKY;

e ¢ UCIIOJIb30BaHUEM HOJTyYEHHBIX JIAHHBIX 3aIOJHSIIOTCS
KOH(pUTypannoHHble (ailibl A1 BceX KOMIOHEHTOB cucuteM. «Macrtep»
y3en HasHayaercst NameNode s o6enx daiinoeix cuctem HDFS;

e «MacTep»-y3ly MepeAalTcs Bce KOHQUrypaluoHHble (ailnsl  mpu
MOMOIIH SSh-TTOAKITIOUEHHS;

e «MacTep»-y3eJ pacrojiaraeT mnoiydeHHele ¢ailnel B 3apaHHee
ONpeNeNICHHbIX Mamkax W 1o SSh  pasmaer JIOYepHHM  y3jiam
COOTBETCTBYIOIINE UM KOHPUTYpAIIMOHHBIE (ailibl;

e  «Macrep»-y3en uHHUNMHpyet 3amyck ciyx6 HDFS u Apache Spark ma
BCEX y3Jax.

[Tocne BbINIONHEHUS! MEPEUUCICHHBIX JACUCTBUN YIpaBiieHHE BO3BpalllaeTCs Ha

TEPMHHAJI TI0JIb30BATES], U TIOJIb30BATEI0 COOOLIAIOTCSI HEOOXOJUMBbIE IaHHBIE JIJIsI

MOAKITIOUEHHS] K CBEXKECO3JaHHOMY KJIacTepy.

KitoueBbie 0cobeHHOCTH BTOPOTO Criocoba:

e wucnonsdyercst APl 3akpriToit obnaunol cucremsl Amazon EC2;

®  HCIIONB3YyeTCs 3apaHee HACTPOCHHBI 00pa3 ONepalMoHHOM CHCTEMBI
RHEL 5.3, xoTophlii Hemb3s WCIONB30BaTh KaK H3-332 JIMIICH3MOHHBIX
OTpaHWYEHUH [aHHOTO JMCTPUOYTHBA, Tak M M3-3a HEBO3MOXKHOCTH
u3BIIeYb 00pa3bl BUPTYaJIbHBIX MAIIMH U3 cpeasl Amazon EC2.

36



Tpynst UCIT PAH, Tom 26, Bbim. 4, 2014 1.

Takum oOpaszom, oba crocoba HENMPUMEHHMBI JJI HCIOJIb30BaHUS B OOJIAYHOU
cpeme Openstack w3-3a CIOKHOCTH HACTPOWKH OTACIBHBIX KOMITOHEHTOB IS
TepBOTO crocoda 1 n3-3a siBHOU npuBsa3ku k Amazon EC2 mis Broporo crocoba.

4. [TlocmpoeHue peweHusi

CyImecTByeT HECKOJIBKO ITOIXO00B UL TOCTIDKCHHS IIOCTaBICHHON 3aJauH:

1. mepencrnonb30BaHUE CYIISCTBYIOIINX CKPHITOB HACTPOWKH KiacTepa B
Amazon EC2 mnpu momomu amantepoB APl B cpeme Openstack
(moxcucrema Heat);

2. WCIOJIb30BaHUE CHCTEM OPKECTPALHH,

3. amarrrarnus (OPTHPOBaHKE) peleHus 1iIst cpepl Openstack.

PaccMoTpuM 3TH oAX0/16I TOAPOOHEE.

4.1 Ucnonb3oBaHue noacuctembl Openstack Heat

Ha moment Hawama paboTsl Hax mpoekToMm B mpoekre Openstack cymiectBoBan
CreNHanbHBIA MOOOUYHBIA MpoekT moja Ha3Banmem Heat [16]. Llenpro mpoekra
SBISIOCH obecreueHrne copmecTumoctr ¢ Openstack ckpunTos, mpeaHa3HaYEeHHBIX
IJIs1 MCIOJIb30BAaHUS B Apache EC2. IIpenmonaranock, 4TO MPH HCIIOJb30BAaHUU
3Toit mpocnoiiku Openstack cmosxeT «putBopsiThesiy Amazon EC2 asst koHeuHOTro
MOJTB30BaTeNsl W OOECHEeYnBaTh TOYHO Takoe IMoBeAeHHe. TeM He MeHee, B TOT
MOMEHT IIPOEKT HAXOIWICS B 3a4aTOYHOM COCTOSIHUM M MPENOCTaBIIUI MEHee
TIOJIOBHHBI OT BEI30BOB kK APl Amazon EC2.

Heobxoaumo otaenbHo otmetuth, uto Amazon EC2 u Openstack peanusyiot
COBEPIIEHHO pa3HbIe MOJENIN apXUTEKTYphI 00JIauHBIX CEpBUCOB. B wactHOCTH, 00€
oGuaunble TIATGOPMBI MPEAJIararoT IMOJIL30BATEII0 XPAHUTh ONPE/ICICHHBIH Habop
METaIaHHbIX, CBS3aHHBIX C BUPTYAJIbHBIMH MaIllMHAMH, HO pa3lIMyacTcsl Kak M caM
Ha0Op METaJaHHBIX, TaK W YPOBHH jgocTyma kK HuM. Openstack mpemocraBisier
MO/IeJIb, B KOTOPOH KaXk[as BUPTyasibHash MalliHa MOXET MMETb JOCTYII TOJIBKO K
COOCTBEHHBIM METaJIaHHBIM, B TO BpeMs kak Amazon EC2 no3BossieT ucnoib30BaTh
MeTaJlaHHbIe ¥ «CHApPYKH» BUPTYaIbHON MaIllUHBI.

Kpome Toro, 00ia4yHbBIe CEPBUCHI MO-PA3HOMY PEATH3YIOT BUPTYAIBHYIO CETEBYIO
undpactpykrypy. B pamkax Amazon EC2 kaxnjas BUpTyaibHasi MalllMHa MOJTy4aeT
nBa IP-anpeca: ouH SBISETCS «BHEIIHUM» M UCTIONB3YETCS [Tl IOCTYIIA U3 JIF000M
TOYKH ceTH MHTepHeT, BTOPOil ajpec sBISETCS «BHYTPEHHUM» U JIOCTYIEH TOJIBKO
B Mpejeiax BHPTYaJbHOW CETH MEXAY BUPTYAJIbHBIMH MAIlUHAMH KOHKPETHOTO
MOJIBb30BaTelsl. DTH HACTPOWKH SIBISIOTCS (PUKCUPOBAHHBIMH, W OBJIMATH HAa HUX
Henmb3s, Tak 4To W BbI3oBOB B APl Amazon EC2 nmns HacTpoiiku cetH He
CYIIIECTBYET.

B T0 ke Bpems, Openstack mo3Bossier OuYeHb THOKO HACTpPauMBaTh CETEBOC
okpyxenue. Kaxnmas cerp B Openstack o06magaer cOOCTBEHHBIM HMEHEM U
UIeHTH(HUKATOPOM, KOTOPBIi 3a1aeTcst Ha dTarne HacTpoiiku cpeasl Openstack. [lpu
CO3[JaHMM BUPTYILHOH MAaIIMHBI HEOOXOAMMO SIBHO yKa3bIBaTh, Kakne HMEHHO
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cetn OyIeT MCHOJB30BaTh BHUPTyalbHas MAIlHA; €CIM 3TOr0 HE CAENaTh, TO
BUPTYyalbHasl MAallMHAa IOJNy4aeT ceTeBble MHTEP(EHCH MO YMOJIYaHHUIO, KOTOPHIC
3ajaroTcss agmuHECTparopoM Openstack, u HacTpoiiku 3THX ceTell HyKHO 3HATH
3apaHee, IOCKOJIbKY Heat He mpejocTaBiseT JaHHBIX 0 KOHQUIYpaluu CeTH.

Takum oOpaszom, amantep Heat B pamkax 3TOro MpoeKTa HCHOIH30BATH OBLIO
HEBO3MOXHO C CaMOT'0 Hayaja I10 ABYM IIPHYHHAM.

e [lockonpky Heat B TouHOocTH mOBTOpsieT BEI30BEI Amazon EC2, c¢ ero
NOMOIIBI0 HEBO3MOXKHO HCIIONBb30BAaTh CETH, OTIMYHBIE OT 3aJaHHBIX
ammuaEcTparopoM Openstack B kadecTBe ceTedl MO yMONYaHHIO. OTO
HaKJIa/IbIBaeT OTPAaHUYEHHsI Ha IOJb30BaTeNsl, TaK KaKk eMy HeoOX0oanMo
HUMETh HEMOCPECTBEHHBI KOHTAKT ¢ aAMHUHHCTpatopom Openstack s
Ha3Ha4YeHHs HY>KHBIX HACTPOEK 110 YMOJYaHHMIO, a 3TOT BapUaHT HE BCET/a
JOCTYIIEH.

e Henocrarounslii ypoBeHb cOBMeCTMMOCTH Bbi3oB Heat ¢ APl Amazon
EC2. B wactHOCTH, B JaHHOM ClIy4ae 0Ka3ajlioch, YTO CUCTEMa UMEHOBaHHS
BUpTyansHbIX MamuH B Openstack APl u Heat APl otimaaercst: Heat API
He CrHocoOeH yCTaHOBUTH hOStname  BHPTyadbHOH  MAIIHHBL, U
BUPTYyaJibHBIC MAIIWHEL, co3maHHble mpu momomu APl Heat momydator
cBoil BHyTpeHHuit IP-anpec B kauectBe hostname. B To »xe Bpemsi, Apache
Spark anst HacTpoiKH y3110B TpeOyeT UMEHOBAHHS Y3JI0B B COOTBETCTBHU C
FQDN, u B cnydae, ecnu y3en umeer hostname, He COOTBETCTBYIOIINI
FQDN, HacTpoiiku cumTaroTcsi HEKOppeKTHBIMH. Bomee Toro, orBer Ha
Bbi30B APl Heat, coorBeTcTByMOMIMil 3ampocy «kakoit y meHst hostnamey,
BCET/Ia BO3BPALIAETCS MyCThIM.

Taxum 00pa3oM, MBI HE MOXKEM HEPEHCIIONB30BATh CYIIECTBYIOINI HA00P YTHIUT
JUISL HACTPOIMKK BUPTYAJILHOTO KilacTepa 0e3 N3MEHEHHH.

4.2 Acnonb3oBaHUe CUCTEM OpKecTpaLum

Ha ™oMmeHT Hayanma paboTel HajJ MPOEKTOM, CYIIECTOBAJIO HECKOJBKO
pacnpocTpaHeHHbIX cucteM opkectpauuu: Puppet [17], Chef [18], Salt [19] u
Ansible [20].

Puppet, Chef u Salt ncronp3yror pasaencHue posedl Ha yIpaBJSIOLIME Y3JbI H
JOUCpHHE Y3JIbI U MPEIIONaraloT YCTAaHOBKY CIICLUAJbHBIX arcHTOB Ha JOYEPHHE
y35ibl. OTO HaKJaJbIBae€T CYIECTBEHHbIE OrPaHWYEHMs] HA HCIIOJIB30BaHHE ATHUX
CHCTEM, I[IOCKOJbKY B TaKOM Ciydae HEOOXOIMMO CIelHUaJIbHBIM 00pa3oM
HacTpaWBaTh yHpaBisifomuii y3en. Kpome Toro, HeoOXOAMMO HCIIOJIb30BaTh
CHeUaJIbHO HACTPOSHHBIH 00pa3 ONepalnrMoHHOI CHCTeMbl Ha JOYEPHUX Yy3/aX, B
KOTOPOM OyIIeT COJepiKaThCsi HACTPOCHHBIM areHT CHUCTEMbI OpKECTpauud. ITOo
KaXXeTcs M30BITOYHBIM IIAroM, TpeOyeT OcCOoObIX 3HAHWK OT TONB30BaTeNs H
YCIOXKHSAET cUCTeMy B 1eioM, mostomy ot Puppet, Chef u Salt 6puio pemeno
oTkazaTbcsi. Kpome TOro, yKka3aHHBIE CHUCTEMBI SIBISIOTCS KOMMEPYECKUMH H
OTPaHUYMBAIOT BO3MOXKHOCTH HCIIOJIb30BaHUs OECIUIaTHON BepCHU.
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Ansible BBITOIHO OTIIMYAETCS OT 3TUX CHCTEM.

e Ansible He HakIaabIBaeT HUKAKUX (QYHKIIMOHAIBHBIX OTPaHUYCHUN Ha
OecIUTaTHYIO BEPCHIO.

e B kauecrtse 3aBucumocteit Ansible ucmonesyet tonsko Ssh u python 2.6
WIK BBILIE.

e Ansible ouens mpoct B 0CBOCHHUH.

e CueHapuu HACTPOWKM MOXKHO TMEPEUCIOIB30BaTh B JHO0OI cpexe:
HACTPOMKa JJOYCPHHUX Y3JIOB U HACTPOIKa OKpyKeHUs (0yIb TO 00IauHbIN
cepBuC WK (HU3MIECKHUE CEpBEepa) HE B3aUMOCBS3aHbl. TO €CTh BO3MOXKHO
co3/1aTh 0MH OOJIBIION ciieHapuit HacTpoiiki Apache Spark u otnensHOe
MHOXXECTBO MAJICHbKUX CIICHAPUEB JJIsI HACTPOMKHM HIDKeJIexalen
uHppacTpyKTYyphl, U crenapuii Apache Spark Gymer paGorath Besnme
OJIMHAKOBO.

K coxxanenuto, Ha MOMEHT Havaja mpoekTa B AnSible eme He OBUIO MOMICPIKKU
Openstack (u3 cpen BupTyanusaiuu ObLia mojaepkka Tonbko Amazon EC2 wu
Vagrant). Ho Ha MOMeHT myOJIMKaIuy NOAEPIKKA BCEX OTKPBITHIX 0OJaYHBIX CPel
yXKe ecTh, TaKk 4YTo mnepeHoc pemienuss Ha Ansible ¢ uenpio yHudukammm u
OTCTpaHCHHsS OT BOIPOCOB HH(PPACTPYKTYPHI, KAKETCS MEPCICKTUBHBIM
HarpaBjeHUeM JUIs JAajlbHeHneld paboThl.

4.3 Apantauuna peweHus gna cpegbl Openstack

B kadecTBe MOCHEIHEro TOAXOAa JUIS JIOCTHXKEHHS IIOCTaBICHHOW 3a/1adwu,
mpeJylaraeTcsl MOJHAas aJanTalus CYIIECTBYIONIero perrenus it Amazon EC2 k
cpene Openstack. iMeHHO 3TOT crioco0 U ObLT peaM30BaH B JaHHOM padoTe.
[Mpouecc amanrtaiyy COCTOUT U3 IBYX JTAIOB:

1. Cozpmanme 6a3oBoro 0Opas3a BUPTyalpHON ManIiHEI Ha ocHOBe CentOS 6.4.

2. TloptupoBaHHe CKPHIITOB JUis CO3JIaHUsl BUPTyalbHOTro Kiactepa Apache

Spark ¢ ucrons3zoBanrem HatueHoro APl Openstack.

Co3nanue 6a30Boro obpasa He HPEACTABISIET 0COOOM CIIOKHOCTH, TEM HE MEHEE,
3aHMMAaeT MHOIO BpEMEHH. 3aBUCHMOCTH U HEOOXOJMUMBIE MPOrpaMMbl JUIs
6azoBoro obpasa yxe ObLIH MepeurcieHsl B paszaene 3. Kpome Toro, HeoOXoaumo
ObUTIO MOJArOTOBUTH 00pa3 K HACTPOMKE COOCTBEHHBIX MMApaMeTPOB B Cpeje
Openstack, mis 3TOro CymecTBylOT YK€ HACTPOEHHbIE 00pa3bl AUCTPUOYTHBA
CentOS (xoTst aBTOp Jefaj STH IIArd CaMOCTOSTEIBHO, YTOOBI HCKIIFOYUTH
JIOTIOJTHUTETIFHBIE WCTOYHWKH BO3MOJKHBIX OIMMOOK). 3apaHee MOJATOTOBIICHHBIC
obpas3bl mis pasnuaHBIX Bepcuit Apache Spark wmokHO HaiiTw 1o agpecy
http://spark.at.ispras.ru/ , crmcok 0Opa30B IOMOJHIETCS MO MEPE BBIXOJA HOBBIX
Bepcuil mucTpuOyTrBa. B MOATOTOBICHHBIE 00pa3bl TAaKXKe BKIIOYCH HACTPOSHHBIN
JCTpUOYTHB XpaHHU/IMIIA Kitoue/3nauennii Redis [21].
IloptpoBaHne CKpUOTOB OBUIO MPOM3BEACHO TPH IOMOMIM  OMONHOTEK,
npenocraBisieMbix mpoekTom Openstack. McxomHbie KOIbI MyOINYHO JOCTYIIHBI IO
anpecam https://github.com/ispras/incubator-spark u https://github.com/ispras/spark-
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openstack mox nmunensueit Apache 2.0. MHCTpyKIUH MO HCIIOIB30BAHMIO HAXOMSTCSI
TaM xe.

Pa3zpaboTaHHBIE CKPHUIITH TAK)KE O0JIAAIOT JOMIOIHUTEIBHON (PYHKIHOHAIEHOCTHIO
10 CPaBHEHHIO ¢ M3HAYAIBHBIM BapuaHTOM i1t Amazon EC2:

e SIBHOe yKa3aHHE BPEMEHH OXKHAAHWS CTapTa BUPTYaJIbHBIX MAIINH TEICPh
HE HCIOJIb3YETCs: BMECTO 3TOTO PEaNN30BaH MEXAHU3M OINPOCA COCTOSHUS
BUPTYQJIBHBIX MAaIlIMH, II0O3TOMY OHIAHWE [UIUTCS POBHO CTOIBKO,
CKOJIBKO TpeOyeTcsl MalllnHaM I 3aIycKa.

e JloGaBmeH cioii THOKOH  KOHQHUTypamud  BHPTYyalbHBIX  CeETel,
HCIIOJIB3YEMbIX BUPTYaJbHBIMH MAIIHAMHU.

5. Pesynbmamabi

B paMkax JaHHOH paboThl OBUIO TMPOBEACHO HCCICAOBAHHUE METOIOB
pa3BepThIBAHUS W MACIITAOMPOBAHHS MHPOTPAMMHBIX CPEACTB Ui 00paboTKU
cBepxOouybIX 00BEMOB JaHHBIX B oOmaunoit cperae Openstack, u O6buIO
pa3paboTaHoO OTKPHITOE M CBOOOJHOE MPOrPAMMHOE PEILICHUE Il aBTOMATH3ALUH
co3maHus BUpTyanbHBIX KiactepoB Apache Spark um Apache Hadoop/HDFS B
obmauynoii cpeme Openstack. IToGouyno OBUT peann3oBaH MEXaHW3M HACTPOWKH
Apache Hive u Apache Shark, Ho 3Tu HHCTpYMEHTBI IPOTECTUPOBAHBI HE OBLTH, U
OBUTH UCKJIIOYEHBI M3 PENO3UTOPHS M3-3a2 HEIOCTATOYHOI'O TECTUPOBAHUSL.

I[aHHOG PCUHICHUC YK€ AKTHBHO HCIIOJB3YCTCA B TCKYIIHUX HWCCICAOBAHUAX, B
CKOPOM BpEeMEHHU OyJeT OMmyOJHKOBaHA HaydHas paboTa, MOCBAIICHHAS FCHEePAIHH
CITy4aHBIX ComMaNbHBIX TpadoB [21], ucmonp3yiomas B cBoeir ocHoBe Apache
Spark u pesynabraTel gaHHOM paGoThl. MCMOAB30BANNCH KIIACTEPHI pa3MepoM B 49
BUPTYaIbHBIN y3e1 1o 8'b onepaTUBHON MaMATH U MO 2 BBIUYMCIUTEIBHBIX SApa Ha
Ka)XIIOM U3 HHX.
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Automating cluster creation and
management for Apache Spark in
Openstack cloud
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ISP RAS, 25 Alexander Solzhenitsyn Str., Moscow, 109004, Russian Federation

Abstract. This article is dedicated to automation of cluster creation and management for
Apache Spark MapReduce implementation in Openstack environments. As a result of this
project open-source (Apache 2.0 license) implementation of toolchain for virtual cluster on-
demand creation in Openstack environments was presented. The article contains an overview
of existing solutions for clustering automation in cloud environments by the start of 2014
year. The article provides a shallow overview of issues and problems in Openstack Heat
project that provides a compatibility layer for Amazon EC2 API. The final implementation
provided in the article is almost strainforward port of existing toolchain for cluster creation
automation for Apache Spark in Amazon EC2 environment with some improvements. Also
prepared base system virtual machine image for Openstack is provided. Plans for further
work are connected with Ansible project. Using Ansible for observed problem will make
possible to implement versatile environment-agnostic solution that is able to work using any
cloud computing services provider, set of Docker containers or bare-metal clusters without
any dependencies for prepared operating system image. Current article doesn't use Ansible
due to the lack of key features at the moment of the project start. The solution provided in this
article has been already tested in production environment for graph theory research arcticle.

Keywords: Apache Spark, Openstack, Amazon EC2, Map-Reduce, HDFS, virtual cluster,
cloud computing, Big Data.
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AnHotammsi. B pabore KkpaTtko omuchiBaeTcs — MaciuTabupyemas — IIpOrpaMMHast
HHOPACTpyKTypa Ul XpaHEHHS W 0OpabOTKM [aHHBIX B 3aJadaX BBIYHCIUTEIBHOMN
oumomornmu. OOCYKHAIOTCS HCIOJNB30BaHHBIE TEXHOJOTHWH, COOCTBEHHOE MPOTPaMMHOE
pelIeHue I MPEICKa3aHus CAiTOB CBA3BIBAHHS TPAHCKPHUIILMOHHBIX ()aKTOPOB B FEHOMAX,
peanm3anus MperoCTaBICHUsT PelIeHus] Kak dacTu BeO-mabopatopuu ¢ REST APl u BeO-
uHTepdeiicoM I uccieaoBaTeseH.

KiwueBbie cioBa: ISPRAS API, OpenZFS, Swift, BupryanbHas naGoparopusi, o0nadHbie
Beruncienus, Big Data.

1. BeedeHue

3a7a4u MOJIEKYJSIPHOM OMOJIOTHH M TEHETUKH SBISIFOTCSI OYE€Hb BOCTPEOOBAHHBIMH
u TpeOyloT Bce OONBIMIMX MOIIHOCTEW Iisi 0OpaOOTKM HaHHEIX. JlaHHEIE,
HEoOXOoAnMBbIe Uil pellIeHus] dTHX 3a1ad, coOMparoTcs Bce ObICTpee € KayKIbIM
rOZIOM, TIPH 3TOM MOIIHOCTEH WHIMBHIYaJIbHBIX KOMIIBIOTEPOB HCCIIeI0BaTeNeH
y)K€ HEIOCTaTOYHO JJIs MpoBeaeHus pacdeToB. K mpumepy, pedepeHCHbII TeHOM
MBI (MMY) 3aHUMaeT Ha AUCKe OOJbIIe TPeX C MOJOBHHOW TMTAa0aiT, MPH 3TOM
JlaKe OTKPBIThIe 0a3bl AaHHBIX M3BECTHBIX F€HOMOB HACYMTBHIBAIOT COTHH YKHMBBIX
OPraHW3MOB, M MX YHCIIO pacTeT oueHb ObicTpo [1], [2].

Taxke CTOWT yYUTHIBATh MPOILECC MOIY4YEeHUS peepeHCHBIX TEHOMOB (3TO TaKXkKe
SIBIIIETCS. OJHOW W3 BO3MOXKHBIX 3anad). Jlemo B TOM, 4YTO YCTpOHCTBa st
«oI(pPOBKM» TEHOMOB (CEKBEHATOPHI) HE MOJIy4al0T TEHOMBI B COOpPaHHOM BHJE.
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Bce cymiecTByromine Ha TEKyIIHA MOMEHT CEKBEHATOPBI BBIAAIOT TaK HA3bIBAEMBbIC
«CBIPBIE» [IaHHBIE, KOTOpBIC BIIOCICACTBUM HEOOXOAMMO 0O0pabaThiBaTh IS
nonydeHuss 1U(GPOBOr0 MpEACTABICHUS JaHHbIX TeHoma. ChIpble JaHHBIC
NPE/ICTABISIIOT cOO0H MHOXKECTBO CTPOK (PMKCHPOBAHHOW JUTMHBI (JUIMHA 3aBHCUT
OT MOJAENIUM CEKBEeHaropa), KOTOpble B JanbHeillneM o0pabaThIBaloTCs
CHeUUaJIbHBIMU  NIPOTPaAMMaMHU-COOPIIMKAMH ISl TOJMy4deHust reHoma. OObeM
CBIPBIX JAHHBIX MOXKET B AECSATKH Pa3 IPEBOCXOJUTh 00BEM COOPaHHOTO I'eHOMA.
[Ipu 3TOM IyOIMYHO JTOCTYIHBIX CEPBUCOB, MPENOCTABIIONMX OTKpbiToe APl st
00paboTKN OHMOJIOTHYECKHUX JAHHBIX, (aKTHUeCKH HeT. Ha MOMEHT HamucaHus
CTaThH M3 M3BECTHBIX PECYpPCOB IIOJOOHOTO TOJIKA IPEJACTABICH JIMIIb IMPOEKT
Google Genomics [3] B hopmare 3akprITOro TecTupoBanus. Ha Texyriuii MOMEHT
cepsuc Google Genomics mpenocrasnser REST APl mis monydeHus JaHHBIX
TEHOMOB, 00pabOTKa ITHX JAHHBIX TI0Ka He mpeacTaBiieHa. TakkKe CTOUT OTMETHTH,
gto 310 APl yXe rox mpemocraBiseTcs TUINL B (opMare 3aKphITOro Oera-Tecra,
TaK YTO JUISl €r0 HCIOJIb30BAHUSI HEOOXOAMMO MPEIBAPHUTENHHO MOJATh 3asBKY C
omucaHueM nenei mnpoekta B Google u  OXKIATBCS TMOATBEPIKACHHS OT
NpeICTaBUTeNeH KOMITaHUH.

TakuMm 00pa3oM, UCCIEIOBATENN B 00JACTAX MOJICKYIIAPHOH OHUONIOTHH M TEHETHKH
BBIHYX/ICHBI CAMOCTOSITEIbHO HACTPaMBaTh BCE HEOOXOMUMBIC WM YTUIUTHI H
paboure WHCTPYMEHTBHI Uil KaXIOH 3ajadd, mpuveM OOoIbIlas 4YacTh ITHUX
HHCTPYMEHTOB paboTaeT Toibko B OC LiNUX u mpegocTaBiseT TONBKO KOHCOIbHBIH
croco0 ympaBJIeHHUs.

B  pmanHoit paboTe  omuchIBaeTCS — pacumpsemas  MHPPACTPyKTypa s
npeaocTapneHus myonuanoro APl u BeO-cepBuca i MccaenoBareneil B 001acTsIX
MOJICKYJSIPHOW OHONOTMH ¥ TeHeTHKH. B pamkax »3Toil HHpacTpyKTypHI
NPEIOCTABISIETCSl JIOCTYIl K HWHCTPYMEHTY TMpeICKa3aHHs CaiTOB CBS3bIBAHUS
TPaHCKPHUIILIMOHHBIX (aKTOpOB ¢ ucnoib3oBanueMm Kouiekiun HOCOMOCO
motuos JTHK [4].

2. Apxumekmypa peweHus

B sTOoM pa3nene omuchiBaeTCs YCTPOMCTBO NMPOTPaMMHOM MHGPACTPYKTYPBI IS
00paboTKN 1 XpaHEHHs JaHHBIX JUIl OMOJIOTHYECKHX 3a]ad B TOM BHJE, B KOTOPOM
penienue pabotaer ceidac.

2.1 O6bwan cxema

Ha puc. 1 unmoctpupyercs apxuTekTypa ONUChIBAEMOM CUCTEMBI!
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Balancer
Throttling control

| Genome data | Results |

NFS
o
- ZFS[transparent compression]
Puc. 1. Apxumexmypa supmyanvHoti 1a6opamopuu.

B cnenyroomux noapasznenax OMUCBHIBAIOTCS COCTABJIIOIIME 3TOM cXeMbl. TeM He
MEHEe, CJIelyeT OTMETHTh, YTO TaKas apXWUTEKTypa CHCTEMBI HCIIOIB3YeTCs ceifuac
B CBSI3U C MaJIOil Harpy3Koi Ha pea30BaHHBIN CEpPBUC.

Pemenne paspaboraHo TakuM 00pa3oM, YTO B CIIydae YBEIMUYCHHS HArPy3KH MBI
CMOXeM TIPO3pavyHo U 0e300JIe3HCHHO NepeiiTH Ha 0ojee THOKYI0 CXeMy C TOUYKH
3peHUs] XpaHEHWs W YOpaBJIEHHS pecypcamMM, TaK Kak 93Ta MOJJIEpXKKa YiKe
peanu3oBaHa B TpeJCTaBIeHHOM mpoekte. Ha puc. 2 u3oOpakeHa apXUTEKTypa
CHUCTEMbI, KOTOPYIO MbI 6yz[eM HCIOJIB30BaTh B CJIy4a€ YBCJIMYCHUSA HArpy3KW Ha
CepBIUC.

ISPRAS API

Balancer
Throttling control

Wab-demo

! ; ¥

Object Storage (fast) [+— £z BIE bic
- :I | contain=r oo Laimer oontainer
Cache {on demand) | | {on demand) | | {on demand)
Gernome data
Rexults

Puc. 2. Anomepnamugnas apxumexmypa 6upmyanibHoul 1a00pamopuu.

Crioco6 mMurpanuy Ha yKa3aHHYIO CXeMy paboTsl OymeT Takke yka3aH B XOJe
OITMCaHUSI KOMIOHEHTOB CHCTEMBI.
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2.2 YpoBeHb XpaHeHuA

XpaHeHHe TEHOMOB, HEOOXOIWMBIX JJIi OOpaOOTKM JaHHBIX H PE3yJbTaTOB
OCYILIECTBIISIETCS Ha BBIJCICHHOM BUPTYaJbHOM cepBepe. B kadectse caitmoBoit
cuctemMbl ucmonbsyercs ZFS on Linux (mommpoekr OpenZFS [5]), B kauectBe
MeXaHu3Ma TIPEOCTaBICHNs IOCTyNa K NaHHbIM ucroibdyercs NFS [6]. ZFS on
Linux mnpenocraBisier Te K€ BO3MOXKHOCTH, YTO ¥ OpUTHHAJIbHAs (hailioBast
cucrema u3 OC Solaris, ¢ ToM uncie BO3MOKHOCTH TPO3PAYHOTO CXKATHA, U ITO
OYEeHb AaKTyalbHO I8 3a7a4 TeHeTHUKH. Kakapli cuuTaromuii 3amaHus y3en
MOHTHPYET CHUCTEMY XPaHEHHUs B CBOIO JIOKAJbHYIO CHCTEMY M HCIIOJB3YET 3TO
MPOCTPAHCTBO B KayecTBE CBOEH JIOKAIbHOW MamkW. Y 5TOro MOAXO0Aa eCTh
OYEBHIHBIE HEJJOCTATKHU: Yy3€Jl XPaHEHUs! CTAHOBUTCS €IMHOIM TOYKONH BO3MOMKHOTO
0TKa3a, ¥ MOTEHIMAIBLHO MOT'YT BO3HHKHYTh MPOOJIEMBI C JOCTYIIOM K XpaHHJIMIIA
n3-3a ocobeHHocrel ycrpoiicta NFS.

[TockonbKy 3TH HeJOCTaTku OBUIO HECJIOXKHO MpeIBHACTh €IIE Ha JTare
MPOEKTUPOBAHMS, CUCTEMa OblUla peaan30oBaHa C MOANCPIKKOM XpaHEHHs JaHHBIX B
obobektHOM xpanmnuine Openstack Swift [7]. Ono nuinmeHo omnucaHHBIX
HEJOCTaTKOB, MPENOCTABIICT HAlE)KHOE XpaHCHHWE JAHHBIX, pPACIPEACICHUE
HArpy3Kd Ha Y3JbI XpaHCHHUsS M MO3BOJSCT MOJNY4YaTh JOCTYN K HUM HPH ITOMOIIH
REST API.

2.3 YpoBeHb BblYUCNEHUN

B ocHoBe BupTyanpHOI mabopaToOpuH JEKUT HACS pa3felicHHS MPOTPaMMHON
yactd, npenoctasistomeir REST API, m mporpaMMHON 49acTH BEIYHUCIHTEIBHBIX
CEPBHCOB. BrrumcinTenbHBIE CEPBUCHI MOTYT OBITh HAIMCaHBI Ha JIFOOOM SI3BIKE
MPOTPAMMHUPOBAHHS ¥ JOJDKHBI OTBEYAaTh HECKOINBKAM TPEOOBAaHUSAM UL TOTO,
9TOOBI MOKHO OBUTO UCIIOJIB30BATh X B paMKaX BUPTYaabHOH JabopaTopuu:

1. TIporpamMmHas 4acThb BBIYHCIUTEIBHBIX CEPBUCOB JOJDKHA TaPaHTHUPOBATH
BO3MOKHOCTb SIBHOT'O OTPaHHYCHHUS HCIIONB3yeMoi maMatu. OrpaHndeHne
Ha MaMsTh nepegaercs u3 ypoBHs API.

2. TlporpaMMHasi 4aCTh BBIYHCIHUTEIHFHBIX CEPBUCOB JOJDKHA TPEIOCTABIIATH
JTAaHHBIC O CTaTyCe BEHIOJHEHUS 3aJaHHS B XOJI¢ BHITTOJTHEHUS.

3. IlporpamMMmHasi 4aCTh BBIYHCIHTEIHFHBIX CEPBUCOB JOJDKHA TapaHTHUPOBATH
BO3MOXKHOCTh OTPaHWYCHUS YWCIIA TTOATIPOLECCOB, KOTOPBIE MOTYT OBITh
3aITyIICHEI B XOJIC BHITIOJHEHUS.

B kadecTBe mpuMepa: BBEICHHBIH B 3KCILTYyaTAIHIO CEPBUC PEATM30BAH HA SI3BIKE
C++, mo3BoyseT B SIBHOM BHJAC 3aJaBaTh OTPAaHHYCHHE IO HCIOJIH30BAHUIO
ONEpPaTUBHOW TMaMSITH ¥ TI03BOJSICT 3a7aBaTh CTCIEHb MHOTOIIOTOYHOCTH
BBITIOJTHEHMSL.

2.4 YpoBeHb API

B xone npoekra ObUTa peamn3oBaHa CIIy:KEOHas MporpaMMa, KOTopas OTBEYaeT 3a
00paboTKy | mepeady 3alpocoB Ha BEIYMCICHHS HIDKEIESKAIINM cepBUcaM. Taxke
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3TOT MPOTPAMMHBIN CJIOW 3aHUMAeTCs TOIepKaHueM TyJia pabounx mpoieccos. B
HBIHEIIHEH CXeME pa3MEIICHUs] pPECypcoB 3TO O3HAYaeT TO, 4YTO MpH
MHAIMAIA3AIH IPOrpaMMa OIEHUBAET KOJIMYECTBO PECYPCOB HA JIOKAJIBHOM Y37Ie
U BBIAEISET MPOCTPAHCTBO NMAMSTH W JOCTYITHOE KOJHMYECTBO IPOIECCOPOB IO/
BBINIOJIHEHWE 3ajad. [Ipy mocTyluleHMHM 3ampoca Ha BBIYMCICHHS 3alpoc
npeoOpa3yercss B TOT BHJA, KOTOPBIH MOXKET NMPUHUMAaTh Ha BXOJ HIDKEJIC)KAIIUH
BBIYHMCIIUTEIIBHBI CEPBUC, 3aJaHUI0O IPUCBAWBACTCS WAECHTU(GUKATOP, U OH
BBIJIAETCS B KayecTBE OTBETa Ha 3alpoc. B jpanpHeiieM npu HOMOIIM 3TOTO
UeHTU(HUKATOPa MOXKHO TOJIYYUTh CTaTyC BBIMOJHEHMs 3aJaHMs. Takas cxema
Obuta  peasM3oBaHa  IPEKAE  BCEr0 IO  INPHUYHHE  TSHKEITOBECHOCTH»
BBIUMCINTENBHBIX 3afjaHuil. Jmg Toro, droObl KIHEHTY HE HYXHO OBLIO
MOAJICP)KUBATh COCAWHEHUE, 3aJaHUsl CTaBsATCS B OYEpeIb BBINONHCHHA, H
BBITIOJHAIOTCS B COOTBETCTBHH C KOJIMYECTBOM CBOOOIHBIX PabOYMX MPOIIECCOB B
myne. B MoMeHT, Koraa craryc 3aiaHus MPUOOpPETaeT 3HAYCHUE «BBIOJIHEHO», B
orBere Take ykaseiBaercs URL, mo kotopomy pacmomaraercs daitn ¢
pe3ynabTaTaMH BbeIUCHCICHHMH. braromaps Takoit cxeMme paboTHl BO3MOXKHO
UCIIOJIb30BaTh KaK JIOKAJIbHBIE, TaK M OOJIauHble CHCTEMBI XpaHeHHs. Kpome TorO,
3TO TMO3BOJISIET PEATM30BaTh BBHITIOJIHEHUE 3a/1a4 110 LIENoYKe (T.€ CIeyIIHi CepBHC
NPUHAMAET B KayeCcTBE BXOJHBIX JIAaHHBIX pe3yJbTaT paboThl JAPYroro cepBuca) B
cily4ae, eClIi MOSIBUTCS MOTPEOHOCTh B PEILICHUH TaKUX 3aj1ad.

Kpome Toro, mojnepkuBaeTcsi pexiuM paboThbl, B KOTOPOM CIIy)KeOHasi mporpamma
CIIEIMT HE 3a pecypcamMH JIOK&JIbHOW MAIMHBL, a 3a IPeJOCTaBICHHBIMH
OTpaHMYCHUSIMH Ha CO3[aHUE DSK3EMIUISIPOB KOHTEWHEPOB WM BHUPTYalbHBIX
MamuH B o0nagnoit miardpopme Openstack. Tlpu Takoit cxeme paboOThI
BBIYHMCIINTEIbHBIE CEPBUCHI 3aIlyCKAlOTCs HE B JIOKAJNBHBIX IIpoleccax, a B
KOHTEHHepax WM BUPTyaJbHBIX MammHax Openstack, m cimyxeOHas nporpamma
CJISINT 3a CO3JJaHWEeM KOHTEHHEPOB WJIM BUPTYAJIBHBIX MAIIWH Npu momouy API
Openstack Nova [8].

2.5 YpoBHU pacnpeneneHusi pecypcos

B naHHOW cHCTeMe MCIOJB3yeTcs ABa YPOBHs paclpelesieHus pecypcoB. [lepBblid
YPOBEHb pealli30BaH Ha YPOBHE CIY)KEOHOW MPOrpaMMbl, IIPUHUMAIOIINIA 3aIPOCHI
(cM. 2.4). BTOpbIM YpOBHEM paCHpENeNCHUsS PECYpCOB SIBISETCS TEXHOJOTHUS
ISPRAS API, pazpaboranHas B HcTuTyTE cucteMHoro nporpammupoBanus PAH.
ISPRAS API sasieTcst round-robin 6amaHCHpOBIIMKOM HATPY3KH C €IWHOM TOUKOM
Bxozia. Co CTOPOHBI MOJIb30BATENsI 3TO BHIMJISAUT TaK, YTO BCE 3alPOCHI MOCTYMAIOT
Ha oxua URL (http://api.ispras.ru) co crienmanssivMu mapamerpamu, u ISPRAS API
MIEpEeHaNpaB/IsieT €ro Ha HYXHBIM BBYUCIUTENBHBIN cepBep. Takum obpasom
o0ecreunBaeTcss MPO3pavHOE JUIs II0JIB30BATeNs MacliTabHMpPOBaHHE CEPBHCOB.
Kpome Toro, mpum mnomomm ISPRAS APl obGecneunBaercs 3ammura OT
370yNOTPEOICHUM: KaXK/Ibli MOJb30BaTeNb CUCTEMbl (aBTOPU3OBAHHBIM WM
AQHOHMMHBIM) 00JazaeT 3aJaHHBIMH JUII HEro OTPaHMYCHUSIMH Ha KOJHMYECTBO
3aIIpOCOB B EAMHMIly BpPEMEHH. B ciydae mnpeBBIIIEHHS I10Jb30BATEIEM ATHX
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OrpaHHYCHUI, cucTeMa coolliaeT emy 00 3TOM, M 3aJaHWe He MepeAacTcs Ha
BBIYHCIIUTEIbHBIC Y3IIbI.

2.6 OnucaHune Beb-cepBUuca

BebG-cepsuc  paboraer  mo  azpecy  https://api.ispras.ru/demo/gen B
JIEMOHCTPAIIHOHHOM pexuMe H OyzaeT mopabarTeiBaThCs B manmpHedmem. Cepuc
peal30BaH C WCIOJB30BAaHUEM IPEIOCTAaBIIEMOr0 BHPTYalbHOH jadoparopueit
API 1 o cyTtu siBisieTcst OOBIKHOBEHHBIM KIIMEHTCKUM TIPIIIOKEHHEM K 3 ToMy API.
Beb-cepBuc IeMOHCTPHUPYET BO3MOXKHOCTH TOJNBKO OXHOTO OHOJIOTHYECKOrO
cepBHCa ¥ TO3BOJAET CTPOMTh IPEACKa3aHWs O caiiTax CBSA3BIBaHUS
TPaHCKPHUIILMOHHBIX (haKTOPOB HA HMHTEPECYIOIIMX HcCieaoBarens Habopax
YYacTKOB TEHOMa C 3aJlaHHOM TOYHOCTBIO IpeackazaHus. I[lompoOHee 3amaua
OIMCHIBAETCA B CIICAYIOIIEM pasJiele.

3. [lpedckazaHue calimoe cesi3bieaHUsi MPaHCKPUMUUOHHbIX
¢ghakmopoe

ITockonbky TeMaTHKa 3aJadyd MEePEeceKaeTCsl ¢ ATOH paboTOi JIMIIbE YaCTUYIHO, B
JAHHOW paboTe NPHBOIUTCS IIOCTAHOBKA 3a/laud U OIHMCAaHUE BO3MOXKHOCTEH
BUPTYaJIbHOH TabopaTopuy I pelIeHus 3a1ad 3Toro knacca. bonee nogpobHo 312
npobiiema onwuchiBaetcss B paborax [9], [10], [11]. Omucanuto pemieHust 3TOM
3aJa4uy TUIAHUPYETCS TOCBATHTH OTICIBHYIO CTAaThIO.

BBenem  HeoOxommmble — ompeneneHUs. [ €HOMOM — Has3bIBalOT  OU(POBOE
npencrasieane JHK opraamsma. CymecTByer MHOXKECTBO (opMaToB ISt
XpaHEHHs TeHOMOB JUIS MCIIOJBb30BaHMS B KOMITBIOTEPHBIX IIporpammax. B pamkax
3TOH 3a7a4K TPATUIIMOHHO HCONB3yIoT popmat FASTA [12].

®dakropom TpaHCKpUNIMHU (MM (HaKTOPOM WHHUIMALWK TPAHCKPHUIIINH) Ha3bIBAIOT
0eNoK, KOHTPOJUIMPYIOIUA mporecc cuHTe3a MaTpuaHod PHK mpu momomm
CBSI3BIBAHMS CO crieru(puUHBIME Ui 3Toro Qakropa ydactkamu JIHK. daxtop
TPaHCKPHIILINK CBSI3BIBACTCS C OJHUM M TeM ke ydacTkoM JJHK smmb ¢ kakoi-To
BEPOSITHOCTEIO.

Yuacrok JJHK (u reHoma), ¢ KOTOPBIM CBs3bIBacTCA (PakTOp TPaHCKPHITIIUH,
Ha3bIBAETCS CATOM CBS3BIBAHUSL.

CymiecTByeT crenuaibHbI (opMaT MOJEIMPOBAHUS BEPOATHOCTH CBSI3BIBAHUS C
3aJIaHHBIM y4aCTKOM reHoMa st Jroboro (akropa tpanckpurimu (PWM [13]).
[Janusle JULst OTIMCaHUs MOJIETIH MOJTy4YaroTCst HCCIIeI0BATEISIMU
JKCIepUMEHTANBHBIM ITyTeM. CymiecTByeT HaOOp aJIrOpuTMOB IS BBIYMCICHUS
BEPOSITHOCTH CBSI3bIBAHMS (DAKTOpA TPAHCKPHIILUH JUIs JTF000T0 33aHHOTO y4acTKa
reHoma c ucrosap3oBanneM PWM Monenu akTopa TpaHCKPUIILINY.

3aja4a npecKa3aHus CAliTOB CBSI3BIBAHUS TPAHCKPUIIIMOHHBIX ()aKTOPOB CBOIAMUTCS
K HAaxO0XJECHUIO B I'€HOME YYacTKOB, Ui KOTOPBIX BEPOSTHOCTh CBS3LIBAHUS C
3aJaHHBIM TPAHCKPUIIIMOHHBIM (AKTOPOM BBIIIE 33JaHHOTO HCCIIeI0BaTEIeM
mopora.
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B kauecTBe BXOAHBIX MJaHHBIX JUIS peEIICHHS OTOM 3aja4yd  I0JIb30BATElb
71ab0paTOPUU MOXKET YKa3aTh CIIEAYIOLIHE TapaMeTphl:

1. WHTEepeCYIONIHA MOIb30BATEIIS TCHOM;

2. TPaHCKPUIIMOHHBIH  (akTop, I  KOTOPOTO  HYXHO  CTPOUTH
mpejicka3aHus, B CHUCTEME WHCIoJb3yeTcs Koiutekuus PWM-moneneit
TpaHCKpUNIHOHHBIX  (akropoB HOCOMOCO [4], pa3paboTtaHHas
uccnenoBarensivu n3 Mactutyra O6meit ['enernkn PAH;

3. CTemeHb JOCTOBEPHOCTH MpECKa3aHus, BRIpaKeHHas yepes p-value;

4. CcOMCOK OTpPE3KOB TCHOMAa, JUIS KOTOPHIX HEOOXOJMMO CTPOUTh
Npe/ICKa3aHusl; UCcCIeAoBaTeNeil pelko HHTEPECYeT BECh TEHOM ILIEIIMKOM,
OOBIYHO TaKOH aHaNW3 TPOBOMUTCS B OO0JIACTAX, COOTBETCTBYHOIIUX
W3BECTHBIM IFCHAM.

Cuctema oOnamaer camogokymentupyromuMm APl mpu nomomm HTTP GET-
3aIpPOCOB MOYKHO IIOJIyYHTh OIJIABJIICHHE NOCTYIIHBIX PECypcoB (B JAaHHOM ciydae
CIHCKH JJOCTYITHBIX TEHOMOB U TPaHCKPHUIILIUOHHBIX (PAKTOPOB C X OIMHMCAHUEM).

4. Pe3ynbmambl

IToctpoeHa wuHQpacTpyKTypa A pEIICHHsS 3aJad MOJCKYJSIPHOW OWOJIOTHH U
TEHETHKHU C BO3MOXKHOCTBIO 3 (HEKTUBHOTO pOCTa U paboThI B 0ONIAUHBIX Cpeax.
Pa3paborana cucrema OBICTPOro JocTyma K pe3yiabraTaM OOpabOTKM JaHHBIX
CCKBEHUPOBAHHSI HOBOTO MOKOJCHHS C BO3MOXHOCTBIO MX OOpabOTKH Ha CTOPOHE
BUPTYaJILHO J1a00paTopuu.

Pean3oBan nmepBbIA  MHCTPYMEHT [UIsl pelIeHUs 3a7ad, CBA3AHHBIX C
Npe/ICKa3aHueM CaiTOB CBSA3bIBAHHS TPAHCKPHIIIMOHHBIX (DAKTOPOB C TEHOMOM Ha
ocHoBe komekuun MotuBoB JJHK HOCOMOCO, paGoratonuii MOJHOCTBIO Ha
CTOpOHE BHPTYaJIbHOM Ta00PAaTOPHH MO 3aIIPOCy MOIb30BATEIIS.

PeamzoBanst REST APl s ucnosnb3oBanusi J1abopatopuu B COOCTBEHHBIX
MporpaMMax HccienoBaTeNel u BeO-cepBrc, OCHOBaHHbBIN Ha peann3oBanHOM API.
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Abstract. This article is an overview of scalable infrastructure for storage and processing of
genome data in genetics problems. The overview covers used technologies descriptions, the
organization of unified access to genome processing API of different underlying services.
The article also covers methods for scalable and cloud computing technologies support. The
first service in virtual genome processing laboratory is provided and presented. The service
solves transcription factors bindning sites prediction problem. The main principles of service
construction are provided. Basic requirements for underlying comptutaion software in virtual
laboratory environments are provided. Overview describes the implemented web-service
(https://api.ispras.ru/demo/gen) for transcription factors binding site prediction. Provided
solution is based on ISPRAS API project as an API gateway and load-balancer; the middle-
ware task-manager software for pool of workers support and for communications with
Openstack infrastructure; OpenZFS as an intermediate storage with transparent compression
support. The described solution is easy to extend with new services fitting the basic
requirements.

Keywords: ISPRAS API, OpenZFS, Swift, virtual laboratory, cloud computing, Big Data.
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Abstract. This paper presents an experimental evaluation of the state-of-the-art approaches
for automatic term recognition based on multiple features: machine learning method and
voting algorithm. We show that in most cases machine learning approach obtains the best
results and needs little data for training; we also find the best subsets of all popular features.

Keywords: automatic term recognition, term extraction, machine learning, experimental
evaluation, feature selection.

1. Introduction

Automatic term recognition (ATR) is an actual problem of text processing. The task
is to recognize and extract terminological units from different domain-specific text
collections. Resulting terms can be useful in more complex tasks such as semantic
search, question-answering, ontology construction, word sense induction, etc.

There are a lot of studies of ATR. Most of them split the task into three common
steps:

e Extracting term candidates. At this step special algorithm extracts words
and word sequences admissible to be terms. In most cases researches use
predefined or generated part-of-speech patterns to filter out word sequenc-
es that do not match such the patterns. The rest of word sequences becomes
term candidates.

e Extracting features of term candidates. Feature is a measurable charac-
teristic of a candidate that is used to recognize terms. There are a lot of sta-
tistical and linguistic features that can be useful for term recognition.

e Extracting final terms from candidates. This step varies depending upon
the way in which researches use features to recognize terms. In some stud-
ies authors filter out non-terms by comparing feature values with thresh-
olds: if feature values lies in specific ranges, then candidate is considered
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to be a term. Others try to rank candidates and expect the top-N ones to be
terms. At last, few studies apply supervised machine learning methods in
order to combine features effectively.
There are several studies comparing different approaches for ATR. In [1] authors
compare different single statistical features by their effectiveness for term candi-
dates ranking. In [2] the same comparison is extended by voting algorithm that
combines multiple features. Studies [3], [4] compare supervised machine learning
method with the approach based on single feature again.
In turn, the present study experimentally evaluates the ranking methods combining
multiple features: supervised machine learning approach and voting algorithm. We
pay most of the attention to the supervised method in order to explore its applicabil-
ity to ATR.
The purposes of the study are the following:
e To compare results of machine learning approach and voting algorithm;
e To compare different machine learning algorithms applied to ATR;
e To explore how much training data is needed to rank terms;
e To find the most valuable features for the methods;

This study is organized as follows. At the beginning we describe the approaches
more detailed. Section 3 is devoted to the performed experiments: firstly, we de-
scribe evaluation methodology, then report the obtained results, and, finally, discuss
them. In Section 4 we conclude the study and consider the further research.

2. Related Work

In this section we describe some of the approaches to ATR. Most of them have the
same extracting algorithm but consider different feature sets, so the final results
depend only on the used features. We also briefly describe features used in the task.
For more detailed survey of ATR see [5], [6].

2.1 Extracting Term Candidates Overview

Strictly, all of the word sequences, or n-grams, occurring in text collections can be
term candidates. But in most cases researchers consider only unigrams and bigrams
[1]. Of course, only the little part of such the candidates are terms, because the can-
didates' list mainly consists of sequences like “a”, “the”, “some of”, “so the”, etc.
Hence such the noise should be filtered out.
One of the first methods for such the filtering was described in [7]. The algorithm
extracts term candidates by matching the text collection with predefined Part-of-
Speech (PoS) patterns, such as:

e Noun

e Adjective Noun

e Adjective Noun Noun
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As was reported in [7], such the patterns cut off much of the noise (word sequences
that are not terms) but retain real terms, because in most cases terms are noun
phrases [8]. Filtering of term candidates that do not satisfy some of the morphologi-
cal properties of word sequences is known as linguistic step of ATR.

In work [3] the authors do not use predefined patterns appealing to the fact that PoS
tagger can be not precise enough on some texts; they instead generate patterns for
each text collection. In study [9] no linguistic step is used: the algorithm considers
all n-grams from text collection.

2.2 Features overview

Having a lot of term candidates, it is necessary to recognize domain specific ones
among them. It can be done by using the statistical features computed on the basis
of the text collection or some another resource, for example general corpus [7], do-
main ontology [10] or Web [11]. This part of ATR algorithm is known as statistical
step.
Term Frequency is a number of occurrences of the word sequence in the text collec-
tion. This feature is based on the assumption that if the word sequence is specific for
some domain, then it often occurs in such domain texts. In some studies frequency
is also used as an initial filter of term candidates [1 2 ]: if a candidate has a very low
frequency, then it is filtered out. It helps to reduce much of the noise and improves
precision of the results.
TF*IDF has high values for terms that often occur only in few documents: TF is a
term frequency and IDF is an inversed number of documents, where the term oc-
curs:

|Docs|
[Doc:t € Docl
To find domain-specific terms that are distributed on the whole text collection, in
[7] IDF is considered as an inversed number of documents in reference corpus,
where the term occurs. Reference corpus is a some general, i.e. not specific, text
collection.
The described features shows how the word sequence is related to the text collec-
tion, or termhood of a candidate. There is another class of features that show inner
strength of words cohesion, or unithood [5]. One of the first features of this class is
T-test.
T-test [7] is a statistical test that was initially designed for bigrams and checks the
hypothesis of independence of words constituting a term:
TF(t)
N

where p — hypothesis of independence, N — a number of bigrams in the corpus.

TF - IDF(t) = TF(t) - log

T — stat(t) =
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The assumption of this feature is that the text is a Bernoulli process, where meeting
of bigram t is a “success”, while meeting of other bigrams is a “failure”.
Hypothesis  of  independence is  usually expressed as  follows:
p=P(wyw,)=P(w;) ¢ P(w,), where P(w,) - a probability to encounter the first word of
the bigram, P(w,) - a probability to encounter the second one. This expression can
be assessed by replacing the probabilities of words to their normalized frequencies
within a text:

p=TF(w;)/N « TF(w,)/N,
where N — an overall number of words in the text.
If words are independently distributed in text collection, then they do not form per-
sistent collocation. It is assumed that any domain-specific term is a collocation,
while not any collocation is a specific term. So considering features like T-test, we
can increase the confidence in that candidate is a collocation, but not necessarily
specific term.
There are much more features that are used in ATR.
C-Value [13] has higher values for candidates that are not parts of other word se-
guences:

C —Value(t) =log,lt] - TF(t) — TF(seq)

e 2
[{seq:t € seq}l| S
Domain Consensus [14] recognizes terms that are uniformly distributed on the

whole dataset:

TF,(t) TF,(t)
bew =~ Z TF) %82 TF (o)

deDocs

Domain Relevance [15] compares frequencies of the term in two datasets — target
and general:

TFtarget (t)
TFtarget(t) + TFreference (t)

Lexical Cohesion [16] is the unithood feature that compares frequency of term and
frequency of words from which it consists:

[t] - TF(t) -log,(TF(t)
ZWEt TF(W)

Loglikelihood [7] is the analogue of T-test but without assumption about how
words in a text are distributed:

DR(t) =

LC(t) =

b(c¢iz;¢1,p) - b(c; — €125 N — ¢4, 0)

LogL(t) =1
ogL(t) Ogb(c1zic1,P1) "b(c; = €12 N = ¢1,p;)
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where ¢y, — a frequency of bigram t, c; — a frequency of the bigram's first word, ¢, —
a frequency of the second one, p=c,/N, p;=C15/C;, P2=(C-C12)/(N-C1), b(*;*,*) — bi-
nomial distribution.

Relevance [17] is the more sophisticated analogue of Domain Relevance:

1
TFtarget (t) i DFtarget(t))
TFreference (t)

Weirdness [18] compares frequencies in different collections but also takes into ac-
count their sizes:

R(t)=1-
log, (2 +

TFtarget (t) : |C0rpusreference|
TFreference : |C0rpustarget|

The described feature list includes termhood, unithood and hybrid features. The
termhood features are Domain Consensus, Domain Relevance, Relevance, and
Weirdness. The unithood features are Lexical Cohesion and Loglikelihood. The
hybrid feature, or feature that shows both termhood and unithood, is C-Value.

A lot of works still concentrate on feature engineering, trying to find more informa-
tive features. Nevertheless, recent trend is to combine all these features effectively.

W(t) =

2.3 Recognizing terms overview

Having feature values, final results can be produced. The studies [13], [7], [18] use
ranking algorithm to provide the most probable terms, but this algorithm considers
only one feature. The studies [15], [16] describe the simplest way of how multiple
features can be considered: all values are simply reduced in a one weighted average
value that then is used during ranking.

In work [19] authors introduce special rules based on thresholds for feature values.
An example of such a rule is the following:

Rule;(t) = F;(t) > aandF;(t) < b
where F; is a i-th feature; a, b are thresholds for feature values

Note that the thresholds are selected manually or computed from the marked-up
corpora, so this method can not be considered as purely automatic and unsuper-
vised.

Effective way of combining multiple features was introduced in [2]. It combines the
features in a voting manner using the following formula:

n

1
e = Z rank (F()

i
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where n is a number of considered features, rank(F;(t)) is a rank of the term t among
values of other terms considering feature F;.

Table 1: Results of cross-validation without frequency filter

Dataset Algorithm AvP
GENIA Random Forest 0.54
GENIA Logistic Regression 0.55
GENIA Voting 0.53
Biol Random Forest 0.35
Biol Logistic Regression 0.40
Biol Voting 0.23

Table 2: Results of cross-validation with frequency filter

Dataset Algorithm AvVP
GENIA Random Forest 0.66
GENIA Logistic Regression 0.70
GENIA Voting 0.65
Biol Random Forest 0.52
Biol Logistic Regression 0.58
Biol Voting 0.31

In addition, study [2] shows that the described voting method in general outper-
forms most of the methods that consider only one feature or reduce them in a
weighted average value. Another important advantage of the voting algorithm is that
it does not require normalization of feature values.

There are several studies that apply supervised methods for term recognition. In [3]
authors apply AdaBoost meta-classifier, while in [9] Ripper system is used. The
study [20] describes hybrid approach including both unsupervised and supervised
methods.

3. Evaluation

For our experiments we implemented two approaches for ATR. We used voting
algorithm as the first one, while in supervised case we trained two classifiers: Ran-
dom Forest and Logistic Regression from WEKA library*. These classifiers were
chosen because of their effectiveness and good generalization ability of the resulting
model. Furthermore, these classifiers are able to produce classification confidence —
a numeric score that can be used to rank an example in overall test set. It is an im-
portant property of the selected algorithms that allows to compare their results with
results produced by other ranking methods.

! Official website of the project: http://www.cs.waikato.ac.nz/ml/weka/
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3.1 Evaluation methodology

The quality of the algorithms is usually assessed by two common metrics: precision
and recall [21]. Precision is the fraction of retrieved instances that are relevant:

|correct returned results|

|all returned results|
Recall is the fraction of relevant instances that are retrieved:

|correct returned results|

|all correct results|

In addition to precision and recall scores, Average Precision (AvP) [7] is com-
monly used [2] to assess ranked results. It defines as:

N
AvP = z P(DAR()

where P(i) is the precision of top-i results, AR(i) change in recall from top-(i-1) to
top-i results.

Obviously, this score tends to be higher for algorithms that print out correct terms
on top positions of the result.

In our experiments we considered only the AvP score, while precision and recall are
omitted. For voting algorithm it is no simple way to compute recall, because it is not
obvious what hnumber of top results should be considered as correct terms. Also in a
general case the overall number of terms in dataset is unknown.

3.2 Features

For our experiments we implemented the following features: C-Value, Domain
Consensus, Domain Relevance, Frequency, Lexical Cohesion, Loglikelihood, Rele-
vance, TF*IDF, Weirdness and Words Count. Words Count is the simple feature
that shows a number of words in a word sequence. This feature may be useful for
the classifier since values of other features may have different meanings for single-
and multi-word terms [6].

Most of these features are capable to recognize both single- and multi-word terms,
except T-test and Loglikelihood that are designed to recognize only two-word terms
(bigrams). We generalize them to the case of n-grams according to the study [22].
Some of the features consider information from the collection of general-domain
texts (reference corpus), in our case these features are Domain Relevance, Rele-
vance, Weirdness. For this purpose we use statistics from Corpus of Contemporary
American English?.

? Statistics available at http://www.ngrams.info
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For extracting term candidates we implemented simple approach based on prede-
fined part-of-speech patterns. For simplicity, we extracted only unigrams, bigrams
and trigrams by using patterns such as:

e Noun

e Noun Noun

e Adjective Noun

e Noun Noun Noun

e  Adjective Noun Noun
e Noun Adjective Noun

3.3 Datasets

Evaluation of the approaches was performed on two datasets of medical and biolog-
ical domains consisting of short English texts with marked-up specific terms:

Corpus Documents Words Terms
GENIA 2000 400000 35000
Biol 100 20000 1200

The last one (Biol) has common texts with the first (GENIA), so we filtered out the
texts that occur in both the corpora. We left GENIA without any modifications,
while 20 texts were removed from Biol as common texts of the corpora.

Table 3: Results of evaluation on separated train and test sets without frequency filter

Trainset Testset Algorithm AvP
GENIA Biol Random Forest 0.30
GENIA Biol Logistic Regression 0.35
— Biol Voting 0.25
Biol GENIA Random Forest 0.44
Biol GENIA Logistic Regression 0.42
- GENIA Voting 0.55

3.4 Experimental results

3.4.1 Machine learning method versus Voting algorithm. We considered two test
scenarios in order to compare quality of the implemented algorithms. For each sce-
nario we performed two kinds of tests: with and without filtering of rare term candi-
dates.

In the following tests the whole feature set was considered and the overall ranked
result was assessed.

Cross-validation. We performed 4-fold cross-validation of the algorithms on both
the corpora. We extracted term candidates from the whole dataset and divided them
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on train and test sets. In other words, we considered the case when having some
marked-up examples (train set) we should recognize terms in the rest of data (test
set) extracted from the same corpus. So in case of voting algorithm the training set
was simply omitted.

The results of cross-validation are shown in the Tables 1, 2. The Table 2 presents
results of cross-validation on term candidates that appears at least two times in the
corpus.

As we can see, in both the cases machine learning approach outperformed voting
algorithm. Moreover, in the case without rare terms a difference of scores is higher.
It can be explained by the following: feature values of rare terms (especially Fre-
guency, Domain Consensus) are useless for the classification and add a noise to the
model. When such the terms are omitted, the model becomes more clear.

Also in most cases Logistic Regression algorithm outperformed Random Forest, so
in most of further tests we used only the best one.

Separate train and test datasets. Having two datasets of the same field, the idea is
to check how the model trained on the one can predict the data from the other. For
this purpose we used GENIA as a training set and Biol as a test one, then visa ver-
sa.

The results are shown in the Tables 3, 4. In the case when Biol was used as a train-
ing set, voting algorithm outperformed trained classifier. It could happen due to the
fact that the training data from Biol does not fully reflect properties of terms in
GENIA.

3.4.2 Dependency of average precision from number of top results.

In previous tests we considered overall results produced by the algorithms. De-
scending from the top to the bottom of the ranked list, AvP score can significantly
change, so one algorithm can outperform another one on top-100 results but lose on
top-1000. In order to explore this dependency, we measured AvP for different slices
of the top results.

The Figure 1 shows the dependency of AvP from number of top results given by 4-
fold cross-validation.

We also considered a scenario when GENIA was used for training and Biol for
testing. The results are presented on the Figure 2.

3.4.3 Dependency of classifier performance from training set size.

In order to explore dependency between the amount of data used for training and
average precision, we considered three test scenarios.

At first, we trained the classifier on GENIA dataset and tested it on Biol. At each
step the amount of training data was being decreased, while the test data remained
without any modifications. The results of the test are presented on the Figure 3.
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Table 4: Results of evaluation on separated train and test sets with frequency filter

Trainset Testset Algorithm AvP
GENIA Biol Random Forest 0.34
GENIA Biol Logistic Regression 0.48
- Biol Voting 0.31
Biol GENIA Random Forest 0.60
Biol GENIA Logistic Regression 0.62
- GENIA Voting 0.65

Figure 1: Dependency of AvP from top results given by cross-validation

Next, we started with 10-fold cross-validation on GENIA and at each step decreased
the number of folds used for training of Logistic Regression and did not change the
number of folds used for testing. The results are shown on the Figures 4-8.

The last test is the same as the previous one, except that the number of test folds
was being increased at each step. So we started with nine folds used for training and
one fold used for the test. At the next step we moved one fold from training set to
the test set and evaluated again. The results are presented on the Figures 9-13. The
interesting observation is that higher values of AvP correspond to the bigger sizes of
the test set. It could happen because with increasing of the test set the number of
high-confident terms is also growing: such the terms take most of the top positions
of the list and improve AvP. In case of GENIA and Biol the top of the list mainly
consists from the highly domain-specific terms that take high values for the features
like Domain Relevance, Relevance, Weirdness: such the terms occur in the corpora
frequently enough.

As we can see, in all of the cases the gain of AvP stopped quickly. So, in case of
GENIA, it is enough to train on 10% of candidates to rank the rest 90% with the
same performance. It could happen because of the relatively small number of fea-
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tures are used and their specificity: most of them designed to have high magnitude
for terms and low for non-terms. So, the data can be easily separated by the classifi-
er having few training examples.

Figure 2: Dependency of AvP from top results on separated train and test sets

Figure 3: Dependency of AvP from train set size on separated train and test sets

3.5 Feature selection

Feature selection (FS) is the process of finding the most relevant features for the
task. Having a lot of different features, the goal is to exclude redundant and irrele-
vant ones from the feature set. Redundant features provide no useful information as
compared with the current feature set, while irrelevant features do not provide in-
formation in any context.

There are different algorithms of FS. Some of them rank separate features by rele-
vance to the task, while others search subsets of features that get the best model for
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the predictor [23]. Also the algorithms differ by their complexity. Because of big
amount of features used in some tasks, it is not possible to do exhaustive search, so
features are selected by greedy algorithms [24].
In our task we concentrated on searching the subsets of features that get the best
results for the task. For such purpose we ran quality tests for all possible feature
subsets, or, in other words, performed the exhaustive search. Having 10 features, we
check 2°-1 different combinations of them. In case of the machine learning method,
we used 9 folds for test and one fold for train. The reason of such the configuration
is that the classifier needs little data for training to rank terms with the same perfor-
mance (see the previous section). For voting algorithm, we simply ranked candi-
dates and then assessed overall list. All of the tests were performed on GENIA cor-
pus and only the Logistic Regression was used as the machine learning algorithm.
The AvVP score was computed for different slices of the top terms: 100, 1000, 5000,
10000, and 20000. The same slices are used in [2]. The best results for the algo-
rithms are presented in the Tables 5, 6. This table shows that voting algorithm has
better scores then machine learning method, but such the results are not fully com-
parable: FS for voting algorithm was performed on the whole dataset, while Logistic
Regression was trained on 10% of term candidates. The average performance gain
for voting algorithm is about 7%; while for machine learning it is only about 3%.
The best features for voting algorithm:

e Top-100: Relevance, TF*IDF

e Top-1000: Relevance, Weirdness, TF*IDF

e Top-5000: Weirdness

e Top-10000: Weirdness

e Top-20000: CValue, Frequency, Domain Relevance, Weirdness
The best features for the machine learning approach:

e Top-100: Words Count, Domain Consensus, Normalized Frequency, Do-

main Relevance, TF*IDF
e Top-1000: Words Count, Domain Relevance, Weirdness, TF*IDF

e Top-5000: Words Count, Frequency, Lexical Cohesion, Relevance,
Weirdness
e Top-10000: Words Count, CValue, Domain Consensus, Frequency,
Weirdness, TF*IDF
e Top-20000: Words Count, CValue, Domain Relevance, Weirdness,
TF*IDF
As we can see, most of the subsets contain features based on a general domain. The
reason can be that the target corpus has high specificity, so the most of terms do not
occur in a general corpus.
The next observation is that in case of the machine learning algorithm, Words Count
feature occurs in all of the subsets. This observation confirms an assumption that
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this feature is useful for algorithms that recognize both the single- and multi-word
terms.

Table 5: Results of FS for voting algorithm

Top count All features The best features
100 0.9256 0.9915
1000 0.8138 0.8761
5000 0.7128 0.7885
10000 0.667 0.7380
20000 0.6174 0.6804

Table 6: Results of FS for Logistic regression

Top count All features Supervised AvP
100 0.8997 0.9856
1000 0.8414 0.8757
5000 0.7694 0.7875
10000 0.7309 0.7329
20000 0.6623 0.6714

3.6 Discussion

Despite the fact that filtering of the candidates occurring only once in the corpus
improves average precision of the methods, it is not always a good idea to exclude
such the candidates. The reason is that a lot of specific terms can occur only once in
a dataset: for example, in GENIA there are 50% of considered terms that occur only
once. Of course, omitting such the terms extremely affects recall of the result. Thus
such the cases should be considered for the ATR task.

One of the interesting observations is that the amount of training data is needed to
rank terms without sufficient performance drop is extremely low. It leads to the idea
of applying the bootstrapping approach for ATR:

e Having few marked-up examples, train the classifier
e  Use the classifier to extract new terms

e  Use the most confident terms as initial data at step 1.
e lterate until all of confident terms will be extracted

This is a semi-supervised method, because only little marked-up data is needed to
run the algorithm. Also the method can be transformed into fully unsupervised, if
initial data will be extracted by some unsupervised approach (for example, by vot-
ing algorithm). The similar idea is implemented in study [20].

4. Conclusion and Future work

In this paper we have compared the performance of two approaches for ATR: ma-
chine learning method and voting algorithm. For this purpose we implemented the
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set of features that include linguistic, statistical, termhood and unithood feature
types. All of the algorithms produced ranked list of terms that then was assessed by
average precision score.

In most tests machine learning method outperforms voting algorithm. Moreover it
was explored that for the supervised method it is enough to have few marked-up
examples, about 10% in case of GENIA dataset, to rank terms with good perfor-
mance.

It leads to the idea of applying bootstrapping to ATR. Furthermore, initial data for
bootstrapping can be obtained by voting algorithm because its top results are precise
enough (see the Figure 1)

The best feature subsets for the task were also explored. Most of these features are
based on a comparison between domain-specific documents collection and a refer-
ence general corpus. In case of the supervised approach, the feature Words Count
occurs in all of the subsets, so this feature is useful for the classifier, because values
of other features may have different meanings for single- and multi-word terms.

In cases when one dataset is used for training and another to test, we could not get
stable performance gain using machine learning. Even the datasets are of the same
field, a distribution of terms can be different. So it is still unclear if it is possible to
recognize terms from unseen data of the same field having the once-trained classifi-
er.

For our experiments we implemented the simple method of term candidates extrac-
tion: we filter out ngrams that do not match predefined part-of-speech patterns. This
step of ATR can be performed in other ways, for example by shallow parsing, or
chunking®, generating patterns from the dataset [3] or recognizing term variants.
Another direction of further research is related to the evaluation of the algorithms on
more datasets of different languages and researching the ability of cross-domain
term recognition, i.e. using a dataset of one domain to recognize terms from others.
Also of particular interest is the implementation and evaluation of semi- and unsu-
pervised methods that involve machine learning techniques.
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Figure 4: Dependency of AvP from number  Figure 9: Dependency of AvP from number

of excluded folds with fixed testset size: 10-  of excluded folds with changing testset size:

fold cross-validation with 1 test fold and 9 10-fold cross-validation with 1 to 9 test
to 1 train folds: Top-100terms folds and 9 to 1 train folds:Top-100 terms

Figure 5: Dependency of AvP from number  Figure 10: Dependency of AvP from num-
of excluded folds with fixed testset size: ber of excluded folds with changing testset
Top-1000 terms size: Top-1000 terms

Figure 6: Dependency of AvP from number  Figure 11: Dependency of AvP from num-
of excluded folds with fixed testset size: ber of excluded folds with changing testset
Top-5000 terms size: Top-5000 terms

Figure 7: Dependency of AvP from number  Figure 12: Dependency of AvP from num-
of excluded folds with fixed testset size: ber of excluded folds with changing testset
Top-10000 terms size: Top-10000 terms
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Figure 8: Dependency of AvP from number
of excluded folds with fixed testset size:
Top-20000 terms

Figure 13: Dependency of AvP from num-
ber of excluded folds with changing testset
size: Top-20000 terms
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ABTOMaTHU4YeCKoe pacrno3HaBaHue
npeamMmeTHo-cneunUYHbIX TEPMUHOB:
3KcnepuMeHTaribHaa npoBepkKa
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AHHOTanus. B craTbe MpHUBOAATCS pe3ynbTaThl SKCIEPUMEHTAIBHON NMPOBEPKH COBPEMEH-
HBIX TIOJXOJO0B PAcHO3HABAHMS NPEIMETHO-CIICNU(PUIHBIX TEPMUHOB: MOAXOJA HAa OCHOBE
MAIIMHHOTO O0YYeHNUs M MOAX0/a Ha OCHOBE aIrOpUTMa rosiocoBanus. [lokassiBaercs, 94T0 B
OOJNIBIIIMHCTBE CIIy4aeB MOAXOJ HAa OCHOBE MAIIMHHOTO OOYYEHHs ITOKA3bIBAET JIyUIIHE pe-
3yJIBTATHl ¥ TpeOyeT MaJsio JaHHBIX JUIl O0YUCSHUS; TAKKe Ul 000MX METOIOB IIPOU3BOIUTCS
HOUCK HanboJjee HHPpOPMATHBHBIX IIPH3HAKOB.

KiroueBble c¢JjI0Ba: aBTOMAaTHYECKOE pacno3HaBaHUE€ TEPMHUHOB, U3BJICUCHUE TEPMHUHOB,
MAaIlnHHOC 06y7-IeHI/Ie, OKCHEPUMEHTAJIbHAsA IPOBEPKA, IIONUCK I/IH(i)OpMaTI/IBHLIX IIPHU3HAKOB.
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To sort or not to sort: the evaluation of
R-Tree and B+-Tree in transactional
environment with ordered result
requirement’
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Abstract: In this paper we consider multidimensional indexing with the additional constraint
of lexicographical ordering. In order to deal with this problem we discuss two well-known
tree data structures: R-tree and B-tree. We study the problem in the transactional environment
with read committed isolation level. To evaluate these approaches we had implemented these
structures (modified GiST ensures concurrency) and provide extensive experiments.

Keywords: R-Tree; B-Tree; Indexing; Multidimensional Indexing; Lexicographical Order;
Experimentation; PostgreSQL.

1. Introduction

In this paper we consider the problem of multidimensional indexing with one
additional constraint — the lexicographical ordering of the result set. Effective
multidimensional indexing is rather old and well-explored topic, however, one can’t
say that the problem is solved. New approaches continue to emerge. The addition of
the ordering requirement further drives this problem into the domain of research
activity.

Effective solutions for the problem of multidimensional indexing are needed for
geospatial data, CAD systems, multimedia data and also of use for OLAP data.
There are two main approaches for multidimensional indexing: tree-based and hash-
based. The former are R-Tree, KDB tree, Octree, X-Tree and many others. The
latter are mainly used for nearest neighbor and similarity query evaluation.

! This work is partially supported by Russian Foundation for Basic Research grant
12-07-31050.
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We are mainly interested in R-Tree because of its popularity in commercial DBMS
systems [1]: PostgreSQL, Oracle, Informix, SQLite and MySQL use this approach.
This interest proves, that despite being rather old (more than 25 years), R-Tree still
may be called industrial-strength technology. Moreover, until recently R-Tree was
the only one method of multidimensional indexing in PostgreSQL2.

This work was inspired by participation in ACM SIGMOD Contest 2012. This
problem was provided by the contest organizers, as well as benchmarks and
example Berkeley DB-based implementation. Our team participated in this contest
and was ranked 5th on public tests3.

The problem is formulated as follows: given an n-dimensional space and queries in
transactional environment, what kind of data structure should we use for optimal
performance?

In order to solve this problem we implemented a prototype of multidimensional
transactional index. This index works within read committed isolation level. Our
prototype contains both B*-Tree and R-Tree built around GiST model.

The contribution of this paper is following:

e The validation of our prototypes by comparison with industrial-strength
databases: Berkeley DB and PostgreSQL.

o Experimental study of influence of workload parameters on performance of
these two structures. These workload parameters include query window
size and others.

The rest of this paper is organized as follows. In the next section we provide
detailed specification of the task, describe queries and data. Then, in the section 3
we describe two alternative approaches and survey related works. Section 4 contains
overview of our system. In the section 5 we provide evaluations and comparisons
with PostgreSQL and Berkeley DB.

2. The Task

The task offered at the contest was to build a multidimensional high-throughput in-
memory indexing system. The index should support concurrent access by many
threads and work within read committed isolation level. This level is chosen
because of its popularity in commercial database systems, for example it is the
default isolation level in PostgreSQL. The reason of its popularity is that it offers a
good trade-off between correctness and performance. According to the study [2] it
can offer 2.5 — 3 times better performance than serializable isolation level. Our
index resides in-memory and no crash-recovery component is required.

2 http://www.postgresql.org/docs/9.2/static/spgist.html
*http://web.archive.org/web/20120424201336/http://wwwdb.inf.tu-
dresden.de/sigmod2012contest/leaderboard/ accessed: 26/04/2014
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2.1.Qu

Ol.eries.
There are several possible types of queries:
e Point queries: insert, update, delete and select.

e Range queries — they select a subset of data and the result should be
sorted. This type of query is defined by a conjunction of attribute
predicates. The individual predicates may be not only be intervals or
points, but also a wildcards.

The distribution of query types is described in the specification.

Another important aspect to consider is the admissible amount of operations per
transaction. It is specified, that there are no more than few hundred retrieved points
per transaction. In particular, the original task states that no more than 200 points
are touched by any transaction. This number is justified by the fact that OLTP
transactions are very light-weight. For example, the heaviest transaction in TPC-C
reads about 200 records [3].

2.2. Data and Workloads

The task statement specifies several data types: INT(4), INT(8) and
VARCHAR(512). However, in this work, we had to drop VARCHAR (see section 5
for details). The key consists of several attributes of these data types. The payload is
represented by a sequence of bytes.

The data may come in one of several types of distributions: normal, uniform and
Zipf’s law (each is applied to coordinate independently). In our tests we used only
uniform one.

Duplicate keys are allowed, we refer the reader to the web site for the detailed
handling description.

In our experiments we heavily rely upon workloads and benchmark driver provided
by organizers. These workloads are essentially synthetic datasets. We don’t reuse
workloads used during the contest, instead we use the provided framework to define
our own.

Thorough task specification can be found here”.

3. Related Work and Architectural Alternatives

In order to solve this problem two architectural approaches may be used. The first
one is to use B*-Tree and concatenate the values of individual coordinates into the
composite key. The B*-Tree [4] is the balanced data structure, which contains values
in the leaf nodes while inner nodes contain pointers and intervals. These intervals
define the unique path to the leaf.

* http:/Awwdb.inf.tu-dresden.de/sigmod2012contest/
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The strong points of this approach are:

e The overall simplicity of this data structure and general easiness for

implementation.

e The abundance of concurrency control mechanisms for this kind of tree [4].

e Itis possible to tune one, a lot of cache-conscious modifications exist.

o No need to sort, because keys are already stored in the right order.
Let’s review the last item. Suppose that we have a three dimensional index and a
query: (1,2,*). In order to evaluate it, we have to find the first entry with prefix
“1]2|” and then sequentially scan the tree until prefix mismatch.
However one can name weak points:

e We have to pack and unpack the keys with each comparison.

e Queries containing interval predicates are harder to process.

e This tree may perform poorly with wildcard queries.
The first one is the minor drawback, its cost may be negligible. However, the
second and the third are more formidable ones.
The intervals inside attributes can be processed in the same manner as above, but
additional checks are needed. This results in additional complexity of the
implementation.
Regarding the third item, consider query (1,*,3). In order to evaluate it, we have to
find the key starting with a prefix “1”, then we have to iterate through all values
which have it. It will require a lot more of comparisons, and what is more important,
we will be forced to discard a lot of values in the middle. Consider the following
leaf level:

1123

(11214],1(2/4],..., 1|2/4], 1[3}3].

In this situation we will need only two values: 1|2|3| and 1|3|3|. But we would be
forced to iterate through all these values and discard them. The situation becomes
grave when we have wildcard condition in the first attribute: (*,2,3). In this case we
have to scan the whole index.

One of the most popular data structures used for indexing multidimensional data is
R-tree [5]. According to [6] R-tree is a tree data structure, defined by a pair (m, M)
with the following properties:

e Each leaf node (unless it is the root) can host up to M entries, whereas the
minimum allowed number of entries is m < M/2. Each entry is of the form
(mbr, oid), such that mbr is the MBR that spatially contains the object and
oid is the object identifier.

e The number of entries that each internal node can store is again between m
< M/2 and M. Each entry is of the form (mbr, p), where p is a pointer to a
child of the node and mbr is the MBR that spatially contains the MBRs
contained in this child.

76



Tpynst UCIT PAH, Tom 26, Bbim. 4, 2014 1.

e The minimum allowed number of entries in the root node is 2, unless it is a
leaf (in this case, it may contain zero or a single entry).

e All leaves of the R-tree are at the same level.

o
<

- N .
AN T
\

[E F[G|H Fs |K L]M]| ING] |

Fig. 1: R-Tree example

Example data and corresponding R-Tree are presented on figure 1. The data consists
of boxes marked E-O and boxes A-D denote the MBRs.

R-Tree was proposed first by Antonin Guttman in [7]. This study prompted a wave
of research papers and one can say that it gave birth to the new area of research.
This research related to development of the new R-Tree variants [1,8,9], niche
approaches [6,9], split techniques [10-12], concurrency techniques [13,14] etc. The
study [6] states that there are several dozens of R-Tree variants.

One may think of an R-Tree as a generalization of B*-Tree:

o Data are also kept in the leaves.

e This data structure is also balanced, all leaf nodes are at the same height.

e Inner nodes keep bounding boxes, which can be considered as a
generalization of intervals which guide the search in B*-Tree.

However, there are several differences:

o It might be necessary to explore more than one path from the root to a leaf
in order to locate a key. This is the result of the MBR intersection
allowance, which leads to more complex search and traversal algorithms
than those of B*-Tree.

e A node split is ambiguous, determining the optimal node split is a
computationally hard problem. A “bad” split may lead to a serious
degradation of the performance.
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e R-Tree does not contain links to sibling leaves for an easy range query
execution.

GiST (Generalized Search Tree) [14] is a “template” index structure which supports
extensible set of queries and datatypes. This index can be parameterized by a variety
of data structures.
Unlike B*-Tree based one, this approach would require sorting of the results. This is
a significant drawback which may negatively impact performance. The goal of this
paper is to evaluate, which of these approaches is better. Intuitively one can say that
the outcome should depend on the query selectivity.

4. System Overview
Our system follows classical design guidelines and contains several components:

e A tree data structure. Currently implemented as B*-Tree and R-Tree. R-
Tree is based upon GiST [13], a popular template index structure including
concurrency control techniques. This model allows to extend with the
means of concurrent access almost any tree conforming to certain
requirements. This is a widespread approach and it is used, for example, in
PostgreSQL.

e Concurrency control. We used mechanism adapted from [14] with locks,
latches and Node Sequence Numbers. Also we provided deadlock
resolution mechanism. Eventually, we ensure the read committed isolation
level. However currently our prototype lacks logging and recovery
features.

e Memory manager. It is a well-known fact that a standard memory manager
can’t provide optimal performance for the whole range of applications and
sometimes it is desirable to find or implement a specifically-tailored one.
Our memory manager is essentially a wrapper which intercepts new and
delete calls to make use a pool of free blocks.

e Sorting of the results. In order to solve the problem one must present
lexicographically sorted results. While B*-Tree provides already ordered
results, R-Tree does not. Our R-Tree implementation sorts the results via
merge-sort (we keep sorted data inside boxes).

e Deletion of records. In our implementation we don’t delete records,
instead, we mark them as “deleted” and take this into account during the
processing.

5. Validation and Experiments

5.1. Validation

We validated our implementation in two ways. First, we used public unit-tests
supplied by the contest organizers. These unit-tests ensured correctness of an
isolation level (read committed) implementation and several other implementation
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issues. We also extended basic set of test cases with new ones. Then, our
implementation participated in the contest [15].

5.2. PostgreSQL validation and tuning

We also compared our implementation with PostgreSQL v9.1 database system. This
step was needed to check the relative level of achieved performance and general
transferability of results. We implemented a simple wrapper application which
directed queries to PostgreSQL. PostgreSQL uses a disk-based GiST index, while
our prototype is an in-memory one. Also, our prototype lacks a logging and
recovery component. Thus, in order to conduct fair tests we had to simulate in-
memory index in PostgreSQL.

To completely eliminate slow disk-related operations we placed database cluster on
tmpfs. This way we can be sure that every operation PostgreSQL performs (logging,
committing, buffers flushing, etc.) does not involve interactions with a hard drive.
Other important implementation aspects included:

e Wrapper connection pooling. We used a pool of connections inside our
wrapper to eliminate the cost of connection creation every time a
transaction is executed.

o We parameterized GiST with cube data structure.

e To eliminate overheads related to durability we turned off: fsync, full page
writes and synchronous commit. Checkpoint segments setting was left
intact.

o We were forced to abandon string datatype due to PostgreSQL cube
restrictions (only float parameters supported).

o PostgreSQL runs in read committed isolation level by default.

Unfortunately, due to several reasons, we were not able to completely approach the
performance of our system. First, unlike BDB, PostgreSQL needs to maintain not
only the index, but also a table. Second, calls to PostgreSQL via connections are
less effective than the direct function calls. The last issue is the security checks
which were also left intact.

5.3. Hardware and software setup

For the first group of experiments (comparison with PostgreSQL and Berkeley DB)
used the following hardware and software setup:

e Intel Core i7-2630QM, 2.00 GHz, Hyper-Threading Enabled, L1 Cache
64KB, L2 Cache 256 (per core), L3 Cache 6MB, 6GB RAM

e x86 64 GNU/Linux, kernel 3.5.0-21, gcc 4.7.2
e PostgreSQL 9.1.7
The second group used the more performing one:
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e Hardware: 2 x Intel Xeon CPU E5-2660 0 @ 2.20GHz, 64GB RAM, MB
S2600GZ

e Software: Linux Ubuntu 3.2.0-29-generic x86_64, GCC 4.6.3

—
o
h
-
o
o™

T
B-Tree(BerkeleyDB) —+—
B-Tree{prototype) —%—

T
R-Tree(PostgreSQL) —+—
R-Tree(prototype) —%—

-
o
o

-
o
S

Throughput (transactions per second)
=]
=
T

Throughput (transactions per second)

1 1
4 6 g

_
o
T
-
o
T

=]
(&)
ES
a
@

Number of dimensions Number of dimensions

Fig. 2: Performance of PostgreSQL and our  Fig. 3: Performance of Berkeley DB and our
prototype (R-Tree). prototype (B+-Tree).

5.4. Comparison with PostgreSQL and Berkeley DB

In this section we provide a comparison of our prototypes with industrial strength
systems. The wrapper for Berkeley DB was provided by the organizers, PostgreSQL
wrapper was developed by the authors (its architecture was described earlier). We
compare the performance varying the number of dimension and use single 64MB
index. The query type distribution is the same as in the original contest task,
uniformly distributed data was used. The results are presented on figures 2 and 3.
We can see:

e Our prototypes are comparable to industrial ones in terms of overall
performance.

e The solution which uses R-Tree significantly differs from B*-Tree in terms
of performance. This difference has prompted us into further investigation,
which resulted in this paper.

5.5. Experimental Evaluation

The goal of this paper is to evaluate, what is better: to use R-Tree and to sort or not
to sort with B*-Tree, but risk excess comparisons.
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Table 1: Measured exponent value for R-Tree and B+-Tree, second hardware setup

Tree type 2 4 6 8
R-Tree

(64MB) -0.389+0.052 | -0.227+0.011 | -0.117+0.012 | 0.026 +0.028
R-Tree

(512MB) -0.547 £ 0.053 | -0.250+0.013 | -0.135+0.017 | -0.071 =+ 0.007
B*-Tree

(64MB) 0.482 +0.011 0.632 +0.025 0.465 + 0.051 0.333+£0.028
B*-Tree

(512MB) 0.476 +0.020 0.626 +0.038 0.470 + 0.039 0.321 +0.031

In order to solve this problem we had conducted a series of experiments. In these
experiments we evaluate the performance of two systems, while varying the query
selectivity. We separately consider the following dimensions: 2, 4, 6, 8. We had
considered indexes of two sizes: 64 and 512 MB, uniform data distribution. We
concentrate on the most interesting query type, which present in the original contest
workload: a range query without wildcard predicates. These experiments were
conducted using our prototypes, which we had described in the previous section.
The reason of this switch is the time it takes to construct an index by PostgreSQL
DBMS and also the query plan problem. The plans which are generated by the
optimizer are essentially the following: at first, perform index scan (e.g. read all R-
Tree boxes), then sort the results. It is impossible to push down sorting in
PostgreSQL because its GiST selection method doesn’t use merge-sort. This is a
critical drawback, because in our task we select at most 200 entries. Thus, our
prototype can read only a part of the data and don’t sort all the content of the
touched boxes. The query plan problem is not an issue in BDB, because of the
simplicity of BDB and the fact that B*-Tree is already sorted.

The graphs describing the experimental results are presented on Figures 4-11.
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Note the double logarithmic scales, which we used in order to illustrate our finds.

They are the following:
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e The throughput of the system depends on a query selectivity. This
dependence can be described by the power law:

. P =8t

e where P denotes the throughput, S — query selectivity, a and b are
parameters. The graphs show this kind of dependency by the straight line.
This approximately linear dependency persists in all considered dimension
sizes.

e The considered query type affects the performance of the systems in the
following way: the performance of R-Tree degrades as the value of query
selectivity decreases, while at the same time B*-Tree performance
increases.

e As the number of dimensions increases, the exponent b changes in the way
shown in the Table 1. Increasing the dimensionality leads to b decrease in
case of R-Tree, i.e. having more dimensions lowers impact of query
selectivity. There is no manifested trend in B*-Tree behaviour.

e There is no simple way to determine intersection point of R-Tree and B-
Tree, it depends on number of dimensions and index size.

Table 2: Measured exponent value for R-Tree and B+-Tree, 64MB only, both hardware

setups
Tree type 2 4 6 8
R-Tree (1st setup) -0.369 +0.041 | -0.220+0.003 | -0.115+0.008 0.026 +0.032
R-Tree (2nd setup) -0.389 + 0.052 -0.227 £0.011 -0.117 £ 0.012 0.026 +0.028

B*-Tree (1st setup) 0.478 + 0.006 0.635 +0.034 0.467 +0.032 0.332 £ 0.033
B*-Tree (2nd setup) 0.482 +0.011 0.632 +0.025 0.465 + 0.051 0.333 £0.028

Despite that the primary goal of this paper is not fully reached, we have obtained a
very promising result — the power-law dependency. One of the possible ways of
the advancement of this research is to verify, whether the calculated exponent
values depend on a hardware setup or not. If we could prove that these value are
hardware-independent, then they are fundamental properties of the data structures
(at least, implementations) and the sets of queries.

We took the first step the first step of this way and re-evaluated exponent value on
different hardware platforms. We had used the first setup (see section 5.3) as this
different platform. Unfortunately we could only re-evaluate 64MB workload due to
memory limit. The measured values can be found in Table 2 and the corresponding
graphs are presented on Figures 12-19. For the easiness of analysis they had been
provided with their well-performing counterparts.
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As we can see, the values obtained on different hardware setups match each other,
so it is very likely that hypothesis of hardware independence holds true and should

be carefully examined.
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6. Conclusions

In this paper we have considered the problem of multidimensional point indexing
under additional restriction: ordering of the result set. We have experimentally
evaluated two data structures — R-Tree and B*-Tree on uniformly distributed data.
The experiments allowed us to establish the impact of the query selectivity on
system performance as power function. Also we examined the dependency of
power-law parameters on dimension cardinality. As a future work we will provide
more empirical evidence to the hypothesis of independence of power-law exponent
on index size. Recommendation for B-Tree and R-Tree user: unfortunately, we were
not able to find an easy way to calculate intersection point, so workloads should be
evaluated ad hoc.
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AnHoTammsi: B nmaHHO#H pabore MBI M3y4aeM 3ajady MHOTOMEPHOTO HHAEKCHPOBAHHS C
Y4EeTOM  JIOIOJHUTENBHOTO TPeOOBaHUA — JIGKCHKOIPaM4eCKOH  yHOpSIOYEHHOCTH
pe3ynbTaToB 3ampoca. s pelieHds 3TOi 3aJayd Mbl PacCMaTpUBaeM JIBE XOPOLIO
U3BECTHBIC CTPYKTYpbl NaHHBIX — R-mepeBo um B+-mepeBo, KOTOpbIE HCIONB3YIOTCS B
TPaH3aKLIMOHHOH CHUCTEME C HCIOJIb30BaHHEM ypoBHS u3oisinuu read committed. Jls
CpaBHEHHS TIO/IXOJIOB MBI DEAIM30BAIM OTH CTPYKTYpHl (TMapajuleNlbHBIH  JTOCTYI
obecrnieunBaercs ¢ momouiblo GiST) M mpoBenu ¢ MX MOMOIIBIO PsiJi OKCIIEPUMEHTOB,
Pe3yJbTaThl KOTOPBIX U MPE/ICTABICHBI B CTATHE.

KnwoueBsie ciaoBa:  R-mepeBo;  B+-mepeso,  MHpmekcupoBanume;  MHOromMepHOe
WHIIEKCHpoBaHue; JIekcuKorpadaeckuii mopsaok; JkcnepuMeHThl; PostgreSQL.
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Comparison of partial orders clustering
techniques

A. Raskin <a.a.raskin@gmail.com>
National research nuclear university « MEPhIy,
115409, Russia, Moscow, Kashirskoe shosse, 31.

Abstract. In this paper, we compare three approaches of clustering partial ordered subsets of
a set of items. First approach was k-medoids clustering algorithm with distance function
based on Levenshtein distance. The second approach was k-means algorithm with cosine
distance as distance function after vectorization of partial orders. And the third one was k-
medoids algorithm with Kendall's tau as a distance function. We use Adjusted Rand Index as
a measure of quality of clustering and find out that clustering with all three methods get
stable results when variance of number of items ranked is high. Vectorization of partial orders
get best results if number of items ranked is low.

Keywords: Levenshtein distance; partial orders; clustering; distance measure: Kendall's tau
distance

1. Introduction and Motivation

This investigation is a part of big project of developing clustering module for
weighted sequences. As an example of such data we can suggest log of WEB site
pages user opens with time, number clicks etc as characteristics of each state.
Another data example (less obvious, but it is a real data we use) is set of medical
treatments, provided in hospitals and polyclinics: sequence of medical treatments,
which were provided to patient with a diagnosis during some fixed period of time.
The main problem we try to solve is a development of system, which help
specialists to analyze such sequences. One of the tools we need to implement is
clustering module.

The main problem of research is a distance function between such complex-
structured data. We need to take into account:

o aset of objects (e.g. medical treatments);
e parameters of objects;

o order of objects;

We start to making our own distance based on Levenshtein (it can be easily
modified for our purpose), but decide to test new distance on each step to make
sure, that our new distance is good enough in comparison with other distances. This
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paper consider first step of our research: comparison Levenshtein distance with
another distances for partial orders. Partial order is simplest example of weighted
sequences: there are no repeated objects and no weights.

So this paper considers the problem of clustering partial orders as a part of problem
mentioned above. Since the problem of clustering orders does not differ much from
the problem of clustering any set of objects we focused on distance function
between objects of clustering. Comparison of partial orders obviously is quite
difficult problem because if we compare two of them we need to take into account
not only set of elements, but in addition an order of them. Despite complexity and
interest of this theme it has surprisingly little work has been done.

We decide to compare Levenshtein distance as a function of similarity between
partial orders and compare it with a recently presented approach proposed in [1] and
well-known Kendall tau rank distance [5] to find out their performance in different
circumstance.

2. Definitions and Problem Statement

According to [1] chain is a "totally ordered subsets of a set of items, meaning that
for all items that belong to a chain we know the order, and for items not belonging
to the chain the order is unknown". Hence every chain can't include one object more
than one time. As an example of such data we can suggest a rating of some objects
(films, music compositions etc). More precisely, when we talk about clustering
chains we assume, that full data set of chains was generated from some total orders.
We want to make such clusters, where all chains in one clusters were generated by
one total order.

For our analysis we use Lloyd's algorithm, also known as k-means, which is one of
the most common clustering algorithms and the k-medoids algorithm, which is a
medoidshift clustering algorithm related to the k-means. Both the k-means and k-
medoids algorithms are partional (breaking the dataset up into groups) and both
attempt to minimize the distance between points labeled to be in a cluster and a
point designated as the center of that cluster. In contrast to the k-means algorithm,
k-medoids chooses datapoints as centers (medoids or exemplars) and works with an
arbitrary matrix of distances between datapoints [2]. We use two different
algorithms in depend on distance function and ability to calculate mean value.

3. Distance Algorithms

As we mentioned above clustering algorithms themselves does not differ much for
different objects, but the distance function highly depends on data we want to
analyze. So we focused on distance function between partial orders and implement
Levenshtein distance function to calculate distance between them. We also try to
compare three distance functions: vectorizing algorithm presented in [1] (Ukkonen
distance), Kendall's tau rank distance and our implementation of Levenshtein
distance [3].
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3.1. Ukkonen Distance

There were a number of different distances between partial orders in [1]. For
analysis we choose planted partion model, which is very interesting first of all
because it help to vectorize partial orders. It doesn't compare two orders directly, but
firstly vectorize them and then use ordinary mathematical distances (Cosine,
Euclidian or any other). Additionally it is very simple from computational point of
view: it needs just O(nm) to compute vectors for n partial orders, when size of total
order is m.

The main idea of planted partion model is next. A function f that maps total orders
to R™ as follows: let T be a total order on M, and let t(u) denote the position of ueM
in . Consider the vector f, where

1
£, (u) = —% + 7(u)

If partial orders are shorter than total order we need to take into account cases, when
element from total order not exist in partial order (is not ranked). So if = is a partial
order and u - one of the elements of M:

It + 1l
F_.[{u:] S + mlu) iffuen

0 iffusm

And after normalization of function we get:
_&/
) ="/ )|

After this vectorization procedure we can use any of classical distances between
objects, for example, cosine distance which we use in this work. Using this distance
we can use k-means algorithm, because we can easily calculate mean value of
number of partial orders.

3.2 Levenshtein Distance

In information theory and computer science, the Levenshtein distance is a string
metric for measuring the difference between two sequences. Informally, the
Levenshtein distance between two words is the minimum number of single-
character edits (insertion, deletion, substitution) required to change one word into
the other.

If we think about total orders as an alphabet, partial orders as a words and elements
of order as a letter we can draw full analogy from distance between partial orders to
distance between words:
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max(i i) ifmin(i.j) = 0

Lev,  (ij—1) +1

Lev, L(i.]) =
F 3 min Lev_ ( - 1,}] +1 ,else

Lev, (i — 1.j — 1) + 2[x(i) = = ()]

In this case we cannot use k-means algorithm, because mean value of partial orders
is not defined, so we need to use k-medoids clustering algorithm.

3.3 Kendall's Tau Rank Distance

The Kendall tau rank distance is a metric that counts the number of pairwise
disagreements between two ranking lists. The larger the distance, the more
dissimilar the two lists are. The main problem is that if the chains ; and 7, have no
items in common, we have to use a fixed distance between =; and n,. For example it
was made for Spearmen's rho by [4]. We can use the same approach also with the
Kendall distance by defining the distance between the chains m; and =, as the
(normalized) Kendall distance between the permutations that are induced by the
common items in wt; and m,. If there are no common items we set the distance to 0.5.

The Kendall tau ranking distance between two lists L; and L, is
K1) = {6 < (6@ < (A0 =) vinG > 6 An@ < ()
where 1, and 1, are the rankings of the elements in L; and L.

4. Experiments and Results

For testing these distance functions we produce a number of clusterizations and
evaluate results of clustering. We assume that quality of clusters is strongly
correlated to quality of distance functions. Data we use for clustering was artificial:
we generate a number of partial orders from three total orders. So we have an
opportunity to use Adjusted Rand Index as a measure of quality of clustering [6,7].
For testing we make Python program in which implement K-means clustering
algorithm with Ukkonen distance function, K-medoids algorithm with Kendall's tau
distance and K-medoids algorithm with Levenshtein distance.

First thing we want to test is how the quality of clustering depends on fraction of
items ranked. It was predictable that the bigger fraction is the easier it is to
distinguish them from each other, so we produce a number of test with different
fraction of items ranked. We assume that all partial orders are the same length.
Results of multiple clustering tests with different number of items ranked and
different number of items in total order are in fig.1
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Method
Kendall

—h— Lewenshisin

Ukkonen

Adjusted Rand Index

Fraction of items ranked

Fig. 1. Quality of clustering in depending on fraction of items ranked (all partial orders
has the same length)

We can see, that if number of items ranked is equal to number of elements in total
order (in other words, all elements of total order are in partial order) all three
algorithms are quite good, but when partial orders are very little all of them cannot
perform well.

In previous test we assume that all partial orders are of equal length. Next test helps
us to define quality of distance functions in case of comparison of partial orders
with different length. We want to understand if distance function can correctly
compare partial orders with different number of elements. So the idea of experiment
was the next one. We assume that length of chain is a random value generated by
normal distribution with some mean value and some variance. The mean value is
not so important in this test, because the main idea is to understand dependency of
clustering quality on variance of partial orders length, so it was fixed for all
experiments. Accordingly to this assumption we generate partial orders with
different lengths (from normal distributions with same mean value and different
variance). For each variance we evaluate Adjusted Rand Index. Results are in fig.2.

95



Trudy ISP RAN [The Proceedings of ISP RAS], vol. 26, issue 4, 2014.

Elements in arder = 20

Adj. Rand Index
-

Variance of partial order length

e

T Parmal‘order ighgmn

Variance of partial order length

Fig. 2. Quality of clustering in depending on variance of number of items ranked.

All algorithms decreased their quality with increasing variance of number of items
ranked, but we want to emphasize, that variance of clustering quality with Kendall
distance significantly increase in comparison with Levenshtein and Ukkonen
distances.
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5. Conclusion

We find out that using Ukkonen distance help to achieve more stable results with
higher quality than Levenshtein and Kendall distances. Levenshtein distance is
relatively good when we take into account partial orders with the same number of
elements in them. But quality of clustering process decreased with increasing
variance of number of items ranked.

Kendall’s tau distance get stable result with quality close to Levenshtein distance,
but there is no reasonable way to modify this distance to compare weighted
sequences.

We do not consider that fact in paper, but we cannot to ignore that fact that
Ukkonen distance showing great promise property: we can vectorize (and in some
cases Vvizualize) partial orders using this algorithm while Levenshtein distance is
applied directly to partial orders and all problems of vizualization. Another good
property is the computational complexity of the algorithm: we can vectorize n
objects in O(nm), when the size of the total order is m and use after that simple
functions to get distances. The main problem of such approach is necessity to know
size of full order, while other distance functions has no need in such information.
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CpaBHeHMe MeToAMUK KnacTepusaumm
4YaCTUYHO YNOPSAOYEHHbIX MHOXECTB

A.A. Packun <a.a.raskin@gmail.com>
Hayuonansneiii uccnedosamensvcxuil adepruii yrugepcumem « MUDH »,
Kawwupckoe wi., 31, Mockea, 115409

AHHoTaums. B cratee npeiaraeTcst CpaBHEHHE TPEX MOAXOIO0B K KIACTEPH3AlUK YaCTHIHO
YINOPSAAOYEHHBIX MHOXECTB. IIepBbIH MOAXOA 3aKIOYAaeTCss B NPUMEHCHHE aJlrOpuTMa
knacrepusanun  k-medoids ¢ wucmons3oBaHueM paccrosiHusi JleBeHiureiiHa. B kauecTBe
BTOPOTO IMOJAXO0Ja PACCMATPUBACTCS BEKTOPH3ALHUS YACTUYHO YIOPSAOYEHHBIX MHOXECTB C
JanbHeHIIeH KilacTepu3alyeii ¢ MOMOIIBIO alropuTMa K-means 1 KOCHHYCHOTO PaCCTOSIHUS B
KayecTBe (DYHKIHMH PpACCTOSHUS MEKAy oOObekramu. IlociefHUM —paccMaTpHBaCMbIM
MOAXO/IOM SIBISIETCS KiacTepu3alusi ¢ IoMolipio anroputMma k-medoids m ko ¢unuenta
paHroBoit koppemsiiun Kennamia B kadyecTBe QYHKIHM paccTOsHUS. J[Jisi OLEHKH KavecTBa
KJIacTepu3anuu Mel ucnois3oBann Adjusted Rand Index u ompenenmim, 94To KilacTepu3anus
C UCIIOJIL30BaHMEM BCEX TPEX MOAXOJOB IaeT CTaOMIIBHBIN PE3yNbTaT JaXe B TEX CIy4dasx,
KOT'J]a KOJIMYECTBO 3JIEMCHTOB B KJIACTEPH3YEMbIX MHOXKECTBAX CYIIECTBEHHO pa3inyaercs. B
cinydyasX, KOIZa JOJsl pPAHKUPOBAHHBIX 3JIEMEHTOB Maja, HAWIyYIIHEe pe3yJIbTaThl
MOKa3bIBaCT METOJ] BEKTOPHU3ALUH YACTUYHO YIIOPSIOYCHHBIX MHOXKECTB.

KinoueBbie cinoBa: Paccrosinue JleBeHITelHa; YacTUYHO YHOPSAOYEHHBIE MHOXECTBA;
KJIacTepu3anys; Mepbl OJIM30CTH; KoddduieHT xoppemsiuun Kenpamna.
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Time invariant hand gesture recognition for
human-computer interaction

D. Kostyrev <dmitry.kostyrev@gmail.com>
S. Anischenko <sergey.anishenko@gmail.com>
M. Petrushan <drn@bk.ru>
A.B. Kogan Research Institute for Neurocybernetics,
Stachki av. 194/1, Rostov-on-Don, Russian Federation.

Abstract. Hand motion driven human-computer interface based on novel time-invariant
gesture description is proposed. Description is represented as a sequence of overthreshold
motion distribution histograms. Such description utilizes information about gesture spatial
configuration and motion dynamics. K-nearest-neighbour classifier was trained on six gesture
types. Application for remote slideshow control was developed based on the proposed
algorithm.

Keywords: human-computer interfaces, hand motion tracking, dynamic pattern recognition

1. Introduction

Popularity of natural interfaces for desktop and mobile computer control has been
rapidly growing within last decade. Nowadays common human-computer interfaces
(like keyboard) are gradually replaced by natural control interfaces based on
gesture-driven, voice-driven, finger or full body motion driven control. These new
methods are widely used in entertainment applications or in such fields, where a
contact between human and input device is impossible or unwanted because of
sterility requirement or in case, when a device have to be controlled by a group of
people simultaneously.

Hand motion recognition task is concerned with several fundamental computer
vision problems, in particular with the problems of dynamic patterns detection and
recognition. The standard pipeline for single image analysis is represented as the
sequence of procedures: preprocessing - segmentation - classification. This pipeline
is admissible for video analysis only if the task is to detect and classify the objects,
which movements are not of value. Otherwise, additional information about object
movement or transformation has to be considered. In contrast to single image, video
contains such additional information, that has to be utilized for object detection and
recognition.
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The main goal of our project is to develop the robust descriptor for the dynamic
objects, invariant to object deformations and perspective transformations during a
movement. In order to develop such descriptor the modifications of the standard
single image analysis pipeline are proposed. The new dynamic gesture recognition
method is described below. It utilizes information about duration, direction and
amplitude of a motion along with spatial and intensity-based feature descriptions of
images in video sequence. This method was used to develop the human-computer
interface and application for presentation remote control.

2. Research background

Gesture-based human-computer interfaces can utilize hand stationary configuration
(configuration is relevant), like "open palm" or "thumb up", hand motion (dynamics
is relevant), like "from palm to fist" motion, "hands up" motion, etc. A variety of
gesture recognition algorithms was developed, that can be divided into two groups
according to configuration or motion relevance:

¢ single image analysis algorithms, that detect and recognize hand
configuration in each frame of video;

¢ image sequences analysis algorithms, that detects hand configuration
changing pattern for whole gesture video sequence.

Single image analysis pipeline for gesture recognition is similar to commonly used
analysis procedures: preprocessing, segmentation, classification. Following steps for
gesture analysis were proposed [1]: hand contour extraction, tracking and
recognition based on selected features. The image sequence analysis pipeline differs
from single image approach and contains following steps: background subtraction,
description of a gesture and classification. In spite of the fact that every gesture
detection and recognition method is unique, combining different approaches and
algorithms, there are some common steps used in most methods, such as
background subtraction, features extraction and classification of a gesture.
Gesture detection and recognition methods use different background subtraction
algorithms from very simple like frame difference [2 - 4] to more complex methods
such as Adaptive Mixture of Gaussians [5, 6] and frame difference enhanced with
Gaussian filter [7].
Various feature extraction methods for gesture recognition have been described in
[3, 7, 8, 9]. Methods based on calculation of histograms of oriented gradients
(HOG) are used in [9] and [3]. In [3] it is used for features extraction from a motion
history image which is created from several frames in sequence. Fourier analysis
based methods are used for different kind of movements in [7]. Hand shapes within
single image analysis approach can be described by shape context descriptor [8].
Gesture classification is performed by different algorithms based on fuzzy logic [8],
SVM for large feature vector (3780 elements) [9], Euclidian distances [3], and
spectrum analysis [7].
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Each above-mentioned gesture analysis method has its own advantages and
disadvantages. For instance, single image based analysis provides precise estimation
of hand location in image but it is limited with fixed hand configuration because of
non-rigid nature of a human hand. On the other hand image sequence based
methods are invariant to hand configuration in common but are dependent on
gesture duration and completeness. Thus, gesture analysis methods have its
limitations, for example, most of the methods based on skin color segmentation [10
- 11] or background subtraction methods [2-4, 7, 9] are highly dependent on scene
light conditions, quality of camera sensor, etc. Along with recognition quality the
method processing speed is one of the key factors in a sense of end user experience,
so it has to be taken into account when comparing gesture recognition methods.

3. Gesture detection and recognition

The new method of a hand gestures detection and recognition is presented.
Following requirements were set during problem formulation. According to them
the method must be invariant to gesture duration, hand initial position and be able to
detect and recognize transformable hand configurations.

According to the requirements and research background this method should
describe a gesture in terms of integral motion characteristics. Algorithm workflow
scheme is presented in fig. 1.

According to this scheme two main components can be highlighted in the workflow
of this algorithm: background subtraction and features extraction.

Acquire next frame
No, gesture
Frame } sequence <5

Is movement in this frame
sufficient?

No, gesture
sequence =5

Background
Subtraction

Features extraction

Gesture sequence

Classification

Fig. 1. The workflow of the algorithm.
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3.1 Background subtraction

Background subtraction is used for gesture duration estimation and as a
preprocessing step for gesture description in our approach. Following requirements
for background subtraction method were formulated:

e object contours estimation;
e no contour traces;

e real time performance.

Several popular background subtraction methods were reviewed within the
research. Each of them was evaluated according to the following parameters:
performance, contours continuity, length of contour traces. Background subtraction
quality was evaluated qualitatively and algorithm performance was estimated
according to the video processing frame rate. Algorithm performance is considered
"realtime" with framerate > 30. All algorithms (except ViBe) were evaluated
according to the current implementation in BGSLibrary [12] on 3th generation Intel
Core i5 processor powered PC. Results of performance and quality estimations are
presented in the table 1.

Table. 1 Overview of background subtraction methods.

Algrorithm Performance |Contours continuity |Length of traces
Frame difference realtime low no
Moving mean realtime low no
Adaptive Mixture of Gaussians | realtime low short
Gaussian Average realtime high short
Multi - Layer BGS offline low no
Fuzzy Gaussian realtime high long
Fussy Adaptive Som offline high long
ViBe (serial) offline high no

Reviewed background subtraction methods are disbalanced in a sense of sufficient
quality, performance and traces absence. Thus, a new background subtraction
algorithm is presented which should combine performance and contours continuity.
It is based on the computation of time-dependent intensity variance map between N
frames as follows:
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2
_Zivpl (x,ZV)Z Z{Vpl (x;Y)

D(x,y) = N - N 1)
_ (255,ifD(x,y) = Threshold?

Bxy) = { 0, otherwise @

where D(x,y)- resulting variance map, p; - i, frame, N- number of frames in
sequence, x, y - pixel coordinates, Threshold- binarization threshold.

Presented background subtraction algorithm demonstrates realtime performance,
sufficient quality of contour separation without long traces. However, this method is
depended on light conditions. Parameter N regulates background model update
speed. Binarized variance maps of two adjacent frames with different N
is presented in the fig. 2.

Binarized variance map B is prepared by median filtering for noise reduction and
nearby contours merging.

Current frame motion rate is estimated by counting all non-zero elements in the
binarized variance map. Motion is considered to be a gesture candidate when the
following condition is met:

©)

w h
Z Z B (x,y) = w * h * MotionThreshold
x y

where x, y - pixel coordinates in binarized variance map B, w, h- width and height
of variance map accordingly, MotionThreshold - threshold for estimating a
gesture candidate in the frame.
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Fig. 2. Binarized variance maps of two adjacent frames with different N.

If the current frame satisfies the above-mentioned condition it is being added to the
current gesture sequence. Current gesture sequence is considered complete when
number of frames in sequence > N,,;, and the condition (eq. 3) was not met in the
N.in + 1 frame. As soon as the gesture sequence is considered complete it is being
described and classified.

3.2 Gesture description and classification

Any gesture sequence, containing more than N,,;, frames, can be described by a
feature vector. Motion Distribution Histogram is proposed to be the integral
description of the frame in gesture sequence. It describes a distribution of
overthreshold variance (eq. 3) over frame. Each motion distribution histogram is
calculated according to the mean center of masses for all variance maps in the
sequence, thus, we can achieve initial hand position invariance. Variance maps are
being divided into 16 sectors in which all non-zero elements are counted and stored
in corresponding element of motion distribution histogram. Sectors are numbered
clockwise from horizontal axis orientation. Each element of motion distribution
histogram is normalized according to the area of binarized variance map of the
frame. Examples of variance maps and corresponding motion distribution
histograms are shown in the fig. 3.
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s P

Fig. 3. Binarized variance maps for different frames of "from left to right" gesture sequence
and corresponding motion distribution histograms.

Variance map and motion distribution histogram calculated for all frames in the
sequence. Motion distribution histograms sequence containing N histograms
are being divided into 4 subsequences according to the following intervals I:

_ N [N N _ [N 3N _[3N
Il_ |:1..Z:|,12 - I:Z..E ,13 - ?..T ,14— T..N:I (4)

where Nis the number of histograms in the sequence.

4. Experimental results

Proposed method has advantages and disadvantages comparing to the methods that
are based on object detection and recognition in each frame of video. The main
advantages of this approach are invariance to hand configuration transformations
during the movement, invariance to the speed of the gesture and hand initial
position in the camera field of view. However, this method is highly depended on
background movement (which can be eliminated with depth map), distance between
human and camera and lighting conditions.

In our approach we used N, =5 , MotionThreshold = 0.08
(eqg. 3) for motion detection in close range from the camera (approximately 50 cm),
N = 2(eq. 2) and Threshold = 2 (eq. 2).
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Six gesture types were selected for detection and recognition: hand movement from
left to right, right to left, hand up, hand down, both hands from the center of the
screen and both hands to the center of the screen. Training set containing samples of
each gesture type was collected. The set containing seven examples of 2 classes
(hands down and hands up) are displayed in the fig. 4, where "hand down"
movement is visualized with black colour, and "hands up" movement is visualized
with gray colour.

on -

0,08

a8

a.04

oo

Fig. 4. Plot of 14 histograms containing samples from two classes: "hand up" and "hand
down". Black colour corresponds to "hands down" movement, gray colour corresponds to
"hans up" movement. Feature vector element numbers displayed on horizontal axis and
values on vertical axis.

Classification is based on k-nearest neighbours method with Euclidian distance.
Cross-class similarity estimation was performed by calculating mean Euclidian
distances and standard deviation between descriptions of each class compared to
another classes in the fig. 5.
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5. Application

The new human-computer interface was implemented based on the gesture
recognition method described above. The application for hand driven slideshow
control was developed as an example of this interface.
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Fig. 5. Mean Euclidian distances and standard deviation (error bars) between feature vectors
of each class compared to another classes: a - "left to right" gesture, b - "right to left", c -
"hand up", d - "hand down", e - "hands away", f - "hands together".
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The client — server application architecture was proposed to achieve remote
slideshow control. The architecture of the demonstration application is presented in
the fig. 6.

Recognition module (client)

* Class label

Control module (server)
(Windows Automation Framework)

¢ Action

Slideshow software

Fig. 6. The architecture of the application.

Conclusion

Hand motion guided human-computer interface based on the new dynamic patterns
descriptor is presented. The distinctiveness of proposed gesture description was
demonstrated by cross-class Euclidian distance measurement of training samples.
Hand motion is described by the sequence of motion distribution histograms. This
method demonstrates sufficient processing speed in terms of end user experience
and classification accuracy for gesture sequences to be used for remote slideshow
control. Further research within proposed approach aims to support different
gestures types and non-relevant objects motion filtering using skin color map, depth
map and motion map.
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MeToa MHBapMaHTHOro pacno3HaBaHusA
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KOMMNbIOTEPHOro UHTepdenca
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AHHOTammMsi. B 1aHHOW cTaThe TpeACTaBICH CIOCO0  YeJIOBEKO-KOMIIBIOTEPHOTO
B3aUMOJCUCTBUSI C IOMOLIBIO JKECTOB PYK, OCHOBAHHBIH Ha HOBOM CIIOCOOE OMHUCAHHS
JKECTOB, MHBAPHAHTHOM OTHOCHTENIBHO JUIUTENHHOCTH jkecta. OmHMCaHHe MPEACTaBICHO B
BU/IE TMOCIIE[OBATEIFHOCTH CBEPXIOPOTOBBIX THCTOrPAMM paclpeielieHus: obacTeit
JIBHKCHHS B TIOJIC 3peHHs BHAcoKaMepbl. Takoii croco® omucaHus yYUThIBACT HHQOPMALIHIO
O TMpPOCTPaHCTBEHHOH KOHQWIypaluu >KecTa M [JUHAMHKH JBIDKCHHs. B KauecTBe
KJIacCH(UKAaTOpa WCIONB30BaH MeToj Kk  Ommwkaiimux coceneid. s oOydeHus
knaccuukaropa ObUTM BBIOpaHBI MICCTH THIOB JKeCTOB. Ha OCHOBE MpeioXKEeHHOTO
anmroputMa ObUIO  pa3pabOTaHO JAEMOHCTPAMOHHOE TMPHIOKEHHE Uil YAAICHHOTO
yIpaBJICHUS MOKa30M MPE3CHTaLH.

KiroueBnie cioBa: YEJIOBEKO-KOMITBIOTEPHOEC B3aHMO}1€ﬁCTBHC, pacrno3HaBaHUE KECTOB,
pacno3HaBaHUE TUHAMHUYECCKUX ITATTCPHOB
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Linguistic Approach to Suicide Detection
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Abstract. Suicide is a major, preventable public health problem. Particularly the problem is
critical for young people. In Russia every year thousands of teenagers commit suicide. In
most of the cases it can be prevented if a risky state is detected. Nowadays internet becomes a
major way of communication, mainly in the text form. Therefore we suggest a method to
detect a tendency to suicide based on text messages. Our main approach is to study indicators
of such condition and based on it use machine learning approach to build a classifier that
could determine, whether the person is about to commit a suicide. Our experiments are based
on the analysis of texts of Russian writers for past 100 years that committed suicide.

Keywords: sentiment analysis, machine learning, suicide.

1. Introduction

Suicide poses a serious public health problem worldwide. Every year around 1
million deaths and 10 million attempts occurs due to that [1, 2]. In Russia this
problem is particularly urgent among young people. According to official number
provided by investigating committee, it was more than one thousand deaths in 2012
[3]. Around 10 thousands of teenagers attempt to commit suicide. This mainly
happens due to their social disadaptation. For the past 50 years this number has
grown for around 60% [4]. This problem also is present in the army, police and
jails, and other places where people experience strong stresses. Suicide can be
prevented and most people who feel suicidal demonstrate warning signs. The only
problem is that these signs should be noticed. However, ordinary person could
easily miss it. Thus, for the major part it is a duty of psychologists to recognize that
dangerous behavior. However, the number of this kind of staff in schools is
constantly reducing, e.g. in 2011-2012 school year, 70% of schools did not have
psychologists at all (this is more 8% to the previous year). In the police and army
there is one specialist for several thousand soldiers / policemen. There is an
extremely urgent need in the tools that could help to analyze the emotional
condition of big groups of people.

Internet communication and self-expression are becoming more and more popular.
Almost every young person uses social networks, blogs and forums. The mean of
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expression is mainly text. That gives us an idea that these text messages could give
us a valuable source for automatic analysis in order to help solving suicide problem.

2. Techniques used to detect and prevent suicides

First step to prevent suicide is to detect the signs that indicate it. There are
numerous studies on that topic [2, 4-7]. Most of the researches agree on the fact,
that suicide is related to many emotions: hostility, despair, shame, guilt, dependency
and hopelessness. The general psychological state commonly assumed to be
associated with suicide is a state of intolerable emotion or unbearable despair.

The common indictors are:
e sadness;
e loss of interest or pleasure;
e disturbance in sleep and appetite;
o difficulty in concentrating;
e thoughts and talks of suicide;
e isolation;
e looking for a way to kill oneself;
o talking about being trapped or in unbearable pain;
o talking about being a burden to the others;
e talking about having no reason to live or feeling hopeless;
e displaying extreme mood swings;
e extreme behavior;

e exposure to suicidal behavior of others, such as family members or peers
[4, 6].

The risk factors are:
e history of previous suicide attempts;
o family history of suicide;
o family violence;
e history of depression or other mental illness;
e alcohol or drug abuse;
e stressful life event or loss;
e exposure to the suicidal behavior of others;
e incarceration [4, 6, 8].

Person, who has set up his mind to commit suicide usually talks about this. Suicide
is not always impulsive: people tend to prepare themselves to the suicide, according
to the researches it could take around one year. During this period of time they give
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some type of verbal or behavioral message about their ideations of intent to hurt
themselves [4].

Thus, we could attempt to determine using text analysis:
e emotional state of the person;
e specific verbal suicidal signs.

3. Analysis based on machine learning

First part of the analysis is to analyze emotions expressed in the text. This is one of
the applications of sentiment analysis task [9]. There are various approaches
proposed by researchers in this field [9-12]. One of the traditional sentiment
analysis methods is using machine-learning techniques to perform classification:
Naive Bayes, SVM, neural networks, etc. Most of classifiers use words, word
combinations and their characteristics as features. In our research we decided to
start with a most simple two-way classification: does the text express potential
suicide or not. To perform classifications we used WEKA toolkit [13]. As a
classifier, SVM was chosen as it proved to be one of the most efficient in sentiment
classification [14]. We started from using word N-grams (unigrams, bigrams and
trigrams) as features. Then in order to improve the efficiency of determining
emotional state we proposed to use following advanced features:

e share of all punctuation signs in the size of the text;

e number of specific “mood” signs used: three dots, exclamation marks,
question marks;

e average and maximum length of the words;

e share of each part of speech (obtained from MyStem annotation);

e various phonetic characteristics (e.g. individual letters, bigrams, trigrams
and quantitative features like word length, maximum sequential consonant
length in a word, etc.) [15].

The second part of analysis is about specific verbal signs that could indicate suicide.
This part was also partly covered by words and word combinations as features, such
as burden, death, pain, despair, etc.

4. Experiments

We classified individual texts into two classes: texts written by a person committed
suicide and not.

All experiments were based on the manually retrieved corpus of Russian texts.
Information about people who has committed suicide is not public. Therefore we
had to choose people, who are well-known. The most accessible texts are those
produced by writers, poets, critics, etc. The list of them was extracted from research
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[16]. To make an experiment clear we chose only native speakers. We retrieved the
list of 49 persons, excluding those whose suicide is doubtful. All texts were written
in XIX — XXI c. As per study described above, we used texts, written at the time
most close to death (last year of life). This corpus contained 469 texts (around 10
texts per person). We added the same number of texts, taken from the writers, who
have not committed suicide, including texts about death. Hence, full corpus for
experiments contained 938 texts. The examples of each category of texts are given
below:

Example 1. A text written by an author committed suicide (V. Mayakovsky).

Kak ropopatr - "MHUMOEHT ucnepdeH", JoOOBHAaA JIOOKA
pazbuiack O OBIT. A C XM3HBK B pacueTe M He K UeMy
nepedveHb B3aMMHEIX 0OoJjel, 6en u obun. CuacTJMBO
ocTaBaThbCH.

BrnamumMup MasgKOBCKUM.

Example 2. A text written by a random author who did not committed suicide (A. Pushkin).

5 namMaTHUK cebe BO3IOBUI' HEPYKOTBOPHEL,
K HeMy He 3apacTeT HaponHasa Tpola,
BosHecca BhIIE OH IJIaBOK HEINOKOPHOMU

AJIEKCAHIPUMCKOT'O CTOJIIA .

HeT, Bechb 4 He yMpy — Oylla B B3aBeTHOM JHUpe
Mol npax nepexmuBeT M TJIeHbS yOexmuT —
M crnaBeH Oyny 4, IOOKOJIb B IOIOJIYHHOM MMPE
Xue OynmeT XOTb OIOMH HIMMUT.

Example 3. A text about death written by an author who did not committed suicide (A.
Akunin).

Hy BCe, mnopa, MEeHS yXe 30ByT.
YBUIOMMCSA I[O3OHEe — He MellanTe:
MHe HaIO YTO-TO BCIIOMHMTBL HAIlOCJIENOK.
Ho uto? Ho uTo?

YMa He NPpUJIOXY .
Bce cnyrammca meicam. Bce, nopa.
Uro OymeT 3a NOCJEeOHMM OKOeMOM,
Crnemy y3HaTh.
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Brnepen!
HapeBuu CMepPThH,
Ipuaoy B KPOBaBO-KpacHOM oOJIaueHbM,
[lomay MHe pPYyKy, BHBEIM Ha CBET.
T'me Oyny A CTOSATb, NPOCTepUM PYyKHU,
Kak aHreJs, kak cymnbba, KaK OTpaxeHbe
Cebsa cawmom.
Ipyroro — He JOaHOo.

For a baseline we chose word unigrams as features.

Before classification all the words in the texts were stemmed using MyStem
application [17].

There are several methods used to evaluate the models. The basic ones are
e  precision,
e recall,

true positive true positive

— — recall = —
true positive+false positive true positive+false negative

F-measure, which is a harmonic mean between precision and recall

where precision =

precision * recall

F1=2+x -
precison + recall

Receiver Operating Characteristic (ROC-Area) [18], which is an area under the
curve of tradeoff between true positive and false positive. We used F1 and Roc-
Area to compare results of the runs.

Our experiments consisted of build several models with different feature set and
perform 10 folds cross-validation using WEKA package.

We evaluated the following models:

e only unigrams (baseline);

e combination of unigrams and bigrams;

e combination of unigrams, bigrams, trigrams;

e combination of unigrams, bigrams, trigrams and set of quantitative
features;

e full model (combination of unigrams, bigrams, trigrams and set of
quantitative features and phonetic features).

The last model showed the best results, all the results are presented in the Table 1
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Table 1. Two-way classification results for Russian (SVM, 10 folds cross-validation)

Feature set Class Precision Recall | F-measure ROC
Area
Positive 0.633 0.671 | 0.651 0.607
Unigrams
Negative 0.641 0.677 | 0.659 0.607
Positive 0.642 0.691 | 0.666 0.621
Unigrams + bigrams
Negative 0.663 0.699 | 0.680 0.621
Positive 0.653 0.710 | 0.680 0.693
N-grams
Negative 0.671 0.722 | 0.696 0.693
N-grams and | Positive 0.779 0.792 | 0.785 0.789
quantitative features | neoative | 0.783 0.804 |0.793 0.789
Full combination of Positive 0.805 0.821 | 0.813 0.819
features Negative | 0.817 0.834 | 0.825 0.819

Compared to baseline results (unigrams) we increased our F-measure average value
from 0.65 to 0.82, ROC-area increased from 0.6 to 0.819. Though our task was not
purely sentiment classification, we compared our results with recent researches in
two-way sentiment classification, which is about 0.8-0.85 [19]. We can conclude
that our best effort showed satisfactory results.

5. Conclusion and Future Work

In this paper, we presented an approach to suicide detection in texts using linguistic
characteristics and machine learning. With the model we built we obtained F-
measure 0.82 with the ROC-area 0.819. We observed that using proposed feature set
we were able to improve almost for 20% compared to the baseline, and 13%
compared to the N-grams model. This shows, that in our area not only words are
important, but also the punctuation signs, word lengths, and phonetic characteristics.
We used only two-way classification, which means that if text is detected as
positive, this directly indicates, that person is in trouble. However, psychologists
determine several levels of threat, and the lowest of them could contain a lot of
false-positives, meaning that low level of signs could be normal for the most of the
people. In the future work we would like to split two classes to 5, but this would
require an assessment of texts made by professional psychologists, to determine a
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real level of danger. We also will try our approach on English texts, which will
require manual collection like it was done for Russian.

As for the Russian language we try to cooperate with the medical organization to
retrieve more texts for training our model, and also possibly to determine other
features for the model, that are not obvious to a non-professional psychologists.

Our final goal is to build software that will help to monitor emotional state of people
in order to prevent tragedies.
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JNIuHrBMCcTUYECKMI Noaxon K onpenerieHuIo
cyvumaa
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AuHoraumsi. Cyuiup sBiseTcs OJHOW M3 TJIABHBIX IMPEOTBpALlaeMbIX IpoOieM B
3paBOOXpaHeHNH. B ocobGeHHOCTH OCTpO mpobiieMa CTOUT Il MOJIOABIX Jtozei: B Poccnn
Ka)XIBIi TOJ THICAYH MOJPOCTKOB COBEPILAIOT caMOyOmniicTBO. B GompmHCTBE citydaeB Oexy
MOXKHO TIPEIOTBPATUTh, €CIIM BOBPEMs BBIIBUTH ONACHOE IICHXOJIOTMYECKOE COCTOSHHME.
MHTepHeT B HAIIM THU CTAHOBUTCS OCHOBHBIM CIIOCOOOM OOIIEHHS, KOTOpOE MO OOJbIIeH
YacTH TIPOMCXOAUT B TEKCTOBOH ¢(opme, MO3TOMY B CTarhbe MBI MpeIJIaraeM MeTo[
OIIpE/IeNICHNSI CKJIIOHHOCTH K CYWIMJY, OCHOBAaHHBIH Ha aHANW3€¢ TEKCTOBBIX COOOIIECHUH.
Ham moxxon rimaBHBEIM 00pa3oM 3aKiIroyaeTcs B H3y4EHHH MOKa3aTelled TAKOTO COCTOSHUS U
UCIIONB30BAaHUSI MX JUIA IIOCTPOSHMS KJIacCH(HUKAaTOpa, KOTOPBIH MOXET ONPENeuTh
HACKOJIBKO BEPOSITHO, YTO YEJIOBEK COOMPAETCS COBEPIINTD CYHIU. JIJIsl SKCIIEpUMEHTOB MBI
UCTIONB30BAIM  TEKCTHl PYCCKUX IHcaTelel, KOTOpble COBEPIUMIM CaMOyOMHCTBO 3a
nocneanue 100 ser.

KnioueBble cji0Ba: aHATH3 YMOIMOHAIBHON OKPACKH TEKCTa, MAITMHHOE O0YYEHHE, CYHIIUI.
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Abstract. The paper deals with keyphrase extraction problem for single documents, e.g.
scientific abstracts. Keyphrase extraction task is important and its results could be used in a
variety of applications: data indexing, clustering and classification of documents, meta-
information extraction, automatic ontologies creation etc. In the paper we discuss an
approach to keyphrase extraction, its’ first step is building of candidate phrases which are
then ranked and the best are selected as keyphrases. The paper is focused on the evaluation of
weighting approaches to candidate phrases in the unsupervised ex-traction methods. A
number of in-phrase word weighting procedures is evaluated. Unsuitable approaches to
weighting are identified. Testing of some approaches shows their equivalence as applied to
keyphrase extraction. A feature, which allows to increase the quality of extracted keyphrases
and shows better results in comparison to the state of the art, is proposed. Experiments are
based on Inspec dataset.

Keywords: keyphrase extraction; keyphrase ranking; statistical features for keyphrase
ranking; information extraction; scientific abstracts processing.

1. Introduction

The paper deals with the keyphrase extraction problem for single documents. We
define keyphrase as a word or a group of words, which reflects the domain-specific
of the text Keyphrase extraction could be used further in different natural language
processing applications such as data indexing [1], clustering documents [2-4], auto-
matic ontology creation etc. We are using results of this paper in an academic search
system [4], we are mainly interested in a keyphrase extraction task from abstracts of
scientific papers, because most abstracts are freely available and texts of papers are
usually not. We focus on analysis of approaches to keyphrase selection from a set of
candidates, built for a document [5-8]. The weighted approach is used to evaluate
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quality of a particular candidate, then after the ranking procedure, the best candi-
dates are selected as keyphrases. In the paper we use only statistical information
related to the word frequency in single documents and in a document collection. It is
also shown that a number of measures is not adequate and some other measures are
almost equivalent. We have shown that usage of some measure estimated by re-
searchers as suitable, in reality leads to the situation where measured phrases are
selected almost randomly and thus such measures could be considered equivalent
for the annotation task. The novel feature which is proposed in the paper, is based
on the exclusion of one-word phrases from candidates,that increases significantly
the an-notation quality. The reminder of the paper is organized as follows. Section 2
is dedicated to the state of the art. In Section 3 experiment is described and
description of test collection is provided. In section 4 the experiment’s results are
presented and discussed. In Section 5 additional experiment and its results are
presented and dis-cussed. Section 6 contains conclusions.

2. State-of-the-Art

There are two main approaches to solve the keyphrase extraction task. The first is
based on single word ranking, best words selection and concatenation of best words
following each other in the text [9-12]. The dominating approach [5-8, 12-16] con-
sists of two stages: a selection stage, when candidate phrases are selected, and a
classifying or ranking stage. On the selection stage a number of procedures is used
to extract candidate phrases: n-gram extraction, noun phrase extraction, word se-
quence extraction or their combinations, which satisfy some limitations. The exam-
ples of limitations are following: length limit of a phrase (usually not more than 4-5
words per phrase), parts of speech limits, etc. It has been shown that keyphrases
should consist from nouns and adjectives to achieve the best results and this result is
actively used. In [14] the author proposes to use part of speech information in classi-
fication process. In pioneer systems on the second stage supervised methods were
used to decide for each candidate whether it is keyphrase. In [15] a Naive Bayes
classifier is used. In [16] a keyphrase extraction process is based on a number of
threshold values of some variables which are optimized using genetic algorithm.
These methods [14-16] could be used for the case, when there is a set of documents
with keyphrases already extracted by the expert. On the ranking stage all candidate
phrases are weighted and ranked. Then k-best candidate phrases are selected as
keyphrases. Ranking methods are usually based on phrase weight measurement [5-
7, 12, 13]. In this case, statistical measurements are often used for phrases and
phrase words as well as information about the first position of a phrase in text and
the size of a phrase with its frequency. However, researchers do not address and
analyze possibilities of different variants of phrases’ weight evaluation based on in-
phrase word's weights. In this paper, we fill the gap. We evaluate several
approaches to phrase weighting and use a number of statistical measures for this
task. Experiments have shown that selected statistical measures do not allow
identifying correct keyphrases among other phrases. It seems that simple exclusion
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of some set of candidates is more efficient, that is the set where most keyphrases are
not correct apriori. In presented paper we have shown that the set of one-word
candidate phrases is a set of this kind and its exclusion leads to relatively good
results. As a result of cur-rent research we make a statement about possible reasons,
why information about the length of a phrase influences the result of keyphrase
extraction.

3. Experiment Description

3.1 Candidate Phrase Ranking

One of the goals of the presented paper is to analyze a number of approaches to
phrase weight measurement. We deal only with weight measurement based on in-
phrase words evaluation. We are using the following notations. The phrase with n
words is denoted as (Wi, Ws,...,w,), where w is a single word. Phrase weight is
denoted as weight(wy, ws,...,w,) and the weight of a word as weight(w). We measure
weights of phrases as:

1. Average weight among in-phrase words:

weight(wy, wy, ..., wy,) = M ()]
2. Geometric mean of word weights in phrase:
weight(wy, wy, ..., w,) = VIIE, weight(w;). )

3. Degree of relationship between words in a phrase and a main word in a phrase.

For the case 3 (degree of relationship between words in a phrase and a main word in
a phrase) six measuring approaches described below were used to determine a main
word in a phrase. Word w is determined as w™" for the phrase if its weight is the
best weight in a phrase compared to the weights of other words in a phrase. When
the main word has been chosen the relationship value between each other word w in
a phrase and main word w™" is calculated. In our research Two measures were used
to calculate words relation:

main

e Pointwise mutual information, calculated between the main word w and
every other word w in a phrase:
. main
mi(wmain ) = P W) 3)

= pwme)p(w)’

main main

where p(w™",w) is a probability to meet word w™" next to every other word
in-phrase w (in window 3), p(w™") and p(w) are probabilities of meeting
words w™" and w. A phrase weight is defined as an average among the
obtained values:
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_ I miw™i )

— (4)

weight(wy, Wy, ..., wy,)

e Word w™" and word w relationship:
rel(w™*™, w) = max{p(w™*" |w), p(w|w™*™)}, ()

ZdeDy, tf 4 (@dw1) ©)
TdeDy,wr tfA@dwn)’
where D,,, — set of all documents that contains w;, tf(d,w;) — the number of
occurrence of the word w; in the document d, w’ belong to words in D,,,,. An
average of obtained values is defined as a weight of a phrase as in (4) but
rel(w™"|w) is used instead mi(w™"™,w).

To evaluate the weight of a word weight(w) in a text d for (1) and (2) or for a
selection of main word in phrase, we use the following six values:

p(wylw,) =

Number of documents where the word w occurs at least once (df).
Within collection word w frequency (tf).

Within document d word w frequency (tf):

Ratio: tf/df

tf-idf [17]:

weight(w) = tf(w) - log % )

where N is the number of documents in the collection.
e The evaluation of word’s w context narrowness (word context).

Concept of narrow context is borrowed from [18]. Words with narrow context are
domain-specific. For example, “motherboard” is the word with narrow context. If a
document contains this word we can conclude with high probability that this
document is about computer hardware. The word “computer” has wide context. If a
document contains such word it is difficult to define the content of this document. It
can be about hardware, art, health, e.t.c. with almost the same probabilities.
Simplifying the method of detection words with narrow context [18], we define for
each word w its context p(Y|w) by using p(y|w) (6), where y belongs to collection’s
vocabulary. Then entropy H is calculated for every obtained context. Based on
assumption that the context of word with narrow context has low entropy, we use
word’s context entropy to evaluate words:

weight(w) = H(Y,w) = =Y, p(y|w)logp(y|w). (8)

The best word’s weight in a phrase for df, tf, tf*, tf/df, tf-idf is the highest weight and
for word context is the lowest weight.

3.2 Data Preprocessing and Candidate Phrase Extraction

Presented paper is focused on the problem of ranking of candidate phrases. Thus,
we used basic algorithm for candidate extraction described as follows. The POS-
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tagged text is fed to the input of the algorithm (we used Stanford POS-tagging tool
[19]). The sequences of nouns and adjectives are extracted from the text. Stop
words, punctuation and other parts of speech, excluding nouns and adjectives, are
used on this stage as delimiters. The size of obtained sequences is limited to 5. All
extracted sequences are considered as candidate phrases.

3.3 Dataset

We have used Inspec dataset collection for our research, because in presented paper
we are focusing on keyphrase extraction from abstracts of scientific articles. Inspec
contains annotations to scientific articles in English (from disciplines “Computers
and Control”, and “Information technology”). Inspec collection contains three sub-
collections: training dataset (1000 documents), evaluation dataset (500 documents)
and testing dataset (500 documents). Each text has a gold standard, which contains
phrases, extracted by an expert. Gold standard includes two types of annotations:
contr set and uncontr set. As in most other papers [9, 12, 14, 20, 21] test dataset and
uncontr gold standard set are used for this paper. A detailed collection description is
presented in [14].

3.4 Evaluation

To measure the quality of extracted keyphrases we use the traditional approach
based on F-score, which is a combination of Precision and Recall [17], and is one of
the most popular quality measures in keyphrase extraction domain:

2 = Precision = Recall

F — =
seore Precision + Recall
|G C |G N
Precizion = geall = I

’ ’

where G is the number of automatically extracted kephrases from all documents and
C is the number of all keyphrases extracted by expert (humber of phrase in the gold
standard). In the case when a number of extracted keyphrases is less than given in
the gold standard Precision is used instead F-score as it depends on the number of
correct phrases among the extracted keyphrases. Otherwise, F-score declines with
decrease of the number of extracted phrases because Recall also declines. When the
number of extracted keyphrases is the same as in the gold standard, F-score and
Precision are identical because G equals C.

3.5 Experiment

On the first stage, candidate phrases were extracted for each text using approach
proposed in section 3.2. For each phrase in a document its weight is calculated.
Weight calculation is done using strategies described in 3.1 as average weight of all
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words in a phrase (1), as a geometric mean of all words in a phrase (2), as an
average weight of relation between main word and other words in a phrase (3-6).
One of six measures presented in 3.1 was used for a word's weight evaluation: tf-idf
(7), df, tf, tf, tf/df, word context (8).

It is important to say that if a phrase contains only one word, then (3) and (6) are not
usable, because they need at least two words to be calculated. For these cases one-
word phrases were excluded. To compare this weight evaluation approach with the
other available approaches, we have conducted experiment, where for each
approach mentioned above one-word phrases were filtered. This experiment has
shown interesting results which are presented further. After weight evaluation,
phrases were ranked according to their weights and k-best were selected as
keyphrases. We have examined a number of cases to determine k:

e k was taken according to the number of phrases mentioned in the gold
standard [12];

e kequalsto 7,

e all candidate phrases are selected as keyphrases (no ranking was
performed).

4. Experimental Results and Discussion

4.1 Experiment Results

Results of keyphrase extraction experiment are presented in Tables 1 and 2, the
weight of a phrase was calculated as an average of word weights, contained in a
phrase (1). To calculate the word’s weight six approaches were tested (3.1) and
appropriate results are presented in columns. The number of phrases to select was
defined as follows: the same number as in the gold standard and 7 (this information
is presented by rows). Table 1 presents results, when no phrase was filtered. Table 2
presents results, when all one-word phrases were filtered. Experiments, which
results are presented in Table 3 and Table 4, differ to the experiments in Tables 1
and 2 only in the change of keyphrase weight function, for these experiments
geometric mean was used (2). Table 5 presents results of experiments, where the
phrase weight was calculated using main word, which was chosen among the words
in the phrase and then pointwise mutual information (3) was calculated for each
pair, where the first word was the main word and second word - every other word in
the phrase. One-word phrases were filtered. The main word was selected as a word
with the best weight in the phrase. To evaluate word weights measures, described in
3.1, were used: tf-idf (7), df, tf, tf°, tf/df, word context (8). In Table 6 results of a
similar experiments are shown for the case, when relationship of each word with the
main word was calculated (5). Table 7 contains results of extracted keyphrases for
the case, when the candidate phrases were not ranked and all of them were selected
as keyphrases. Table 8 contains results for the case when keyphrases were selected
randomly from the set of candidate phrases and the number of extracted keyphrases
was equals the keyphrase number in the gold standard.
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Table 1. Results: keyphrase weight was calculated as an average of weights among
words in phrase weights

The number of extracted Evaluation tf-idf df tf tf tf/df word

kephrases measure context
The same number as in gold F-score 0.31 020 023 029 031 0.28

standard

7 Precision 0.29 0.18 0.20 0.27 0.30 0.25

Table 2. Results: keyphrase weight was calculated as an average of weights among
words in-phrase weights, when one-word phrases were filtered

The number of extracted Evaluation tf-idf df tf tf tf/df word

kephrases measure context
The same number as in gold F-score 0.40 036 037 039 040 0.39

standard

7 Precision 0.39 034 036 039 040 0.40

Table 3. Results: keyphrase weight was calculated as a geometry mean of weights
among words in-phrase weights

The number of extracted Evaluation tf-idf df tf tf tf/df word

kephrases measure context
The same number as in gold F-score 0.31 0.18 019 029 031 0.29

standard

7 Precision 0.28 0.14 0.16 0.26 0.29 0.25

Table 4. Results: keyphrase weight was calculated as a geometry mean of weights
among words in-phrase weights, when one-word phrases were filtered

The number of extracted Evaluation tf-idf df tf tf tf/df word

kephrases measure context
The same number as in gold F-score 0.40 036 037 039 041 0.40

standard

7 Precision 0.40 0.34 0.35 0.39 0.42 0.40
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Table 5. Results: main word was selected, then pointwise mutual information was
calculated between main word and other words in-phrase and average values was
calculated as a score of a phrase

The number of extracted Evaluation tf-idf df tf tf tf/df word

kephrases measure context
The same number as in gold F-score 0.39 039 039 040 040 0.40

standard

7 Precision 0.40 040 040 0.40 0.40 0.40

Table 6. Results: main word was selected, words relationship was calculated
betwee main word and other words in-phrase (5), average values was calculated as a
score of a phrase

The number of extracted Evaluation tf-idf Df tf tf tf/df word

keywords measure context
The same number as in gold F-score 0.40 040 040 040 040 0.40

standard

7 Precision 0.41 041 041 041 041 0.41

Table 7. Results: all candidate phrases were selected as keyphrases

Including/Excluding one-word phrase candidates F-score
Without one-word phrase filtering 0.30
One-word phrase filtering was used 0.40

Table 8. Results: keyphrases were selected randomly

Including/Excluding one-word phrase candidates F-score
Without one-word phrase filtering 0.23
One-word phrase filtering was used 0.38

4.2 Discussion

Results presented in Table 1 and Table 3 show that usage of tf (within collection
term frequency) and df (within collection document frequency) measures to evaluate
words weight decreases the quality of extracted keyphrases even in comparison with
arbitrary selection (Table 8). Other measure's results do not differ much regardless
the way how phrase weight is calculated and these measures we will discuss below.

Experiments show that results in Tables 2, 4, 5, 6 are very similar. Thus we can
conclude that all methods give near the same results in respect to one-word phrases
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filtering, regardless of a way to weight words and regardless of the number of
extracted keyphrases. Slighter better result is achieved when keyphrase weight is
calculated as a geometry mean and tf/df is used.

Another interesting observation is the fact that filtering one-word phrases
significantly increases quality of remained keyphrases and improves results of the
state of the art [9, 12, 14]. It is interesting that if we only filter out all the one-word
keyphrases without performing resulting ranking at all, we will get F-score=0.40,
the same result as with ranking. So it seems that ranking doesn’t improve quality of
keyphrases.

In fact experiments show that filtering of one-word keyphrases makes significantly
greater impact than phrase weighting, based on statistics mentioned above. We have
made an assumption as well, that all ranking approaches, mentioned above,
essentially select keyphrases randomly and thus the results of different approaches
are very close. To prove it an additional experiment was conducted, which goal was
to show that the ratio between correct and incorrect keyphrases before and after
ranking remains almost the same.

5. Additional Experiment

5.1 Experiment Description

The goal of proposed additional experiment is to show that all phrase-ranking ap-
proaches, used to select keyphrases in this paper, essentially select keyphrases ran-
domly. Input data to the experiment is a set of pre-ranked phrase candidates. For
this set for each phrase-length a number of phrases is set, and also known the
number of correct and incorrect phrases. The ranking algorithm forms the output
data, which is a set of selected keyphrases with the information about the number of
selected phrases for each phrase length, including information about correctness of
such se-lection. Number of selected keyphrases is the same as in the gold standard.
The goal is to evaluate the ratio between all phrases and correct phrases before and
after keyphrase selection step.

5.2 Experiment Results and Discussion

Because experiments in section 4 give almost the same results for a number of
measures, here we are using only one of them — tf (within document frequency)
measure. Experimental results are described in Table 9. In first column phrase
length is presented and also the information about one-word phrases inclusion
during experiment: are they filtered or not. In other columns additional information
is presented: number of candidate phrases, how many of them are correct, ratio
between the number of candidates and the number of correct among them and the
same information for the case when ranking is performed.
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Table 9. Results of additional experiment

INSPEC  The The Ratio The The number Ratio between
Phrase's number of number of between the  number of of correctly the number of
length extracted correctly number of extracted extracted keyphrases to
candidate extracted candidates keyphrases  keyphrases the number of
phrases candidate to the after after ranking correct among
phrases number of ranking them (after
correct ranking)
among
them
With filtering one-word phrases
2 4349 1552 2.80 2873 1233 2.33
3 1577 625 2.53 1195 513 2.33
4 370 128 2.89 299 109 2.74
5 130 34 3.82 116 31 3.74

Without filtering one-word phrases

1 3056 392 7.80 1450 244 5.90
2 4349 1552 2.80 1698 798 213
3 1577 625 2.53 780 351 222
4 370 128 2.89 203 84 242
5 130 34 3.82 81 24 3.38

For keyphrases of 2-4 words length ratio between the number of phrases to the
number of correct keyphrases lies inside range 2-3 (before and after ranking) and for
one-word phrases this ratio is close to 8 on input data and is close to 6 on output
data. It means that the set of one-word keyphrases contains much more incorrect
keyphrases than correct ones. Notice that the number of one-word phrases in input
data is the third part of all phrases. Thus it becomes obvious why filtering one-word
phrases yields much better results. When we filter one-word phrases and arbitrary
select the number of keyphrases as in the gold standard the F-score = 0.38 which is
better than state of the art results for Inspec, which use complex ranking techniques
[9]1[12][14]. Analysis of experimental results in Table 9 shows that the ratio between
all keyhrases and correct keyphrases after ranking slightly improves the result
before ranking. Taking this fact and results from Section 4 (in which it was shown,
that using one-word phrase filtering, results of all methods are nearly the same) into
account we can conclude that the results of all methods, which were investigated in
this paper (excluding tf and df) are quite close to results of random pick of phrases
from initial set. This result also shows that methods that weight phrases using
information about phrase length should work good on Inspec dataset (longer phrases

132



Tpynst UCIT PAH, Tom 26, Bbim. 4, 2014 1.

usually evaluate with more weight than short phrases and so one-word phrases
become filtered). Remind that one-word phrase consists of alone noun/adjective and
separated from other nouns and adjectives by punctuation, stop-words and other
words excluding nouns and adjectives.

6. Conclusion

The results of presented research show that investigated approaches to phrase
weighting (excluding tf and df) show almost equal results and only slightly increase
random phrase selection from phrase candidates. They differ mostly in the way how
they rank one-word phrases. If one-word phrases are excluded, all methods would
give rather similar results. Exclusion of one-word candidate phrases increases
extraction quality, because in one-word phrases ratio between correct keyphrases
and all phrases is significantly bigger comparing to the phrases of other lengths.
Experiments were based on Inspec dataset, which is popular for the task of
keyphrase extraction from scientific abstracts. Experiments prove that for this
collection good results will be given by algorithms which filter one-word phrases,
even if other phrases are ranked randomly. This result should be considered when
working with Inspec collection and further evaluating approaches, investigated in
this paper.
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TEKCTOB, TAKUX KaK aHHOTallMM K Hay4yHbIM nyOuukauusM. IIpoGiiemMa U3BICUCHUS
KIIIOUEBBIX (pa3 HMMEET BBICOKYIO TPAKTHYECKYI0 IIGHHOCTH, (pa3bl MOTYT OBITH
UCIIOJNB30BaHBl B 3ajadyaX WHACKCHPOBAaHMS [aHHBIX MOWCKOBBIMM CHCTEMaMH, JUIs
KJIacTepU3aluK/KIacCH(UKAIMN JaHHBIX, JUI1 TONOJHEHHUS OHTOJOTWI M W3BICYCHHUS
MeranHpopmary. PaboTa ocHOBaHa Ha MOIXOJE B paMKax KOTOPOTO ISl M3BJICYEHHUS
KJIIOYEBBIX (pa3 crepBa U3 TEKCTa W3BJIEKAIOTCS (pa3bl-NPETEHACHTH, KOTOPHIE 3aTeM
pamKHMPYIOTCS W (pasbl C JIy4IIMM paHrOM OTOHMparoTcs Kak KioueBble. Mccnmemyrores
CrocoObl paHKUPOBaHUS (Pa3-MPETEHACHTOB HA OCHOBE CTATHCTHYECKHX XapaKTEPHCTHK
CIIOB, BXOIAIIMX BO (hpasbl-npereHsieHThl. OmpeneneHbl CTaTHCTHYECKUE XapaKTePUCTHKU
CIIOB, KOTOpbIE IUIOXO MOAXOMAT AJIS PAaHKMPOBaHUS (pa3-TIPETEHEHTOB, IOKA3aHO YTO
OospIlasi  YacTh PACCMOTPEHHBIX CIIOCOOOB  PAaH)KMPOBAHUS — (pa3-MPETEHICHTOB B
JEUCTBUTENFHOCTH PabOTAIOT aHAIOTWYHO PAHIOMHOMY PaH)XUPOBAaHHMIO M OTJIMYAIOTCS
TOJIBKO CIIOCOO0aMM paH)XKMPOBAHMS OJHOCIOBHBIX (pa3. IIpemnoxkeH moaxon, OCHOBaHHBIN
Ha yJajJeHHe OJHOCIOBHBIX ()pa3, MO3BOISIIOIINKA 3HAYUTEIBHO IIOBBICUTH KadyecTBO
0TOMpaeMBIX KIIIOYEBBIX (pa3.

KnwoueBble cjioBa: W3BICUCHHE KIIOYEBBIX (pa3; paHmKHPOBAHHE KIIOUYEBBIX (pas;
CTaTUCTUYECKUE XapaKTEpPUCTUKH B 3aqaue HW3BJICUCHHUS KIIOUEBBIX ()pa3; M3BICUCHUE
nHbopManuy; 00paboTKa aHHOTAMH K HAYYHBIM ITyOJIUKAIIUSIM.
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