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Tolerant parsing using modified LR(1) and LL(1)
algorithms with embedded “Any” symbol

A.V. Goloveshkin, ORCID: 0000-0001-6947-0594 <alexeyvale@gmail.com>
Vorovich Institute for Mathematics, Mechanics and Computer Science,
Southern Federal University,
8a, Milchakova st., Rostov-on-Don, 344090, Russia

Abstract. Tolerant parsing is a form of syntax analysis aimed at capturing the structure of certain points of
interest presented in a source code. While these points should be well-described in a tolerant grammar of the
language, other parts of the program are allowed to be described coarse-grained, thereby parser remains
tolerant to the possible variations of the irrelevant area. Island grammars are one of the basic tolerant parsing
techniques. “Islands™ term is used as the relevant code alias, the irrelevant code is called “water”. Efforts
required to write water rules are supposed to be as small as possible. Previously, we extended island
grammars theory and introduced a novel formal concept of a simplified grammar based on the idea of
eliminating water description by replacing it with a special “Any” symbol. To work with this concept, a
standard LL(1) parsing algorithm was modified and LanD parser generator was developed. In the paper,
“Any”-based modification is described for LR(1) parsing algorithm. In comparison with LL(1) tolerant
grammars, LR(1) tolerant grammars are easier to develop and explore due to solid island rules.
Supplementary “Any” processing techniques are introduced to make this symbol easier to use while staying
in the boundaries of the given simplified grammar definition. Specific error recovery algorithms are presented
both for LL and LR tolerant parsing. They allow one to further minimize the number and complexity of water
rules and make tolerant grammars extendible. In the experiments section, results of a large-scale LL and LR
tolerant parsers testing on the basis of 9 open-source project repositories are presented.

Keywords: tolerant parsing; robust parsing; lightweight parsing; partial parsing; island grammars; simplified
grammar; LanD parser generator

For citation: Goloveshkin A.V. Tolerant parsing using modified LR(1) and LL(1) algorithms with embedded
“Any” symbol. Trudy ISP RAN/Proc. ISP RAS, vol. 31, issue 3, 2019. pp. 7-28. DOI: 10.15514/ISPRAS-
2019-31(3)-1

TonepaHTHbIN CUHTAKCUYECKUWN aHanu3 ¢ UCNOJIb30BaHUEM
MmoaucuumpoBaHHbIx anroputmoB LL(1) u LR(1) co BcTpoeHHOM
obpaboTkon cumBona «Any»

A.B. I'onosewxun, ORCID: 0000-0001-6947-0594 <alexeyvale@gmail.com>
Huemumym mamemamuxu, MEXanuku u KOMnbiomepuvix nayk um. 1.U. Boposuua,
FOoicnvlil ghedepanvhblii ynusepcumem
344090, Poccus, e. Pocmos-na-Iony, yr. Munvuaxosa, 0. 8a

AnHoTanus. TolepaHTHBI CHHTaKCHUYECKUH aHAM3 HCIONB3yeTcss AT pa3bopa CTPYKTypsl obmactei
TIPOTPaMMBI, MPEACTABISIONINX HHTEPEC B KOHTEKCTE ONpeNeNnéHHON 3aqaun. B To Bpems kak 3T o0iacTH
JOJDKHBI OBITH TOJAPOOHO OMHCAHBI B TOJICPAHTHOW TIpaMMaTHKe S3bIKa, OINMCAHHE OCTaJbHBIX YacTed
TPOrpaMMBl MOXET OBITh MeHee MAETalIbHBIM, B pe3yibTaTe Iapcep TOJICPAHTEH II0 OTHONIEHHWIO K
BO3MOXHBIM BapualysaM HEPEICBAHTHBIX OGJ’[aCTeﬁ. OCTpOBHbIe rpaMMaTuKi — OJUH H3 OCHOBHBIX
Croco00B peann3anuy TOJEPAHTHOTO MapcuHra. TepMHUHOM «OCTPOB» 0003HAYAIOTCS PeJIeBAaHTHBIC 001acTH
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Goloveshkin A.V. Tolerant parsing using modified LR(1) and LL(1) algorithms with embedded “Any” symbol. Trudy ISP RAN/Proc. ISP
RAS, vol. 31, issue 3, 2019. pp. 7-28

KOJIa, HEPEJIEBAHTHBIH KO 0003HA4YaeTCs TEPMHHOM «BOJa». IIpenmnonaraercs, 4To Ha HaNMCaHHE BOJIHBIX
[PaBUJ TPAMMATHKH JOJDKHO TPAaTUThCS KaK MOXKHO MEHbIIE ycHinid. PaHee aBTopom Hactosiieid paGoThl
ObUta BBefeHAa (OpMaibHAsE KOHLENIMS YINPOUNIEHHOW I'PaMMAaTHKH, PACIIUPSIONas TEOPHIO OCTPOBHBIX
rpaMMatHK. JlaHHas KOHIENMIMS OCHOBaHA Ha WJee YCTpaHEHHs OIMCAaHWH BOABI B IpaMMaTHKE ITyTEM
3aMEHBl WX Ha CHENUANbHBIA cuUMBON «Any». s paboTel ¢ yHNpOHmIEHHBIMH T'paMMaTHKaMH OBLI
MoauduuupoBad craHnaptHelii LL(1) anropuTM CHHTaKCHYECKOro aHaiu3a W pa3paboTaH TIeHeparop
ToJlepaHTHBIX HapcepoB LanD. B Hacrosmeil cratbe Momudukanus, BCTpauBaromas o0paboTky «Anyy,
omuckiBaercst s LR(1) amroputMa cHHTakcHueckoro amanmsa. B cpaBHenun ¢ TonepantHbiMu LL(1)
rpamMarikamu, TonepantHele LR(1) rpammarvku sBisitorcs Goiiee MPOCTBIME IS PaspabOTKH |
UCCIICJOBAaHUS BBHIY TOTO, YTO B HHUX KaXIblH OCTPOB MOXXET OBITb OIMCAH OJHMM HENPEPHIBHBIM
npaBwiIoM. [IpeioxKeHs! JONOTHUTENbHBIE MEXaHW3MbI 00pa0OTKM CHMBOJNA «ANY», MPHUBOIAIINE PSZ
HHTYUTHBHO KOPPEKTHBIX CIIEHAPHEB €ro HCIOJIB30BAHMS B COOTBETCTBHE C (DOPMAIBHEIM OIpe/elIeHHeM
ynpoménHoit rpammatukd. Jmt LL m LR TomepaHTHOro CHHTaKCHYeCKOTo aHalM3a OIHCAHBI
crenuUUecKie MEXaHU3MBl BOCCTAHOBICHHUS OT OINMOOK, IO3BOJITIONIME emé OoJblle COKpaTUTh
KOJIMYECTBO BOJHBIX MPABUII, TOHU3UTh HX CIOXHOCTb M CAENIATh TOJICPAHTHYIO IPAMMATHKY PacIIUPSIEMOH.
B pasnene 3KCHEpUMEHTOB NPECTABICHBI PE3YJbTAaThl KPYITHOMACIITAOHOTO TECTHPOBAHUS TOJICPAHTHBIX
LL u LR mapcepoB Ha 9 peno3uTOpUAX KPYIMHBIX MPOESKTOB C OTKPBITHIM HCXOAHBIM KOJIOM.

KuoueBble cJ10Ba: TOJNEpPAHTHBIM MAPCUHI, YCTOWYMBBIN MApCHUHT; JIETKOBECHBIN MApCHUHI; YaCTUYHBIN
MIApCHHI; OCTPOBHAs I'paMMaTHKa; YINPOIUEHHAs IpaMMaTuKa, IeHepaTop CHHTAKCUYECKHX AaHaJIW3aTOpOB
LanD

Jasa wurupoBanusi: lonoBemkuH A.B. TonepaHTHBIM CHHTaKCHUECKMH aHaIU3 C HCIOJIb30BaHHEM
MoaudunupoBanHbix anroputmoB LL(1) u LR(1) co BcTpoeHHoit 06padoTkoii cumBona «Any». Tpyast MCIT
PAH, Tom 31, Bbim. 3, 2019 r., c1p. 7-28 (Ha anrmuiickoM si3eike). DOI: 10.15514/ISPRAS-2019-31(3)-1

1. Introduction

Tolerant parsing is a syntax analysis technique differing from the detailed whole-language (so-
called baseline) parsing. The latter is performed by a full-featured compiler of a certain
programming language to ensure the program satisfies the grammar and to prepare an internal
program representation for some further steps. Tolerant parsing performs deep structural analysis
only on certain parts of the program, passing other parts with minimal effort. It is achieved by
generating the corresponding parser from a tolerant grammar, where these parts of interest are
described in details and some minimal description of the irrelevant area is provided. From
developer's perspective, tolerant parsing allows her to focus on the structure of the points valuable
in the context of a current task, without worrying about irrelevant code variations. Among tolerant
parsing use cases, the following ones are the most frequently mentioned:

e Baseline grammar inaccessibility: Full version of the language grammar can be inaccessible
due to proprietary issues or manual baseline parser writing [1]. Besides, physical accessibility
does not assume accessibility in terms of grammar comprehension. Baseline grammar usage
requires intensive exploration to detect rules describing constructs of interest. Tolerant
grammar structure and mapping between its entities and language constructs are transparent
to the developer, as she writes it according to her own knowledge of the task and the
language.

e Language embedding: Some program artifacts assume the usage of multiple languages in
one source file. In this case, a parser for the relevant language must be tolerant to all the
snippets written in other languages [2].

e Domain-specific idioms: In a certain project, some local domain-specific patterns can be
applied [1, 3]. They represent a high-level abstraction layer which is not presented in the
language syntax and obviously is out of scope of the whole-language parser. Nevertheless,
tolerant parsers can be strictly focused on these patterns, ignoring the underlying structure.

According to the island grammars tolerant parsing paradigm [1, 3], parts of the program that are

well-described in the grammar are called islands, others are called water. Detailed grammar rules

8
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describing islands are named patterns, water is presented with as few liberal productions as
possible. However, sometimes it is required to describe some water parts in a fine-grained island-
like style to avoid confusion with proper islands. Water parts mistaken for islands are called false
positives, well-structured water productions are called antipatterns. Island grammar development
is always a finite iterative process consisting of in-the-wild parser testing and subsequent patterns
and antipatterns refinement. Besides, some situations, when program entity can be treated as an
island and as a water at the same time, are typically solved with generalized parsing algorithms [4, 5].
The author of the current paper is interested in tolerant parsing because of the long-term goal to
develop a multi-language tool for concern-based markup of software projects. Talking about a
program as a set of functionalities, so-called concerns, we may notice that many of them are
implemented with pieces of code which are spread across solid program elements, such as classes
or methods [6, 7]. These concerns are called vertical layers [8] or crosscutting concerns [9]. To
work with this kind of concerns, it is vital to create and manipulate some meta-information about
their location, this information should be sustainable with respect to code changes, so it cannot rely
on text line and text column numbers. Abstract syntax tree is considered to be a more appropriate
structure for meta-information binding, so, there must be a set of parsers for different languages,
these parsers must build abstract syntax trees in one unified format. These trees should capture
only the structure of program entities we plan to bind to, therefore, tolerant parsing is an option. It
also should be easy to support new languages by developing additional grammars and generating
tolerant parsers. Previously, to meet the requirements for parsers and trees, we developed a tolerant
parser generator called LanD. It uses a modified LL(1) parsing algorithm which is theoretically
and experimentally proved to be correct [10].

The contributions of this paper are: 1) a modified LR(1) parsing algorithm with incorporated
notion of a special Any token allowing parser to match implicitly defined token sequences; 2)
supplementary any processing techniques for modified LL(1) and LR(1) parsing algorithms,
filling the gap between the simplified grammar formal definition and real tolerant parsing use
cases; 3) specific any-based LL and LR error recovery mechanisms aimed at elimination of water
rules and correct handling of possible ambiguities without parsing algorithm generalization;
complexity analysis is also carried out; 4) lightweight LL(1) and LR(1) grammars for a broad
range of languages, namely, for C#, Java, PascalABC.NET programming languages, Yacc and Lex
specification formats, XML and Markdown markup languages; 5) an experimental evidence of the
applicability of the generated tolerant parsers for large-scale software projects analysis.

The remainder of the paper is organized as follows. In Section 2, main goals of the current
research are listed. A brief overview of the previous author's research, along with closest
analogues analysis, is provided in Section 3. In Section 4, a modification of the standard LR(1)
parsing algorithm aimed at any symbol processing is introduced, any implementation
improvements and issues addressed are discussed, novel any-based error recovery algorithms are
described. Section 5 includes a sufficient volume of experimental data obtained by applying
generated tolerant parsers for C# and Java languages to a number of real-world software
repositories. In Section 6, a brief summary of the contribution of the paper is provided along with
future work outlining.

2. Problem statement

The first assumption of the current research is that the concept of any, previously successfully
embedded into a top-down parsing, can be embedded in a bottom-up parsing too, making tolerant
grammars more expressive and easy-to-write. The second assumption is that ambiguities
originated in islands and water similarity can be resolved not only by adding special antipatterns or
by generalized algorithms usage, but also by a special recovery mechanism embedded in a
deterministic parsing.

The key goals of the current research are:
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1) to design an LR(1) parsing algorithm with built-in notion of a special any grammar symbol
that provides skipping the token sequences that are not explicitly described in the grammar;

2) to introduce into the LanD parser generator additional capabilities for correct any processing
in case any usage does not fully satisfy simplified grammar formalization;

3) to design specific error recovery mechanisms for LL(1) and LR(1) tolerant parsing, aimed at
handling ambiguities originating in water and island similarity;

4) to implement tolerant island grammars for a broad range of languages;

5) to evaluate parser’s applicability through the analysis of large-scale software projects written
in C# and Java languages.

3. Related work

3.1 «<Any» implementation

The concept of any symbol is implemented in several parser generators. Historically, the first tool
with embedded capability to match tokens from sets which are not directly specified in a grammar
is the Coco/R recursive-descent parsers generator. According to the documentation [11, p. 14],
developer can use a special symbol any, which denotes any token that is not an alternative to that
aNY symbol in the current production. A set of admissible tokens for the position of a particular
ANY is precomputed to make the situation when parser has to make a choice between any and
some explicitly specified token unambiguously solvable in favor of the explicit option. As shown
in [10], these precomputed sets are both incomplete due to the lack of nonterminal outer context
analysis and excessively restrictive due to a single restriction applied to all the elements of the
sequence corresponding to the iteration of any. As a result, there are grammars for which parsers
generated by Coco/R do not parse programs valid from the developer’s point of view. For
example, a parser generated by the grammar

A =abc | {ANY} d.

is not capable to recognize the input string bad$ ($ denotes the end of the input, {ANY} denotes
Zero or more ANY tokens).

Similar any implementation is built into a tool for lightweight LALR(1) parser development,
called LightParse [12]. LightParse grammar is not directly used to generate a parser. Instead, it is
transformed to the YACC-like format supported by the standard LALR(1) parser generator GPPG.
In the transformed grammar, every entry of any symbol is presented as a separate rule with single-
element alternatives, by an alternative for each of the admissible terminal symbols. To ensure
these rules are valid in terms of GPPG, LightParse imposes additional restrictions on any usage. It
only deepens drawbacks inherited from Coco/R.

The most recent any token implementation is introduced by the author of the current paper for
LanD parser generator [10] aimed at LL(1) tolerant parsers generation by island grammars. In
terms of the island grammars paradigm, any symbol allows one not to specify the particular
content of the water area, writing any instead. Unlike any symbol in Coco/R, our any corresponds
to a sequence of zero or more tokens, not a single token. In its implementation, all the known
shortcomings are eliminated. The decision about the current token’s admissibility at any position
is made dynamically at the parsing stage and restricts the set of admissible tokens no more than
necessary to avoid ambiguities. LanD’s any implementation does not assume the grammar
translation to the form suitable for the standard parsing algorithm. Instead, the standard LL(1)
algorithm is modified to integrate the notion of any and make it possible to define admissible
tokens by the content of a parsing stack.

In the current paper, LanD parser generator is extended with the capability to generate LR(1)
parsers with embedded any support.

10
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3.2 Formal definition of a simplified grammar

In [10], through the any token, we formulate a formal concept of the simplified grammar. We
denote by lhs(p) and rhs(p), respectively, the left and the right part of the production p. Notation
x €Erhs(p) for x e NUT means that rhs(p) = a,xa,, where a; e (NUT)*,a, € (NUT)".

SYMBOLS(y) is used for the set of terminal symbols needed to compose all the w:y = w,y €
(NUT) 0w eT"
Definition 1. Let G = (N, T, P,S) be a context-free grammar, Any & T. The grammar simplified
with respect to G is a grammar G, = (N, Ty, P,, S) defined as follows:
1) S, =S5,
2) P, ={p€ f(P)|lhs(p) =S, VvIp' € P:lhs(p) € rhs(p")}, where f:P > {p=A4A- a|
A€ N,a € (NUT U {Any})*} is the mapping that satisfies the following criteria:
a) 3P P:P'={p€ePI|f(p)+#p} P +0,
b) vp € P\P', f(p) =p,
C) Vp € P, 3n € N: p isrepresentable in the form A — a v, 8122V282 - An¥n By and
f(p) is representable in the form A — a;AnyB,a,Anyp, ...a,AnyB,, where
Vi€ [1..n], a;y;B; € (NUT), and
Vi € [1..n], Va €
FOLLOW(4), SYMBOLS(y;) N FIRST(B;@;41Vi+1Bi+1 - @n¥YuPra) = ©;
3) Ny={A€eN|3peP:lhs(p) =A};
4) T, ={a €T |3p € P:acerhs(p)}U {Any}.
Intuitively, P, contains productions for the start symbol of G; and productions for all the
nonterminals which are reachable from the start symbol. The definition of the mapping f means
that some of the strings generated by G contain substrings which can be replaced with any, then
we obtain strings generated by G,. Symbol any can be written instead of the parts denoted by y; in
production’s right-hand side, in case these parts satisfy the criterion 2c of the definition 1.
Verification of this criterion is possible only when solving a direct problem: when the grammar G,
is created on the basis of some available G. In theory, G can correspond to the baseline language
grammar, as well as be a more tolerant version of the baseline grammar, containing all the anti-
patterns described explicitly. In practice, it is usually not available or does not exist, so direct
problem is rarely considered. Writing an island grammar for a certain programming language is
equivalent to solving an inverse problem. Developer writes an initial approximation in the form of
a simplified grammar in which any usage allows one to minimize the efforts to describe a possible
water content. Then she performs an iterative refinement in accordance with parsing results,
making the grammar more and more corresponding to the language generated by some baseline.
Compliance with the criterion 2c is crucial for correct any processing. At the same time, it is hard
to maintain while solving an inverse problem. In this paper, additional any processing
mechanisms are offered. They allow grammar developers to weaken the control over the
consistency with the formalization.

3.3 LL(1) parsing algorithm modification

In fig. 1, modified algorithms from [10] are rewritten in the form more suitable for further
discussion. The delta between the standard algorithms and the modified ones is highlighted with
grey. As shown in fig. 1a, when no action can be performed with a current token, parser tries to
interpret this token as the beginning of a sequence corresponding to any. FIRST’ set, a modified
version of a standard FIRsT, is computed for the parsing stack content to get all the tokens that are
explicitly allowed in the current place. This non-static approach is inspired in some sense by full-
LL(1) parsing [13, pp. 247-251]. Set construction routine is shown in fig. 1c. A modification is
needed to handle the consecutive Any problem defined in [10], this problem is explained in detail

11
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in Section 4.2.1 along with a more general solution. M denotes a parsing table, stack denotes a
symbol stack which stores not just the symbols that are expected to be matched, but nodes of the
syntax tree being constructed.

There are grounds for an analogy between the LL(1) parsing modification given and well-known
error recovery algorithms: any symbol looks similar to the error token denoting place in the
grammar where recovered parsing can be resumed, FIRST’ set seems like the set of
synchronization tokens. Moreover, speaking in terms of the formal definition, a tolerant parser is
built by a simplified grammar G, and a program from L(G) is actually needed to be parsed. In
terms of G, this program is erroneous.

However, here also lies a fundamental difference between any processing and error recovery.
Recovery is performed for a program which is incorrect regarding to a baseline grammar G. While
success is not guaranteed, the main goal is to resume parsing at any cost, including the loss of
some significant results of the previous analysis and skipping a significant part of the input stream,
possibly containing some points of interest. The goal of any processing is to translate a
presumably valid L(G) program into the language L(G) by replacing some token sequences with
Any. The premise that the program under consideration is correct with respect to G, in conjunction
with the observance of the criterion 2c, makes input tokens skipping totally predictable. One can
be sure that the parts of the input stream replaced with any belongs to the water and can be
discarded without loss of the land. Furthermore, predictable and correct replacement with aAny is
possible for a program that is incorrect with respect to G, in case incorrectness is located in a water
area.

4. Algorithms and modifications

4.1 LR(1) parsing

Though the modified LL(1) parsing algorithm described in Section 3.3 is enough to create reliable
tolerant parsers, describing a real programming language with LL(1) grammar is a challenge even
when this grammar is supposed to be lightweight and tolerant. Constructs of interest, such as class
members, usually have a common beginning up to a certain point, so they cannot be presented as
solid alternatives for a single nonterminal symbol in LL(1). Instead, we have to write rule
sequences in the style of taking the common factor out of the brackets and making a separate rule
for a tail:

entity = attribute* keyword* (class_tail | member tail)

member tail = type name (method tail | property tail)

method tail = arguments Any (init? ’;’ | block)

As a result, the grammar structure is not transparent enough for a newcomer because the
connection between existing island rules written in such a distributed manner and particular
language constructs is non-obvious.

This LL(1) limitation can be overcome through switching to a more complex LR(1) parsing. A
modification of the standard LR(1) algorithm is shown in fig. 2a, modified areas are highlighted
with gray. Like in a standard case, two stacks exist to keep parser state. symbolsStack keepsthe
current viable prefix [14, p. 256]. In fact, similar to LL(1) stack, in our implementation, it keeps
not just symbols but nodes for a tree to be build. statesstack keeps the indices of the states
parser passed through to obtain the current viable prefix. An element acTIONS[s, t] of the
ACTIONS table keeps the knowledge of what action should be performed by the parser if token t is
met while s is the parser’s current state. There are two basic types of action in LR algorithm:
Sshift and Reduce, they are shown in fig. 2c. coTo[s, x] contains the index of a state to which
parser must go from s state after reducing some part of a viable prefix to x.

12
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Stack := [];
Stack.Push (new Node ($)
Stack.Push (new Node (S)

)i
):

;

X =
t :=
while

if

Stack.Peek() .Symbol;
Lexer.NextToken () ;
(X #%) do
(t = ERROR_TOKEN)
return false;
end if;
if (X =t) then
if (t = Any) then
t := SkipAny (true);
else
Stack.Pop();
t := Lexer.NextToken();
end if;
elif (M[¥,t] # null)
if (t = Any) then
if (Any € FIRST' (Stack))
t := SkipAny(true);
else
t := Error(null);
end if;
else
Apply (M[X, t])
end if;
elif (t = Any) then
t := Error(null);
else
t :=
end if;
¥ 1= Stack.Peek().Symbol;
end while;

then

then

then

Any;

if (t =%) then
Accept ();
return true;
else

return false;

end if;

(a)

Apply (X = ¥1Y5..¥k) 2
parent := Stack.Pop();
for (i from k to 1) de
child := new Node(Y3);
Stack.Push (child);

end for;

parent.Children.AddFirst (child);

SkipAny (recoveryIsEnabled) :
t := Lexer.CurrentToken():
idx := Lexer.CurrentTokenIndex();
while (Stack.Peek().Symbol € Ng) do
Apply (M[Stack.Peek() .Symbol, t]):
end while;

Stack.Pop () ;

stopTokens := FIRST' (Stack);

while (t ¢ stopTokens and t # §)
t := Lexer.NextToken():

end while;

do

if (t ¢ stopTokens) then
if (recoverylsEnabled) then
Lexer.MoveTo (idx) ;
return Error (stopTokens) ;
else
return ERROR_TOKEN;
end if;
end if;

return Lexer.CurrentToken() ;

(b)

FIRST' (o = ¥1¥p..¥yx)

first := @;
for (i from 1 to k)
if (Y{ €Ts) then
first U= {Y4};
if (Y; # Any)
else
first U= MemorizedFirst'[Y;]l\{e};
if (& ¢ MemorizedFirst'[Y;]) then break;
end if;
end for;
if (Vi€ [1.k]:
first U= (eg};
end if;
return first;

do

then break; end if;

end if;

£ € MemorizedFirst'[¥j] or Y; = Any) then

()

BuildFirst'():
foreach (A €EN) do
MemorizedFirst'[A] := @
end foreach;
changed := true;
while (changed) do
changed := false;
foreach (A—- o €P) do
MemorizedFirst'[A] U= FIRST' (a);
if (MemorizedFirst'[A] is changed)
changed := true;
end if;
end foreach;
end while;

then

(d)

Fig. 1. Modified LL algorithms: (a) LL(1) parsing algorithm, (b) “Any” processing algorithm, (c) FIRST set
construction, (d) Auxiliary algorithms: alternative applying and FIRST set memoization
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SymbolsStack := []} SkipAny (recoveryIsEnabled) :
StatesStack := []; s := StatesStack.Peek();
StatesStack.Push(0}; t := Lexer.CurrentToken();
idx := Lexer.CurrentTokenIndex ()
t := Lexer.NextToken(); while (ACTION[s, Any] is ReduceAction a) do
while (true) do s := Reduce(a.ReductionAlternative);
if (t = ERROR_TOKEN) then end while;
return false;
end if; s := Shift (Any, ACTION[s, Any].NextStateldx);
s := StatesStack.Peek();
if (ACTION[s, t] # null) then stopTokens := {t' €T | ACTION[s, t'] #null };
if (t = Any) then while (t € stopTokens and t # %) do
t := SkipAny(true); t := Lexer.NextToken();
elif (ACTION[s, t] is ShiftAction a) then end while;
Shift(t, a.NextStateldx);
t := Lexer.NextToken(); if (t ¢ stopTokens) then
elif (ACTION[s, t] is ReducelAction a) then if (recoveryIsEnabled) then
Reduce (a.ReductionAlternative); Lexer.MoveTo (idx) ;
elif (ACTION[s, t] is AcceptAction) then return Error (stopTokens);
Accept (); else
return true; return ERROR TOKEN;
end if; end if;
elif (t = Any) then end if;
t = Any;
else return Lexer.CurrentToken();
t := Error(null);
end if;
end while; (b)
(a) Reduce (alt = X — ¥1Yz.Yy) :
parent := new Node (X);
for (idx from k to 1) do
Shift (token, stateldx): StatesStack.Pop();
StatesStack.Push (stateldx); child := SymbolsStack.Pop();
SymbolsStack.Push (new Node (token)); parent.Children.AddFirst (child);
return StatesStack.Peek(); end for;
s 1= StatesStack.Peek();

StatesStack.Push (GOTO[s, X))
SymbolsStack.Push (parent);
return StatesStack.Peek|();

(c)

Fig. 2. Modified LR algorithms: (a) Modified LR(1) parsing algorithm, (b) “Any” processing algorithm, (c)
Shift and reduce algorithms.

The essence of the parsing algorithm modification is similar to LL(1) case: tolerant parser is
responsible not only for checking if the program can be derived from the start symbol, but also for
translating it from a baseline language into a simplified one. In case an action for some actual
combination of parser state and input token is undefined, parser tries to interpret the current token
as the beginning of the subsequence of the program from L(G) that corresponds to any in the
corresponding program from L(G,). In case there is an action available for any, parser calls
Skipany routine (fig. 2b), where firstly all the possible rReduce actions are performed and
secondly any token is shifted. Note that we consider acTIoNs table to be cleared from
Shift/Reduce conflicts in favor of shift action. Also, there is no additional checking if shift
action exists, because this existence follows from the standard acTrons and GoTo construction
algorithm. Having moved any to a viable prefix, parser looks for the first token which is explicitly
expected in L(G,) program and then continues parsing in the usual way.

In fig. 3, there is an LR(1) tolerant grammar for Java programming language written in the format
supported by LanD parser generator. As it can be seen, island entities, such as enumerables,
classes, methods, and fields, are clearly presented as solid rules. In comparison with a baseline
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Java grammar, it is significantly shorter: the baseline grammar implementation for ANTLR parser
generator® consists of 211 lines of lexer specification and 615 lines of parser description.

COMMENT : '//' ~[\n\rl* | '/*' .*2 '*/"

STRING . T (l\\ll!ll\\\\!l-)*? T

CHAR = "\'' ("\\\''ITANANT )R

MODIFIER : 'transient'|'strictfp'|'native'|'public'| ' 'private'

| "protected' | 'static'|'final'|'synchronized'| "abstract'
| "volatile'| 'default’

ID : [ Sa-zA-Z][ $0-9%9a-zA-Z]*
CURVE BRACKETED : %left '{' %right '}'
ROUND BRACKETED : %left ' (' %right ')’
SQUARE BRACKETED : %left '[' %right ']'
file content = entity*
entity = enum | class_interface | method
| field declaration | water entity
enum = common beginning 'enum' name Any block ';'?
class_interface = common beginning ('class'|'interface')
name Any '{' entity* "}' ';'?
method = common beginning type name arguments Any (';' | block)
field declaration = common beginning type field (',' field)* ';'
field = name ('['']'")* init value?
water entity = AnyInclude('@interface’', 'import', 'package')
(block | ';")+
common beginning = (annotation|MODIFIER)*
init_value = '=' init_part+
init part = Any | type parameter
name = name_ type
type = name_type
name_ type atom = type parameter? ID type parameter?
name type = name type atom ((('."|['::') name type atom) | '['']")*
type parameter = '<' (AnyAvoid(';') | type parameter)* '>'
arguments = '(' Any ")’
annotation = '@' name arguments?
block = '{'" Any "}'

Fig. 3. Java LR(1) tolerant grammar
4.2 “Any” processing improvements

4.2.1 Consecutive “Any” problem

In fig. 1c, FIrST’ algorithm, which is the modified version of the standard FIrRST, is presented. It
is intended to solve the problem of consecutive any described in [10]. The problem manifests
itself when two or more any tokens directly follow each other at the beginning of the sentence

! https://github.com/antlr/grammars-v4/tree/master/java
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which can be derived from the stack. In this case, the subsequent any hides some stop tokens from
the previous one. Consider the following grammar G:

A= (alb)+ B C; B=d | ; C= (e|lf)? c

It can be simplified to the following G.:

A =Any BC; B=d | ; C=Any c

The string abc$ € L(G) is supposed to be successfully matched by the parser built for L(G),
because the following derivation may be performed:

A= AnyB(C = Any(C = Any Anyc.

Having met the token a, the tolerant parsing algorithm starts the first any processing. If the
standard FIRST is used to find stop tokens, FIRST (Stack) Set equalsto {d, Any}, as a result,
Skipany skips all the input and returns an error. Taking into account that any is allowed to
match an empty sequence, FIrRsT’ modification looks beyond the second any and, in general,
beyond all the subsequent any symbols in searching some explicitly specified tokens which may
follow a sequence corresponding to these any tokens. Stop token set found with FIRST’ (Stack)
equals to {d, c}, thus the first any captures a and b tokens and stops on c, the second one
matches an empty sequence, and abc$ string is admitted to be correct.

This approach is proved to be enough to build working parsers for real programming languages,
such as C#, Java or PascalABC.NET. It can also be implemented for LR(1) through acT10N and
GOTO static analysis. However, on closer inspection it becomes clear that algorithms modified in
this way work correct only for a subclass of simplified grammars, satisfying an additional
constraint:

Definition 2. Let G, = (N,, Ts, P, Ss) be a grammar simplified with respect to a context-free
grammar G = (N,T,P,S). Enumerate as Any,, Any,, ..., Any, all the Any entries from the
right-hand sides of productions from P,, which appeared as a result of replacement of the
corresponding ¥4, ¥, ..., ¥x Subparts of the right-hand sides of productions from P in compliance

with Definition 1. Derivation S; = a,Any,Any; ... Any.bBs, where k, L, ..., t € [1..n], ag, Bs
€ (N; UT,)", b € T,\{Any}, is not acceptable in G, if b € SYMBOLS(yy; -.- V¢)-

Informally speaking, the token which is a stop token for the last any in a sequence is not allowed
to appear in the area corresponding to one of the preceding any, otherwise it will cause premature
completion of any processing. Let G has a different structure:

A = (alblcldlelf)+ BC; B=g | ; C = (hli)+ a

It can be simplified to

A =Any BC; B=g | ; C=Any a

Herein, both replacements with any are still satisfy the criterion 2c, but the restriction from
Definition 2 is not satisfied, as a may follow the second any, and at the same time it is a valid
element of the area corresponding to the first one. As a result, while parsing abba$, the first any is
matched with an empty token sequence because FIRST’ ([B, C]) equalsto {a, g}, the second
Any also cannot include a, so, valid input is not accepted.

In practice, the most common case of consecutive any appearance does not break the restriction
mentioned: in grammars we have developed, any is often used as one of the possible variants for
an element of a list, so, all the any tokens in the derivation of such a list originate from a single

Any entry in the grammar, therefore, derivation can be rewritten as S > aAny, Anyy ... Any, bf;,
and the corresponding condition b € SYMBOLS(y,,) is false in accordance with Definition 1. To
cover the general case, we introduce a mechanism for passing an additional information at any
processing stage. Any entry can be supplemented with two options: Except and Include. For
each of them, a list of literals or token names can be passed as parameters. The concept of
AnyExcept initially appeared in LightParse parser generator [15], but there it was intended to
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compensate the lack of outer context analysis while constructing the set of admissible tokens. Our
intention is different: symbols specified for Except option are supposed to compensate the lack of
information in consecutive any problem: they are supposed to be explicitly specified tokens that
may follow the area corresponding to any in L(G). Include option allows one to approach this
problem from a different angle, specifying tokens that shouldn’t be interpreted as stop tokens
despite their appearance in FIRST’ (Stack). So, for the grammar above we can use one of the
following simplified analogues:
A = AnyExcept(g,h,i) B C; B=g | ; C = Any a
A = AnyInclude(a) B C; B =g | ; C = Any a
Having renamed stopTokens sets built in fig. 1b and 2b t0 stopTokensBasic, we transform
stop token set construction for both LL and LR algorithms to
stopTokens := anyExceptSet.Count > 0

? anyExceptSet

: stopTokensBasic.Except (anyIncludeSet) ;

where anyExceptSet and anyIncludeSet denote sets of tokens passed as option parameters for
any currently being matched. For error recovery purposes discussed in Section 4.3, any also
supports Avoid option. Its arguments are tokens the presence of which in the any-corresponding
area signals about program incorrectness or wrong alternative choice. To take Avoid into account,
while loop condition transforms to

t € stopTokens and t € anyAvoidSet and t # $.

In case token skipping is interrupted because current token equals to one of the avoid arguments,
this token passes to Error routine as a second argument.

Unlike in LL(1), there can be a situation in LR(1) when we do not know for sure what particular
Any entry is being processed at the moment. This information is needed to access the
corresponding options. To add support of any options in LR(1), we introduce an additional type of
LR(1) conflict called Any/Any conflict. It is reported when there is a state where multiple items
have a dot before any, and is needed to be resolved for successful parser generation.

4.2.2 Nesting level checking

While writing a tolerant grammar, developer usually has to make an additional effort to determine
what bracketed areas may appear in the particular water, and if they can influence any processing.
Intuitively, such areas are perceived as a whole, and when any is written instead of some better-
grained water description, it may be missed that bracketed areas exist in that water in a real
program. These areas may contain something that also appears right after that any and therefore
should be treated as a stop token. For example, being interested in fields of a C# class, we must
capture a, b, c, and d in the fragment
int a = 0, b = 1;
DateTime ¢ = new DateTime (2019, 5, 29),

d = new DateTime (2019, 5, 31);
At the same time, we are not interested in initializers, so, the first intention is to describe field
declaration with the rules
fields = type name init? (’,’ name init?)* 7’;’
init = =’ Any
Unfortunately, these rules work only for the first declaration. The set {*,’, ’;’} isa stop token
set for any, and in the second declaration, comma separates not only fields but also arguments
bordered with round brackets. Generally speaking, any does not satisfy the formalization in this
case. At the same time, simplicity is the crucial property of the tolerant grammar, and the way in
which water is described above is more preferable than the following one:
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init = "=’ water

s water = [’ (Any | s _water)+ ']’

r water = ' (' (Any | r water)+ ")’

c water = '{’ (Any | c water)+ '}’

water = (Any | c water | r water | s water)+

To return the first version of init rule to the boundaries of the simplified grammar definition, we
add to the parsing algorithms a capability to take into account nested bracketed structures. A pair
of brackets is described like

ROUND BRACKETED : $%$left ' (’ $right ’)’

and nesting level is tracked by lexical analyzer. If several kinds of pairs are described, it is
believed that any pair can be nested in any pair. When any is processed, it is allowed to end only
at the same depth at which it begins. To control this situation, skipany methods are modified
uniformly both for LL and LR. Firstly, at the beginning of a skip process, an additional variable is
initialized:

depth := Lexer.CurrentDepth();

Secondly, in-loop Lexer.NextToken () call is replaced with Lexer.NextToken (depth).
Passing the initial nesting level to a lexer, we force it to read the input stream until the depth of the
next token equals the depth of the first token in the sequence corresponding to Any. Thus, Any-
corresponding area is allowed to include stop tokens in nested structures because these nested
structures are invisible to the parsing algorithm. Third modification is an additional checking to
prevent moving through the upper nesting level. In fig. 4, there are two cases allowed by the first
two modifications. Token a is the beginning of Any area, and b is a stop token. Obviously, the
way Any symbol is matched on the right breaks the semantic integrity of a bracketed area. We
consider such any usage to be a bad practice, so, if lexer returns a token denoting the end of some
pair and rise to the level above the initial, and this token is not a stop token, parser reports an error
which means that grammar should be refined.

a (b) {b} b (&) b {,Db}
Any Any

Fig. 4. Possible “Any” matching supported by nesting level tracking.
4.3 Error recovery

4.3.1 Algorithms

As noted in Section 1, in case water entities look similar to islands, developer has to refine patterns
and to add some antipatterns to avoid false positives. For a deterministic parsing, the problem of
water and island similarity may have unpleasant consequences not only when there is a full match
between island pattern and water entity, but even if a water entity and an island have a number of
common starting tokens. In this case, parser starts analyzing a water entity as an island, finds a
mismatch and fails to proceed analysis. It is important to note that this parsing failure indicates not
the incorrect L(G) program but misinterpretation of the program in terms of G,. Generalized
parsing algorithms are able to process such a situation exploring both ways an entity can be
interpreted in and rejecting the failed one. To get a similar benefit from our modified deterministic
parsing while preserving mostly linear complexity, we add special any-based error recovery
routines in both LL(1) and LR(1) algorithms. These routines are shown in fig. 5.
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Error (stopTokens) : Error (stopTokens) :
if (Lexer.CurrentTokenIndex() € RecoveredIn) then if (Lexer.CurrentTokenIndex() € RecoveredIn) then
return ERROR_TOKEN; return ERROR_TOKEN;
end; end;
RecoveredIn U= { Lexer.CurrentTokenIndex () }; RecoveredIn U= { Lexer.CurrentTokenIndex() };
currentNode := Stack.Pop(); lastMatched := &;

do s ible derivation items
if (currentNode.Parent # null) then PDI = {};
maxChildIndex := basePDI := {};
currentNode, Parent.Children.Count - 1; do
index0fCurrent := currentNode.Parent if (SymbolsStack.Count > 0) then
.Children.IndexOf (currentNode) ; lastMatched := SymbolsStack.Pop():
for (i from indexOfCurrent + 1 end if;
to maxChildIndex) do StatesStack.Pop();
Stack.Pop(); if (StatesStack.Count > 0) then
end for; s := StatesStack.Peek();
end if; basePDI := {i=X-oa*YP | i€ STATE[s],
currentNode := currentNode.Parent; Y = lastMatched. Symbol,
while (currentNode # null and ( (PDI = {} v3Ai" €PDI : i' =X - a¥*B) }:
currentNode. Symbol € RecoverySymbols or PDI := basePDI;
Any = GetDerivation({currentNode) [0] or do
IsUnsafelny (stopTokens) PDIU={i=X-o*YB | i € STATE(s],
)Y di' €EPDI : i' =Y +p' };
while (PDI changes);
if (currentWode # null) then end if;
return SkipaAny(false); while (StatesStack.Count > 0 and (
else | basePDI | = | PDI | or
return ERROR_TOKEN; #i € PDI \ basePDT : i =X ~a*YR, Y € RecoverySymbols or
end if; Any = GetDerivation(lastMatched) [0] or

IsUnsafelny (stopTokens)

(a) )y

if (StatesStack.Count > 0) then
return Skipiny(false);

else
return ERRCR_TOKEN;

end if;

(b)

Fig. 5. “Any”-based error recovery algorithms: (a) LL(1) algorithm, (b) LR(1) algorithm.

In the modified parsing algorithms, two types of error can occur. The first one happens when
LL(1) parser cannot match the current token or apply some alternative and any is not acceptable at
the point, or when LR(1) parser has no shift or reduce action for the current token as well as for
Any. The second type occurs when any processing starts and no stop tokens are found till the end
of the input or a token specified as avoid argument is met. Recovery initiated for the first type
does not influence the algorithm linearity as parsing is resumed at the token where the error
occurred. Acting the same way for the second type is meaningless, especially when the end of the
input is reached, because significant part of islands might be uncontrollably skipped. Instead, a
limited backtracking is performed. In fig. 1b and 2b, Lexer.MoveTo (idx) call shifts a token
stream pointer to the token that triggered any processing, at this point recovery is tried to be
carried out. In Section 4.3.2, the influence of this backtracking on parsing algorithm time
complexity is analyzed. In both LL(1) and LR(1) error processing algorithms, RecoveredIn set
stores all the indices of tokens at which recovery was once performed, so, it is guaranteed that
from one recovery to another parsing process moves at least one token forward.

Like in standard recovery algorithms [16, pp. 283-285], a set of nonterminals at which recovery
can be performed is defined. These nonterminals are called recovery symbols. Possible recovery
symbols can be revealed through the static grammar analysis. Given the grammar Gy =
(N, Ty, P, S), we formally define RecoverySymbols set as follows:

{n EN;|n ;Any a,An’ € NS:(n =*>n’Any0(An’ =*>s)} ,a € (NgUT,)".
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Recovery symbols are pre-computed at parser construction stage. Developer can disable recovery
at all or specify particular nonterminals from this set which should be used for recovery, otherwise,
all the elements of the set are taken into consideration when Error routine is called.

In the context of a deterministic tolerant parsing problem, recovery symbols have specific
semantics. They represent decision points at which parser may choose the wrong alternative, try to
match a water entity as an island, and provoke an error. Recovery itself means returning to a
decision point through the grammar ancestors of the currently unmatched token or unparsed
nonterminal and changing the interpretation of the part of the input that is already associated with
a recovery symbol’s subtree to water. More precisely, the part of the input from the first token
mistaken for an island part to the first token at which the difference between an island pattern and
an actual water entity manifests itself is supposed to be the beginning of the sequence
corresponding to any from which the water alternative starts. Backtracking to the token a wrong
decision was made at is not needed in this interpretation. The end of an any-corresponding
sequence is looked for with a usual skipany call, then parsing continues in an ordinary way. In
fig. 3, entity is one of the recovery symbols. It allows the parser to recognize classes,
enumerables, methods, and fields as islands, while annotation definitions, constructors,
initialization blocks, etc. are skipped as the water, sometimes with the involvement of recovery
mechanisms.

LL(1) error recovery algorithm is presented in fig. 5a. We take advantage of the fact that at any
stage of the top-down parsing a partially built syntax tree is available, and blank nodes for what is
expected are on the stack. Knowing the tree node corresponding to the unparsed symbol, we may
find a recovery symbol node by moving through its ancestors. The higher we go, the wider area
will be reinterpreted. Simultaneously with walking up the syntax tree, right siblings of the
currentNode should be removed from parsing stack as they are unparsed parts of the
interpretation being rejected. The appropriate recovery symbol is considered to be found if it
satisfies two additional conditions. Firstly, the water alternative should not be the alternative in
favor of which the decision was originally made, otherwise no reinterpreting takes place as error
actually occurred in the water. To check it, GetDerivation is called. It takes the built part of
recovery symbol’s subtree and returns a leaf sequence which is a partially revealed part of the
L(G,) program, derived from this symbol. This sequence must not start with any. Secondly, in
case error took place at Any skipping, IsUnsafeAny prevents parsing resumption on any from the
recovery symbol alternative if new skipping leads to the same erroneous situation. The decision is
made on the basis of old and new stop token sets comparison and Avoid options analysis.

For LR(1) algorithm, recovery is more complex and heuristic due to the nature of a bottom-up
parsing. Unlike in LL case, we do not know for sure what are the exact entities that are currently
being analyzed, so, we try to build a set of possible candidates basing on the information stored on
the stacks. In fig. 5b, there is an LR(1) error recovery routine. On each iteration of do-while
loop, one of the symbols already matched is popped along with the state parser went to after this
successful matching, then basePDT set is constructed. It consists of the current state items having
the dot before the last popped symbol. Productions of the items added to this set are possible
participants of the erroneous area derivation. Basing on basePDT, PDT Set is constructed in a way
that looks like inverted cLOSURE [16, pp. 243-245] algorithm. Additional ppT items capture the
higher-level grammar entities from which the area that is needed to be reinterpreted may be
derived.

Recovery algorithms presented simplify the process of grammar extension and reduction.
Recovery symbol alternatives become grammar building blocks: in case we are not interested in
some Java island, its alternative can be excluded from entity rule, then program areas previously
corresponding to that alternative are recognized as the water, possibly through recovery algorithm
application. Inversely, to add a support for class constructors in the grammar in fig. 3, we have to
write only one constructor rule and add this symbol in entry alternatives list, then
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constructors stop being interpreted as the water, because the rule appears allowing the parser to
analyze them from beginning to the end with no error occurred.

4.3.2 Complexity analysis

As noted, errors happening on aAny processing require limited backtracking. The particular
increase in running time of the algorithm depends on number and length of backtracked sequences.
From the prohibition of multiple recovery at the same token, it follows that there can be only one
backtracking to a particular position, so, the worst case is when the following situation repeats
sequentially for each token except the first one: Any processing starts on the token, fails by
reaching the end of the input and backtracks to that token, then recovery starts, the token matches
successfully with the help of the water alternative, and the next token becomes the token under
consideration. In this scenario, a number of times the token is examined equals to its sequential
number counting from one. For the i, token, i — 1 examinations are occurred on any skipping
started at previous tokens and at the current one, and 1 examination is for some final match. As
backtracking itself consists of a simple index reassignment, it does not increase this counter. It can
be shown that this worst-case scenario takes place for inputs acs, aacs, aaac$, etc. and a parser
generated by the following LL(1) grammar:

S =a Any b | Any S |

CURVE_ BRACKETED : %left '{' %right '}'

ROUND BRACKETED : 3%left '(' %right ')'
SQUARE BRACKETED : %left ('['|GENERAL ATTRIBUTE_ START) %right ']'
namespace = 'namespace' name '{' namespace_ content '}’

entity = enum | class_struct_interface | method
| field decl | property | water entity

enum = common 'enum' name Any '"{' Any '}' ';'?
class_struct interface =
common ('class'|'struct'|'interface') name Any '{' entity* "}' ';'?
method = common type name arguments Any (init_expression? ';' | block)
field decl = common type field (',' field)* ';'
field = name ('[' Any ']')? init value?
property =
common type name (block (init value ';')? | init expression ';')
water entity =
AnyInclude ('delegate', 'operator', 'this') (block | ';")+
common = entity attribute* modifier*
modifier = MODIFIER | 'extern'
init expression = '=>' Any
init value = '=' init part+
init part = Any | type
arguments = '(' Any ")'
block = '{' Any '}'

Fig. 6. Fragment of the C# tolerant grammar.

The total number of token examinations equals to %nz +%n, it means that our algorithms are
0(n?) in the worst case. However, experiments show that the percentage of recoveries required
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backtracking is insignificant in comparison with the total number of recoveries and tokens: for
example, in all the Java projects from subsection 5.2 taken together, there are 27393 files splitting
at 26255589 tokens, while total number of recoveries is 32683 for LL(1) and 31861 for LR(1), and
only 20 recoveries for each type of parsing are performed after on-any error.

5. Experiments

To test the algorithms described in Section 4, tolerant grammars for the following programming
languages, markup languages and specification formats are developed: C#, Java, Pascal ABC.NET,
XML, Markdown, YACC, and Lex. All the sources are available on GitHub? For a large-scale
testing, C# and Java are chosen as the languages complex enough and having a large number of
well-known open-source repositories. For both languages, LL(1) and LR(1) tolerant parsers are
generated with LanD parser generator on the basis of the corresponding tolerant grammars.

As tolerant parsers are created to capture particular islands, the purpose of the experiment is to
evaluate precision and recall of this capturing. Stages of the experiment are the same for both
languages. For each of the projects under consideration, tolerant parser is firstly applied to parse
all the project files written in the corresponding language. By traversing syntax trees built, types
and names of the islands are extracted in report files, per report for each island type. This
extraction does not require some severe postprocessing: island type is actually a node type, and
name is stored in one of this node’s children. Secondly, the same files are parsed by a baseline
parser. Roslyn is used as a baseline parser for C#, and Java parser is generated with ANTLR from
the full grammar of the language®. Then information about program entities that are specified as
islands for our tolerant parsers is extracted from trees built by these baseline parsers, so the second
group of reports is obtained. At the third stage, two reports for the same type are compared in an
automated way to eliminate the human factor. Matches are excluded, so only the information about
entities found by one parser and not found by another one remains. It is then explored manually.
For each of the languages, there is a table whose rows correspond to projects parsed and columns
correspond to island types. There is also an additional “Total files” column allowing to estimate
the scale of the project. In a table cell, there is a number of islands of the corresponding type found
by our tolerant parser for the corresponding project. We have obtained that these numbers are the
same for LL(1) and LR(1) parser, so we do not need two separate tables for a single language. In
case tolerant parser finds less island entities than the baseline one, the number of entities missed is
specified in parentheses with a minus sign. In addition to the tables, a detailed analysis of
mismatches is provided.

5.1 C#tolerant parsing
For C# programming language, five open-source projects from different domains are considered:

e Roslyn project includes C# and Visual Basic compiler sources and lots of test files capturing
different complex and uncommon variants of a C# program;

e PascalABC.NET consists of the corresponding language compiler and IDE sources, it has a
relatively long history reflected in the legacy code written by differently experienced
contributors;

e ASP.NET Core refers to the web development domain: it is a cross-platform .NET-based
web framework;

e Entity Framework Core is an object-relational mapper allowing one to work with a database
using .NET objects;

2 https://github.com/alexeyvale/SYRCoSE-2019
3 https://github.com/antlr/grammars-v4/tree/master/java
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e Mono is an open source third-party implementation of Microsoft’s .NET Framework
including C# compiler, Common Language Runtime virtual machine, lots of core libraries
and, again, a great number of test files.

Parsing results are presented in Table 1, a fragment of the tolerant LR(1) C# grammar is presented
in fig. 6. Note that classes, structures, and interfaces correspond to a single grammar entity, so
their total number presented in a single “Classes” column of the table. In the discussion below,
footnotes contain paths to files relative to the root directory of the corresponding project.
For Roslyn sources, there are 5 methods found by Roslyn and missed by LanD. Four of them are
local* methods® (methods declared inside other methods), this feature recently appeared in C# 7.0.
In case this kind of methods is important for a particular task, it is trivial to add their support in the
grammar. One needs to modify the grammar above by adding method symbol as an alternative to
Any inside the block. It is worth noting, that Roslyn project is the only project where the usage of
this feature is revealed. The 5th lost method is from a test file where the text of the program is
saved in Japanese Shift-JIS encoding®. The class name written in Japanese provokes an error
which does not affect the detection of the class itself but stops parser from further class content
analysis. We consider the usage of national alphabets for entity naming to be a rare case, but, if
necessary, ID token can be adopted as needed.

Two properties from different files are not found by LanD, in both cases it is caused by missing

expression for expression-bodied property preceding the uncaptured one. The expression depends

on external conditional compilation symbols and is not substituted at all in case the isolated file is
analyzed. In the following code, Tswindows is not recognized by LanD, because it is interpreted
as a part of expression for configuration:

public static ExecutionConfiguration Configuration =>

#if DEBUG
ExecutionConfiguration.Debug;

#elif RELEASE
ExecutionConfiguration.Release;

felse
#error Unsupported Configuration
#endif
public static bool IsWindows =>
Path.DirectorySeparatorChar == "\\’;

This kind of inconsistency can be partially handled by using AnyAvoid (MODIFIER) instead of
Any in init expression grammar rule. For the example above, this handling leads to loss of the
information about Configuration property, as it will be treated as water, but protect the
following entities starting with the one that starts with the keyword.

For Pascal ABC.NET and ASP.NET Core, all the entities found by Roslyn are also found by LanD.
For Entity Framework Core, the difference in number of fields and methods is caused by the
situation’ similar to the one presented in the code above, and the difference in number of
properties is provoked by property types containing Greek letters®. The latter refers us again to the
national alphabets problem.

4 src/Compilers/CSharp/Test/Emit/Emit/EndToEndTests.cs

5 src/Compilers/CSharp/Portable/FlowAnalysis/NullableWalker.cs

6 src/Compilers/Test/Resources/Core/Encoding/sjis.cs

’ test/EFCore.SqlServer.Functional Tests/Query/SimpleQuerySqlServerTest. Where.cs
8 test/EFCore. Tests/ModelBuilding/ModelBuilder.Other.cs
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Voluminous results are obtained for Mono sources. Most losses are concentrated in files that are
incorrect in terms of a full C# grammar: as an example, 26 files® contain unclosed conditional
compilation directives and mismatch in the number and type of opening and closing brackets, half
of the 122 missed classes belongs to a group of files™® containing LINQ to SQL code written in
accordance with Visual Basic syntax, there are also files with .cs extension written in a specific
format, such as a skeleton file'* for jay parser generator, where each line starts with a point.
However, there is also a group of missed entities that illustrates a real LanD drawback. These
entities are contained in test-async' and test-partial® groups of Mono test files.

Table 1. Number of entities found in C# projects.

Project Total files | Enums Classes | Fields Properties | Methods
Roslyn 8759 482 23705 20265 23127 116312
(-2) (-5)
PABC.NET | 2802 359 5522 16739 12023 37027
ASP.NET 7356 333 12604 10214 16301 44163
Core
EF Core 2997 101 7783 4687 16941 26421
(-1) (-2) (-135)
Mono 37224 4928 60187 166958 | 99167 309580
(-1) (-122) (-67) (-36) (-670)

At grammar design and refinement stage, we did not take into consideration, that there are some
keywords in C# that appeared recently and were implemented as contextual keywords to protect
legacy code. It means that they still can be names for classes, methods, etc. For example, the
following code is valid in C# (method bodies are omitted):
namespace async
{
partial class async
{ partial void partial(); }
partial class partial
{
// async method named ’async’
async Task<async> async () { ... }
// method named ’async’ returning an object of type ’'async’
async async(async async) { ... }

}

Proper interpretation of a contextual keyword depends on a heavy context analysis going far
beyond LL(1) or LR(1) parsing. In Roslyn sources, there is a special
ShouldAsyncBeTreatedAsModifier method checking lots of specific conditions, each of
which covers a particular async placement relative to non-contextual keywords, predefined types,
and partial keyword. Besides, up to 2 additional tokens are required to make a correct decision.

o mcs/errors
10 mcs/tools/sqlmetal/src/DbLing/Test
11 )
mcs/jay/skeleton.cs
12 mcs/tests/test-async-*.cs
13 mcs/tests/test-partual-*.cs
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Fortunately, to meet contextual keywords used as identifiers seems to be almost improbable. In our
experiments, such cases were revealed only in synthetically created testing files, not in a real
production code. Moreover, using async Of partial contextual keywords as public entity
identifiers one breaks general C# naming conventions™ which are usually used as a basis for
particular code style rules being applied inside a developers team.

5.2 Java tolerant parsing
For Java programming language, the following projects are considered:

e Java Development Kit is a toolbox consisting of Java compiler, core libraries, and Java
Runtime Environment;

e Elasticsearch is an engine for a full-text search;

e Spring Framework is a Java framework used to build applications for different subject
domains;
e RxJavais a library for composing asynchronous and event-based programs.
Parsing results are presented in Table 2, and a tolerant LR(1) Java grammar is presented in fig. 3.
As it can be noted, there is the only difference between baseline and tolerant parsing results.
FIND MASK, NEW MASK, and RELEASE MASK fields are missed by the tolerant parser in the
following code:
private final static int
CREATE MASK = 1<<CREATE,
FIND MASK = 1<<FIND,
NEW MASK = 1<<NEW,
RELEASE MASK = 1<<RELEASE,
ALL MASK = CREATE_MASKIFIND_MASKINEW_MASK\RELEASE_MASK;

Unlike all the other types of brackets considered in Section 4.2.2, angle brackets cannot be defined
as a pair in the LanD grammar because they may appear in the program in different meanings,
some of which assume they can be used separately from each other. However, in case they bracket
type parameters, it is important to match these parameters as a whole to prevent inner commas
from being interpreted as field separators. It is hard to resolve this problem correctly staying in the
tolerant parsing boundaries and, actually, in the boundaries of a context-free parsing and lexing too
[17]. To make a correct decision, an analysis of the context angle bracket appears at is needed.
Recovery algorithm combined with avoid-based error triggering helps to handle inputs like
private static final long ADD WORKER = 0x0001L << (TC SHIFT + 15);

by interpreting all the angle brackets as opening for a type parameter in fig. 3, triggering an
error on ’ ; ’ token which is forbidden in type parameters, and reinterpreting the outermost type

parameter as Any from init part water alternative. However, this processing cannot prevent the
loss of some middle fields from the group of fields defined simultaneously.

Table 2. Number of entities found in Java projects

Project Total files Enums Classes Fields Methods
JDK 7704 151 10590 46176 (-3) 88709
Elastic 10972 387 14914 36830 94722
Spring 7063 100 12060 18402 61515
RxJava 1654 36 2728 6258 19931

14 https://docs.microsoft.com/en-us/dotnet/standard/design-guidelines/capitalization-conventions
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5.3 Summary

As experiments show, both C# and Java tolerant parsers using our modified LL(1) and LR(1)
algorithms are viable and allow one to find almost all the islands that can be found with a baseline
parser. Mismatches cannot be considered as a tolerant parsing disadvantage: the ones occurred in
erroneous C# programs are not unexpected since our algorithms are designed to work with correct
programs, while for the most part of the valid programs containing lost islands, possible grammar
fix can be easily suggested due to grammar simplicity and extensibility. However, there is also a
tiny group of valid programs for which it is impossible to catch the missing island without
performing an additional context analysis. This problem is actually not a tolerant parsing problem
but a context-free analysis problem in general.

6. Conclusion

In the present paper, several algorithms and algorithm modifications aimed at island-grammars-
based deterministic tolerant parsing are proposed. LR(1) parsing algorithm modification is
performed in accordance with the simplified grammar formal definition previously developed by
the author of the paper. A special any symbol is integrated into the algorithm to add a capability to
match token sequences which are not explicitly described in the grammar. LR(1) tolerant
grammars tend to be shorter and more comprehensible than their LL(1) analogues written for
previously modified LL(1) algorithm. Additional restriction defining simplified grammars subclass
for which LL(1) and LR(1) tolerant parsing algorithms are always able to correctly handle
consecutive any problem is revealed. any processing mechanisms are introduced to expand
correct consecutive Any processing to entire simplified grammars class. Nested bracketed
structures tracking is implemented to give the grammar developer a possibility not to take into
consideration the content of in-water bracketed areas while replacing water description with aAny.
Error recovery algorithms are proposed for LL(1) and LR(1) tolerant parsing. Unlike the standard
error recovery, they are designed not to resume parsing for an incorrect program, but to find the
area which was mistakenly interpreted as an island and reinterpret it as a water. Through the series
of experiments with C# and Java parsers generated by tolerant grammars developed for LanD
parser generator, modified LL(1) and LR(1) parsing algorithms are proved to be able to
successfully analyze the source codes of industrial software products.

Though the current tolerant parsing implementation is enough to work on solution of the
crosscutting concerns markup problem mentioned in Section 1, an improvement of parsing results
for syntactically incorrect programs may broaden the markup tool application opportunities. We
have an assumption that any-based recovery responsibility area may be explicitly specified for a
particular grammar, and outside of this area some other recovery algorithms aimed at parsing
resumption for an incorrect program can be used. Thus, our tolerant parsers will be capable to
capture constructs of interest in such a program, like baseline parser successfully does in Section
5.1, instead of totally failing or interpreting all of these constructs as a single water piece. Besides,
as performance was not the key goal until the present, we were satisfied with the generally linear
dependency between input length and running time of the algorithms. However, basing on the
knowledge of LanD implementation details, we are sure that performance can be improved (not in
terms of time complexity classes, but in terms of absolute values of the algorithm running time).
So, the algorithms and structures optimization is the second possible direction for further work on
tolerant parsing.
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Abstract. Due to the increase in the number of platforms, languages and methods which are used in mobile
development, the general technology elaboration problem is quite relevant nowadays. Graphic languages
simplify software development, allowing to present program structure in terms of visual diagrams. Besides,
graphic languages allow software engineers to avoid a lot of mistakes at the initial stages of design and
development. Graphic domain-specific languages (DSL) facilitate application development by use of concrete
domain abstractions. In this approach the mobile application structure will be presented in the form of various
controllers connected among themselves through ports and corresponding to some complete fragments of
logic. Controllers in turn consist of various states which allow to describe a data flow in the controller using
various element connections. In each state the Ul form which contains the graphic primitives and events
connected with primitives can be described. Besides, code generator for UbigMobile platform is implemented
which will allow to generate UbigMobile applications by the visual diagrams. At the end of the article
demonstration examples on which the implemented DSL language was tested are given. The application
allowing the user to get the trains schedule is provided in the first example. In the second application the user
can log in to receive a check-in code.
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AHHOTammsi. B cBs3u C yBeNMUYEeHHMEM KOJIHMYECTBa IUIAT(OPM, S3BIKOB M METOJOB, MCIOJIB3YIOUIUXCS B
pa3paboTKe MOOMIBHBIX IIPWIOXKEHHH, 3ajada BBIPAOOTKH OOImIeH TEXHOJOTHUH JOBOJBHO aKTyalbHA.
I'padmueckne s3bIKM  ympomaroT —pa3pabOTKy, MO3BOJSISL MHPEACTaBUTh CTPYKTYPY HPOTPAMMHOTO
obecriedeHnsi B BHJAe rpaduduecknx amarpamM. Kpome Toro, rpadudeckie S3bIKH ITOMOTAIOT H30€XKaTh
MHO>KECTBa OIMIMOOK eIlle Ha HAadaIbHBIX 3TAIax IIPOSKTUPOBAHMS M pa3paboTku. I'padudeckne mpexmeTHo-
opuentupoBanHsle s3bIkH (DSL) obOmerdaror pa3paboTKy IporpaMMm IyTeM HpHMEHEHHs aOCTpaKIui
KOHKPETHOH HpenMeTHoW obmacTu. B naHHOW paboTe mpeacTaBieH apXUTEKTYPHBIH MIa0JIOH MOOMIBHOTO
NPHJIOKEHUSI W CO3JaHHBIM Ha ero ocHoBe rpaduueckuii DSL, mo3Bosisionuii OMUCHIBaTH OCHOBHYIO
CTPYKTYpY MOOWJIBHOTO MPHJIOXKEHHS B TEPMHHAX KOTHPOJUICPOB, COCTOSIHHM M MEPEXOI0B MEXIY HUMH.
[Ipy TakoM MOAXOAE CTPYKTypa MOOWJIBHOTO TPUIIOKEHHsS OyAeT MpeICTaBlieHa B BHIAC PAa3IMYHBIX
KOHTPOJUIEPOB, CBSI3aHHBIX MEXTY cOOOI IPH ITOMOIIH HOPTOB M COOTBETCTBYIOINX HEKOTOPHIM IIEITOCTHEIM
¢parmenTam noruku. CaMi KOHTPOJUIEPH B CBOIO OUYEpPENb COCTOST M3 PAa3IMYHBIX COCTOSHHI, KOTOpPBIE
TIO3BOJISIIOT ONHCATh MOTOK JAHHBIX B KOHTPOJUIEPE ITyTEM COCAWHEHHS IIPH IIOMOIIM 3JIEeMEHTa-CBs3H. B
KaXJOM COCTOSHHHM MOXET OBITh OIHCaHa OJKpaHHas ¢opma, B KOTOPOH coxepkarcsi rpadudeckue
NPUMUTUBBl U CBSI3aHHbIE C HUMHU COOBITHA, cpa0aTeIBalolue Mpu UX H3MeHeHuH. Kpome Toro, mis

29



Gudiev A.V., Grazhevskaya A.S. Graphic DSL for mobile development. Trudy ISP RAN/Proc. ISP RAS, vol. 31, issue 3, 2019. pp. 29-34

paspaboranHoro DSL peanmm3oBana aBromarmueckylo reHeparms koxa it Imardopmsl UbigMobile. B
KOHIIE CTaTbH IPHBOJIATCS JEMOHCTPAIOHHBIE NPUMEpPHI, Ha KOTOPHIX Obul ampobupoBan DSL s3pik. B
KauecTBe IEepBOr0 MNpHMEpa IPUBOJUTCA IPWIOKECHHE, II03BOJAIOIIEE IOJIB30BATENI0 IOCMOTPETH
pacnucaHue NEKTpUYeK. Bo BTOPOM MPUIIOKEHHHU IIOJIb30BATENIb MOXKET BOHTH B CHCTEMY ULl TOTO, YTOOBI
nonyuuts check-in koz.

Ki1roueBble cj10Ba: IpeAMETHO-OPUCHTUPOBAHHBIC A3BIKH; MOOMIIbHAS pa3paboTka

Jnsi mutupoBanus: ['ynueB A.B., I'paxesckas A.C. I'papmueckmit DSL st pa3paGoTknm MOOHIBHBIX
npuioxkenuit. Tpynst UCIT PAH, tom 31, Beimn. 3, 2019 r., crp. 29-34 (na anrimmiickom ssbike). DOI:
10.15514/ISPRAS-2019-31(3)-2

1. Introduction

A large number of platforms, languages, and methods are used in mobile application development.
Existing mobile development tools significantly differ from each other, and the common
technology implementation problem is still relevant.

There are various ways of the high-level description of mobile application — architectural patterns
mvc, pac, microkernel, etc [1]. All these patterns were borrowed from other software areas, are
quite actively applied during mobile application development, but not quite correspond to their
nature. Mobile applications differ from desktop and web programs [2]. Mobile applications are
commonly used for short sessions, more focused on specific objectives performance.

Use of a suitable architectural pattern allows to increase considerably application development
efficiency, but a bigger result can be achieved by graphic languages usage. DSL is the
programming language in terms of the concrete subject domain which is applied to the solution of
concrete type tasks [3], [4], [5]. Graphic DSL languages help to represent applications using visual
diagrams. The result code will be generated according to these diagrams.

The purpose of this article is to develop an architectural template for mobile applications and to
create graphic DSL based on it. DSL should allow describing the main logical application structure
in terms of states, controllers and transition conditions between them.

2. Tools

The Modeling SDK technology is used for the graphic DSL implementation [6]. Modeling SDK is
the plugin for Visual Studio intended for visual domain-specific languages development. Visual DSL
development happens in the following order. At first, the metamodel (the set of all syntactically
correct diagrams) is developed and edited, the implemented classes are generated. Then a DSL
package compilation and debugging take place in an experimental instance of Visual Studio.

For metamodel programming, the graphic editor of Modeling SDK is used, but also it is possible
to redefine or add new methods to the generated partial classes of the C\# language. The T4
language is used for code generation [7]. The Dsl and DslPackage projects are automatically
created in the new solution of Visual Studio. In the Dsl project, various metamodel artifacts of the
created DSL are stored. DslPackage project contains the user interface settings.

3. Controllers and states model

An application state corresponds to some complete logic fragment. The result of state change is
data transfer which is logically finished and clear to other states.

It is convenient to group states and transition conditions into controllers by their logical
connectivity, data community, Ul forms, transition frequency and data transfer between states.
Grouping states into controllers gives an opportunity to define more strong transition logic,
allowing transitions between states in the controller and forbidding them between conditions of
unconnected controllers.

The main application cycle is run by the special mechanism starting and switching controllers of
states. Each controller has an entry point and an opportunity to set input parameters when an
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application switches to it. There can be several exits in a state. An application can return to the
caused controller, switch to the next controller, etc. Execution logic is implemented in terms of the
finite-state machine in the controller. Each controller has a set of the predefined states (in
particular, initial and final states), and it is possible to add new states.

Mobile application implementation by means of controllers and states model allows to centralize
its logical basis, the structure of the code becomes evident. When using controllers, the aim of the
mobile application developer comes down to describing the necessary logical controllers, state and
conditions of transition.

4. Graphic DSL Description

The model of controllers and states was tested on mobile applications of different classes and
proved the efficiency. But the best results can be achieved, having taken this model as a basis of
graphic DSL for mobile applications (see fig.1)
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Fig. 1. Language implementation in Modelling SDK

Basic elements of the language are controllers and its states. States are placed on the controller,
can connect among themselves and also to ports of the controller for the conditions description of
an entrance and an exit from it. Each state opens in the separate diagram on which conditions of an
entrance, an exit from a state and its internal logic are described. The logic of states includes a
display of Ul forms, processing of their events, services calls, conditions checking, etc. There is a
display of a Ul form for each state in the language. To connect the existing screen form with a
state the ShowForm element is used.

5. Code generation

The language of T4 templates is used for code generation. The main components of the T4
language are directives, blocks of the text and control units. For a generation of the unchangeable
code, text blocks are used, and dynamic parts are implemented by means of control units.

As a result of generation, the controllers' classes appear. Each controller has several states
presented in the transfer type form. Process of work is implemented in terms of the finite-state
machine. On links between states, the template of transitions are implemented. Controllers can
also have ports. Ports are used for transitions between controllers.

The resulting code is applied to UbigMobile platform [8]. UbigMobile platform is aimed to cross-
platform mobile development. The main features of the platform are that the business logic of all
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applications is executed on the server. And mobile devices have only thick clients to represent the
result of application work.

6. Samples

The purpose of the first sample is to display the train schedule for the user. The application
consists of a single controller and two states. In start state, the user can choose departure and
destination stations (see fig.2). After clicking on the button, the application will switch the current
state from the first state to the second one (see fig.3).

o]

ManController

ChooseStationForm

ShowScheduleForm

BackButtonClicked

Fig. 2. Schedule application scheme
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Fig. 3. Schedule application Ul forms
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The second sample allows the user to log in and receive the code which then can be used later (see
fig. 4) There are two controllers in the application: LoginController and MainController. There is
also a switching between controllers implemented by means of ports. In LoginController there is
only one state. At MainController there are two states: a state with option selection and a state
where a user can receive the necessary code. The UbigMobile Ul forms, corresponding to states of
the application are given below (see fig. 5).
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Fig. 4. Application with authorization scheme

Application0 Application0 Application0

Volunteer |d 23578 Generated key:

Password v 1 3303

Fig. 5. UbigMobile screens

7. Conclusion

Within this work, the following results were achieved. The graphic DSL for mobile application
development is implemented. The code generation for UbigMobile platform feature is added.
Demonstration samples are represented.
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Abstract. The subject of this paper is development of software framework for real-time management of
intelligent devices. The framework enables intelligent management of 10T devices in cyber-physical systems
using models based on recurrence relations and differential equations. The platform was developed using
Python programming language, Django framework and wide corpus of modules and libraries that supports
continuous simulation. The software framework incorporates application programming interface as well, for
specification of system behaviour, transmission of input parameters and output results, sending control
actions via web services to the 10T system.
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AunHotaums. IlpenMeroM IaHHOW CTaThu SIBIsETCS pa3paboTKa MPOrPaMMHOM CpeAbl Ul YIpPaBICHHS
HHTEJUICKTYaTbHBIMH ~ YCTPOHCTBAMH B DEXKHMME peanbHOro BpeMmeHH. Ilmardopma obecnednBaer
MHTEJUICKTYallbHOE YIpaBleHHe ycTpoiictBamu VHTepHera Bemied B KuOep-Qusuyecknx cucremMax c
HCIOJIB30BaHUEM MOJIeeil, OCHOBaHHBIX Ha PEKYPPEHTHBIX COOTHOLICHHMSAX W An(depeHInaIbHbIX
ypaBHeHusix. Ilmargopma Obiia paspaboTaHa ¢ HCIONBb30BaHUEM s3bIKa MporpammupoBanus Python,
nHpacTpykTypsl Django u mmpokoro Habopa Moayied M OMOIMOTEK, MOACPKUBAIOIINX HEMPEPHIBHOS
MozenupoBanue. [IporpaMMHas cpeia Takke BKIOYaeT HHTep(EHC MPUKIaAHOTO HPOrpaMMUPOBAHUS IS
crien(UKAIMU TIOBEICHUS CUCTEMBI, IIepeayll BXOIHBIX TapaMETPOB M BBIXOJHBIX PE3YJIbTATOB, OTIIPABKU
YIPaBJISAIONIMX ICHCTBHI Yepe3 Be6-CepBUCHI TS CHCTeMbl IHTepHeTa Beleil.
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1. Introduction

Cyber-physical systems (CPS for short) integrate devices, networks, interfaces, computer systems,
and others with physical world. The fact that those elements are heterogeneous, hybrid, distributed
and numerous, makes their analysis, design and implementation quite challenging and complex. In
addition, CPSs are real time by their nature. Wide corpus of services, applications and interactions
within CPS as well as huge growth of Internet of things further fuelled the need to change and
improve existing approaches to managing those systems [1][2]. One of the most significant issues
is to explore and model properties of CPS' elements, their connections and behaviour [3][4]. CPS
immerged from the integration of devices with embedded systems, smart objects, people and
physical environment typically connected via communication structure. Thus, it is no surprise that
smart environments and systems are among the fields of CPS application.

Smart systems are integral part of CPS. The key technology for developing cyber physical systems
is Internet of Things, 10T [5][6][7]. According to [8], cyber-physical systems, Internet of things
and big data are related concepts of cooperative solutions, where people, autonomous devices and
the environment interact with one another to achieve a certain goal. 10T technologies enable the
connection of a large number of users, devices, services and applications to the Internet
[9].Management of intelligent devices often needs to be done in real-time. Real-time Control
System (RCS) is a reference model of architecture that defines the types of functions needed for
intelligent real-time control [10]. RCS provides a comprehensive and basic methodology for
design, engineering, integration and testing of control systems [11].

In RCS systems, the state of many variables changes continuously over time, so the management
of these systems can be modelled using differential equations and recurrence relations. Hence,
simulation enables investigation of behaviour of such dynamic systems by developing appropriate
models and using these models in experiments designed to provide an insight into the future
behaviour of the system under specific conditions [12][13][14]. Simulation of CPS is becoming
extremely important for both academia and practice as results of simulations have huge potential
to be applied in research, business and engineering. [15].

The main idea of the research is to develop a comprehensive platform that would enable modelling
and simulation of different smart environments. To achieve this goal, it is vital to define a uniform
formal model applicable to any smart environment whose mathematical representation can be
mapped to its implementation as one-to-one correspondence. The software framework for real-
time management of intelligent devices represents a cyber-physical system incorporating loT
devices as the physical component of the system and software framework accompanied with
required network infrastructure as the cyber component. Having available information and input
data from intelligent devices in real-time allows the simulation engine, as an integrated part of the
solution, to calculate and create a plausible outcome. On the other hand, outcome created as the
result of the simulation can be a trigger dispatching control actions towards the loT system.

The formal model, implementation and example illustrating the applicability of the presented
mathematical model will be explained further in the paper.
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2. Formal Model

2.1 Continuous system simulation in IoT context

Continuous system simulation refers to experimenting with models whose states are changing
continuously in time [11]. These types of simulation systems are often described by differential
equitation. Time is independent variable in most cases. Continuous simulation can be used in
different contexts and covers numerous types of real-world problems [16]. Considering time as an
independent variable, digital computer has constraints solving differential equations, which is why
it was necessary to develop a specific language to resolve this issue.

Different specialized languages for continuous simulation were developed, such as: CSMP
(Continuous Simulation Modelling Programme) ESL (European Simulation Language) ACSL
(Advanced Continuous Simulation Language) CSSL4 (Continuous System Simulation Language,
Simulink, Matlab, Modelica and others that have been developed to simplify modelling, and to
minimize problems related to programming continuous systems [16]. However, a majority of
simulation tools have limitations related to low level of flexibility and adaptability, high costs,
platform dependence, maintenance difficulties, etc. [16]

CSMP/FON platform for continuous system simulation was developed following these principles
[17]:

e minimize required hardware resources and improve speed of execution;

e suitable and easy to use for educational purpose;

e simple and rich user interface;

e support for scientific research;

e  saving costs.

The CSMP/FON is an open source solution and can be downloaded from the web site
https://elab.fon.bg.ac.rs/softver/csmp. It has been used for many years in research and teaching
within simulation related courses at University of Belgrade.

Software framework for real — time management of intelligent devices and 10T systems in general
is a time dependent system, which requires a tool that can overcome any time — related
performance issues. Ergo, using CSMP simulation logic in the software development process was
a way of introducing control mechanism in the system.

2.2 Formal model of a continuous simulation system
Formal model of a continuous simulation system can be given as a tuple [18]:
M= (U)Y,S,8,4,50) @8]
with the following meanings:
e U —setofinputs;
e Y —setof outputs;
e S —setof state variables;
e  § —transfer function: 6:U x S = S;
e A -—output function: &: U xS - Y;
e 50— set of initial states.
Function of a variable ¢ is a mapping of a non-empty set X, of variables x, signed as domain, in
non-empty set Y, of variables y, signed as scope (or codomain, set of function values) [18]:
o:X -V,
a function of many variables is presented through mapping:
P: X XX XX X..XX Y,
a block is presented as ordered set of three elements
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b = (¢,X,Y),
each x € X isinput, while y € Y is output from the block.
The process of continuous simulation is based on solving differential equations and recurrence
relations [17][18]. CSMP simulation language is block-oriented languages designed for solving
systems of differential equations. Each block is specified by a set of inputs and parameters and a
graphic symbol [12]. The graphic display of elements in the general form is presented in fig. 1

¢ —

) et f n €pn
€ —

Fig 1. Graphic display of an element [17]

2.3 Formal model of a hybrid 10T system for real-time simulation

The current simulation model describes a system that allows solving differential equation systems
in the given time with predefined variables and inputs [17][18]. The software framework for real-
time management of intelligent devices requires a broaden model that will be suitable for use in
real-time 10T systems [19].

Fig. 2 presents the concept of a hybrid 10T system for real-time simulation. This model enables
having values measured in the environment in real-time included as variables of the simulation
systems. In addition, the model enables managing the 10T system using variables obtained through
the simulation.

Inputs Outputs
Uior > loT > Y\oT
Siot Swm

v
Uwm » Simulation engine > Ym

Fig 2. Hybrid loT system for real-time simulation

For mathematical modelling of the hybrid 10T system for real-time simulation, the presented
formal model needs to be extended with a set of state variables, inputs and outputs from the 10T
system:

S =3Su U Sior (2)
U=UyVUUpr 3)
Y=Yy UYpr 4)

In order to have the set of state variables S in the simulation model, it is necessary to get the values
of state variables from the 10T system (S;,r). This is done by developing and providing API of the
0T system. This API needs to implement the following functions:

p: Sor(t) = S(¢) (5)
w:5(t) = Spor(t) (6)
Y: YIoT(t) - Y(t) (7)
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The operation p is the operation of reading the values of variables from 10T system. These values
then can be used in the simulation system for calculations. The operation w enables writing the
values of variables into the loT system. These values are calculated in the simulation engine and
then sent to the 10T system. These values can also be used for triggering specific actions of the loT
system. The operation y enables reading the outputs of the I0oT systems.

Having in mind that 10T systems are distributed, all these operations for interaction between the
simulation and IoT systems need to be realized via web, using web services. Depending on the
scenario, both PUSH and POP methods can be used.

After extending the formal model of continuous simulation system with the IoT elements, the
process of continuous system simulation can be described with the finite automata equations [18]:

S =1xA4A,-{U®),S®)} ®

Y(©) =4, - {U®),S)} C)]
where A; and A, are matrix representation of algebraic functions, and I is the matrix
representation of the integration operator (fig 3).

S I «
> Ay
U—+———71—>
» Ao —»Y

Fig 3. The structure of finite automata for simulation of continuous systems [18]

A more granular structure of continuous system simulation is presented in the fig. 4.

Fig. 4 depicts the decomposition of the operator A, to its elementary and primitive functions,
represented as algebraic blocks. As explained later in section D, input of every block is an element
that can come from either a set of inputs, a set of state variables or a set of the associated variables
that represent inputs of the preceding algebraic blocks.

2.4 Orderliness

The essential feature of any non-trivial mathematical model of the continuous simulation is the
feedback. The feedback occurs in the model as a result of a chain of cause-and-effect that
generates a loop [20]. Considering the case of continuous simulation the model develops the
feedback loop if it is impossible to mark all blocks from the set that satisfy a condition i < j,
where block’s b; output is connected to block’s b; input [17]. The feedback loop imposes a
compulsory requirement for computability of mathematical model called orderliness, defined as:

The set A of all countable algebraic blocks (blocks that correspond to algebraic functions) of M
models is called orderly if all distinct objects a; € A can be ordered (sorted) in such linear list
where inputs of every distinct object a; are elements of some of the following sets [18]:

1) U -setof inputs;

2) S —setof state variables;

3) SubsetC' c Cdefinedas: C' = {c € C|Vi < j,Va; = (¢,X;,Y;):c € X;}.

3. Mapping mathematical model to implementation

Mapping the mathematical method given in equations 1-9 is represented through series of UML
sequence diagrams, where each method has its corresponding diagram.
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The implementation of the software framework described through this research will be based on
the concurrent computing and NoSQL concepts, such as threads and use of the MongoDB
document-oriented database program.

> > Block b,
> ¢.1(U,S)1) s4
T
SN - L S“"| > Block by
T q (piot(UsS’t) .
b
> > Block b, s
M Sn » (pn(UsS,t)

S1, Siat
Tul Um

Fig 4. Block diagram of granular structure of continuous systems

3.1 Simulation engine

Fig. 5 illustrates the core simulation process depicted in equations (8) and (9). The diagram
represents a typical continuous simulation process: begins with loading the simulation object from
the MongoDB database in the engine, sorting the blocks, setting the primary conditions and
starting the calculation process.

The calculation process itself is a looped process where series of computations are performed on
every block in the simulation model: block type analysis, output generation through block
function, output appending and call for next computation. The block type analysis determines if
the current block is an 10T block, if it is engine provides a call to the 10T service, which performs
specific operations based on the type of the call. Call types can be divided into two groups: a)
reading and b) writing.

The call is a software representation of functions described through equations (5), (6) and (7).
Depending on the call type, the simulation system will process data sent from the 10T system and
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embed them as a part of the continuous simulation process, it will send a control action to the loT
system as a result of the continuous simulation process or it will read the output from the loT

system (fig 6).

X
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Fig 5. UML sequence diagram of the core simulation process
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Fig 6. UML sequence diagram of processing calls to 10T system
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3.2 Mapping the values of state variables and output from the loT system

The call for executing operation p (5) — reading the values of variables from loT system, is
illustrated in the fig. 5 as a part of the calculation process, where simulation engine should
consider 10T values as part of the calculation.

The control actions, ® (6) — writing the values of variables into 10T system, sent to the loT system
are, also, a type of call. By connecting to the loT system, the engine can access its API, create a
call to the function provided by the user, send data from the simulation engine and thus begin the
given process on the 10T platform. Such call is illustrated in the fig. 7.

<V\eb service> c:Controller
e:Engine I

call.set(IP, write(), results)

callloTservice(call)
>
REF,

" loT Service

si:SimulationInterface

D res = getResponse() El
ALT / [res = error] H )
v D sendResponsa(res)

gl
E displayResponse(res)

B

mp=====sssaaa=

I G

managing

[}
Error |
'
'
'

Fig 7. UML sequence diagram of the operation w — writing the values of variables into 10T system

Through the connection made to 10T system our engine can retrieve 10T system outputs and
display them though the platform interface, which is directly correlated with mathematical
operation y (7) — reading the outputs of the 10T systems (fig 8.).

3.3 Example: Smart watering system simulation

The example of smart watering system simulation is an illustration of the operation w (6), where
control actions and variables are being sent to 10T system.

For this example it is necessary to create control actions that will forward the data collected
through the simulation of the environment and air humidity by the simulation engine, and signal
the beginning of the IoT system actions.

Smart watering system is based on air humidity predictions, provided as input parameters given by
the simulation engine. If the humidity is under the marginal value set in the 10T system, the
watering process begins.
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[ <Vet‘3 e ] c:Controller [si:Simu!ationInterfaceJ
e:Engine

call.set(IP, read())

callloTservice(call)

REF
loT Service

*
L getData()

displayData(data)

Fig 8. UML sequence diagram of the operation y — reading the outputs of the 10T systems

4. Conclusion

Modelling hybrid loT system for real — time simulation presents a focal point of this research.
Thus, successfully mapping the values of state variables from the loT system in the
implementation process is essential.

The autonomous performance of the simulation program should be implemented using the
concepts of concurrent computing — threads:

1) servicing requests for the simulation process control and error reporting,

2) servicing requests for configuration changes,

3) reading data and sending control actions to 10T system,

4) servicing requests for simulation results,

5) execution of the simulation process

Further research and work should be directed towards execution of the proposed implementation,
integration of the platform in the students’ educational process and evaluation and revision of the
software performance. Upgrading the existing model with new modules should be considered.
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Abstract. Software simulation is of a big importance during development of processors as they provide
access to hardware under development. Cycle-accurate simulators allow software engineers to design and
optimize high-performance algorithms and programs with considerations of features and characteristics of
processors being in development. This is especially important for architectures, whose performance is mainly
achieved by advanced compiler optimizations. One of the core aspects of a cycle-accurate simulator is the
way it simulates the pipeline of the target processor. A pipeline model has high impact on an overall structure
of a simulator and its potential performance and accuracy. The main goal of this paper is to develop and
analyze different approaches to pipeline simulation of “Elbrus” microprocessors, which let us reuse
functionality of existing instruction set simulator and achieve good balance of performance and accuracy. We
briefly describe features of “Elbrus” microprocessors and specifics of existing instruction set simulator,
relevant for cycle-accurate simulation. We make several simple, but general and useful observations about
various aspects of pipeline behavior in context of accurate and efficient cycle-accurate simulation of
microprocessors. These observations are then used as a basis for justification, development and analysis of
the several approaches to the pipeline simulation, described in this paper. We describe four different
approaches, starting from simple and obvious one, which is then successively transformed into more
advanced ones through several iterations. We analyze limitations of proposed approaches and outline further
work.
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AHnHoTanus. [IporpaMmMmHOe MOAETHPOBaHKE UIPAIOT BaXKHYIO POJIb B IMKJIE Pa3pabOTKU MPOLECCOPOB, TaK
KaK OHM IIPEeNOCTaBISAIOT AOCTYNl K e€lle He CcyllecTBymooueMy oOopynoBaHuio. IloTakToBo-TOUHBIE
CHMYJIATOPBI TO3BOJISIIOT pPa3paboT4MKaM MPOTrpaMMHOro OOeCledeHHsi CO31aBaTh M ONTHMH3HPOBATH
MPOTPaMMBl C y4eTOM OCOOCHHOCTEH M XapaKTepPHCTHK pa3padaThIBAEMBIX IMPOIECCOPOB, YTO OCOOEHHO
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B&KHO VISl apXUTEKTYP, KOTOPbIE I IOCTHXKEHHS BBICOKOW MPOM3BOJUTEILHOCTH B OCHOBHOM OITHPAOTCS
Ha arpeccUBHbIC ONTHUMH3ALMH KoOMIWIATOpa. OJHUM U3 KIIOYEBBIX aCIEKTOB II0TAKTOBO-TOYHOTO
CHMYJIATOpA SIBISICTCSl CIIOCO0 MOJEIHMPOBAaHHS KOHBeHepa CHMYIHpyeMoro mpomeccopa. IIporpammuas
MOZEeNb KOHBeHepa OKa3plBaeT OONBIIOE BIMSHHE Ha OOIIyI0 CTPYKTypy CHMYJSITOpa M Ha €ro
MIPONU3BOJUTENBHOCTE M TOYHOCTh. OCHOBHOHM IENbI0 JAQHHOH CTaThHM SIBISIETCS pa3paboOTKa M aHaW3
pa3IMYHBIX IIOJXOJOB K MOJEIHMPOBAHHIO KOHBeliepa MHKpOIpOLIEccOpoB “DibpOpyc”, KOTOpbIe OFBI
MO3BOJISUTY  [IEPEHCIIONb30BaTh (PYyHKIMOHAN CYLIECTBYIOLIEro (YHKIMOHAJIBHOTO CHMYISTOpa 0e3 ero
CYIIECTBEHHBIX U3MEHEHHUH, U KOTOPbIE ObI JOCTHI I XOPOLIEro OajgaHca MPOU3BOIUTEIFHOCTH U TOYHOCTH.
MBI KOPOTKO OIMCBIBAEM OCOOCHHOCTH MHKPOIPOIECCOPOB “DnpOpyc” H AeTand CYIIECTBYIOIIETO
(GYHKIMOHAIBHOTO CHMYJISTOPA, Ba)KHBIC AN MIOTAKTOBO-TOYHOTO MOJEIUPOBAaHUA. MBI JleflaeM HECKOJIBKO
MIPOCTHIX, HO JOCTaTOYHO OOIIMX ¥ IHOJIC3HBIX HAOJIIOEHNMIT O TTOBEJeHNN KOHBeiiepa ¢ MO3HIUH TOYHOTO H
3(Q}EeKTHBHOrO  MOTaKTOBO-TOYHOTO  MOJEIHMPOBAHHS  MHKpoIporeccopoB. JlaHHble  HaOIoxeHUS
HCTIONB3YIOTCSI B Ka4eCTBE OCHOBBI UISI OOOCHOBaHMS, pPa3pabOTKM M aHaJIHM3a HECKOJIBKHX IOAXOMOB K
MOJIETMPOBAHNIO KOHBEHepa, ONHMCAHHBIX B JaHHOW craThe. Bcero MBI ONMCHIBAEM HYeTHIpE Pa3IHIHBIX
MO/IX0/1a, HAYMHASL C IPOCTOTO M JIOCTATOYHO OYEBHJIHOTO, M 3aKaHYMBAsi OOJICE CIIOKHBIMH, MOTYYEHHBIMU
[OCIe€ HECKOJbKHX MTEpallid COBEPIICHCTBOBAHMN M YCIOKHCHMH Ha OCHOBE paHee CHEIaHHBIX
HaOmopeHui. JInsd  KaXAOro MOAXOAa Mbl aHAIM3UPYeM €ro MPeUMMYLIECTBA, HEIOCTATKH U
(byHIaMeHTaIbHbIE OTPAaHUYCHHS.

KuaroueBble cj10Ba: IMPOrpaMMHOE  MOJEIUPOBAHUE; KOHBEWEp; [IMOTAKTOBO-TOYHBIH  CHMYIISITOD;
MHKpOIIpoIieccop; Dnbpopyc

Jass uurupoBanusi: Ilopomun [1.A., Memxkos A.H. VccnenoBanue mnoaxoqoB K peanu3alud KOHBeWepa
HHCTPYKIMH B paMKaX MOTAaKTOBO-TOYHOTO CHMYJISITOpa MUKpoIporieccopoB «msopyc». Tpyxer ICIT PAH,
tom 31, Beim. 3, 2019 r., ctp. 47-58 (Ha anrmuiickom si3eike). DOI: 10.15514/ISPRAS-2019-31(3)-4

1. Introduction

Software based simulation of hardware is a very important tool for development of computing
systems. This tool is especially important for software design, as simulators can be used in place of
actual still in development (or unavailable for other reasons) hardware. Also simulators can
provide wide range of debugging facilities and other information about inner workings of a system
being simulated.

One of the widely used classes of simulators is simulators of microprocessors. Different tasks have
different needs, so there are simulators with various characteristics. Ones may be oriented at
simulation performance; others are aimed at accuracy and precision.

Instruction set simulator (ISS) is a simulator of microprocessor that mostly models a program
visible architecture state without considerations of microarchitecture specifics and timings. And
while for many tasks this is enough, there is a need for simulators with much greater degree of
accuracy that can be used for performance evaluation.

Cycle-accurate simulators (CAS) are such simulators. They are important tools for code efficiency
estimation during development of performance critical software and optimizing compilers. Ability
to debug performance of code is especially crucial for microprocessor architectures, which achieve
high performance not by invisible to programmer microarchitectural features, but mainly by static
planning of instruction execution by smart compiler. The «Elbrus» family of microprocessor
architectures is such type of architectures.

Modern microprocessors achieve their high performance and clock frequency through use of
pipelining. Every cycle-accurate simulator must somehow simulate this pipelining logic to achieve
accuracy of its timings. The way a pipeline is represented in a simulator influences various aspects
of a simulator, how its components interact and its overall design and characteristics. There are
different ways to represent a pipeline and to model it.

In this paper we describe several approaches that were considered as a basis for implementation of
the pipeline model during development of the cycle-accurate simulator of microprocessors
belonging to the «Elbrus» family of instruction set architectures.
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The remainder of this paper has following structure. Section 2 gives brief overview of the
«Elbrus» instruction set architecture and describes an existing instruction set simulator used as
base for the cycle-accurate simulator implementation. Section 3 formulates desired properties and
requirements for the pipeline model being developed. Section 4 describes in detail several
considered approaches to pipeline model organization and explains its discovered advantages and
drawbacks. Section 5 gives brief evaluation of described pipeline models. Section 6 is dedicated to
other approaches to pipeline simulation that can be found in literature. Section 7 gives concluding
remarks and briefly describes plans for further work.

2. Prerequisites

In this section we give some details of the architecture being simulated and of the available
instruction set simulator that influence some design decisions around the pipeline model
implementation.

2.1 «Elbrus» Family of Instruction Set Architectures

The «Elbrus» family of instruction set architectures is VLIW (Very Long Instruction Word) type
of architectures [1]. Performance of this type of architectures is achieved by extracting ILP
(Instruction Level Parallelism) through packing in one instruction several sub-operations, which
are executed by hardware in parallel. «<Elbrus» microprocessors are in-order and have no support
of speculative execution (at least in the traditional sense).

In case of the «Elbrusy», the packing format is not fixed and there are many ways several sub-
operations can be packed in an instruction. Each of these sub-operations can belong to different
kinds of operations: arithmetic and logical operations, control flow operations, predicate
calculations, memory accesses and so on. And, while generally sub-operations observe only effects
of previous instructions, there are several possible interactions of sub-operations within one
instruction, for example, in case of a predicated execution.

Another important consideration is the way pipeline stalls work. Firstly, it is worth noting, that in
case one sub-operation stalls (for example, because its arguments is not ready yet), the whole
instruction stalls, which is a natural result for a VLIW architecture. Secondly, which is more
specific for the «Elbrus» architectures, there are a mechanism of prolonged stalls. In simple terms,
in some cases (determined by a stall cause and a current pipeline stage) an instruction is not
immediately stopped, but effectively after several cycles its results are discarded (as invalid) and it
is returned several stages back for its repeated execution in hopes that the original stall will not
occur again. This process affects not only the instruction that is not ready for execution, but also
several instructions immediately after it. There are two types of such stalls: a 2-cycle one and a 4-
cycle one. Moreover, it is possible for several such stalls to interleave, and for such situation there
is special pipeline control logic.

Later in this paper we will refer to the pipeline stages of the «Elbrus» microprocessors by
following names: F, D, B, R, EO, E1, E2 etc.

2.2 Instruction Set Simulator

Our cycle-accurate simulator was not developed completely from the ground up. An existing
instruction set simulator for the «Elbrusy architecture was used as a basis and a starting point for
the development of its cycle-accurate version.

This instruction set simulator supports wide range of the various «Elbrus» microprocessors of
different architecture iterations via compile time configuration. It also supports both a user mode
simulation (with emulation of system calls) and a full system simulation (with MMU logic,
peripheral devices etc.). All of this is implemented in a shared code base.
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An important feature of the instruction set simulator to consider is how it executes individual
(wide) instructions. Execution is divided in two separate steps, conventionally called «read phase»
and «write phase». The «read phase» prepares some intermediate data and is mostly side-effect
free. Then the «write phase» uses this intermediate data to complete instruction execution. This
way of organization of instruction execution greatly simplifies support of precise exceptions and of
some interactions of sub-operations.

3. Requirements to CAS and Its Pipeline Model

There are multiple valid ways to implement a cycle-accurate simulator and its pipeline model, and
each design have its trade-offs. Therefore, it is important to define scope and requirements to the
cycle-accurate simulator being developed, including its pipeline model implementation. We define
following requirements.

e  Support of a user mode simulation. At this stage of development it is planned that the cycle-
accurate simulator will be used mainly as a tool for debugging performance problems during
software and compiler development. For such purposes a user model simulation are used.

e Code reuse with the instruction set simulator. The existing instruction set simulator
implements major parts of the «Elbrus» microprocessors, and it would be wasteful to
reimplement this functionality separately.

e  Configurability. It should be possible to configure the simulator to support the various
«Elbrus» microprocessors (like the instruction set simulator) and to enable or disable its
different components (for example, for the sake of performance).

o  Flexibility. It should be reasonable easy to support new features of next iterations of the
«Elbrus» microprocessors. And also, when need arises, it should be possible to adapt the
pipeline model for a full system simulation mode.

o Reasonable performance. The cycle-accurate simulator should not be too slow compared to
the instruction set simulator. We aim at no more than tenfold slowdown.

e Reasonable accuracy. Of course, exact timing accuracy is not achievable. However, the
pipeline model design should not prevent possibility of further accuracy improvement and
support of various microarchitectural aspects.

Some of these requirements are conflicting, and we do not expect to simultaneously meet all of

them fully, but to achieve some balance between them.

4. Pipeline Simulation of «Elbrus» Microprocessors

In this section we explore several approaches to the pipeline simulation and describe theirs
advantages and disadvantages.

4.1 Naive «Direct Correspondence» Pipeline Model

The first approach that we tried to implement was based on the simple idea of direct and faithful
representation of the real pipeline stages in the simulator. These stages would be responsible both
for the timing related logic and for the purely algorithmic logic of the corresponding instruction.
We implemented this approach by transforming the «read» and «write» phases of the instruction
set simulator into functions representing pipeline stages. During this transformation the «read» and
«write» phases were split in parts and the missing pipeline related logic was added to them. To
meet the requirement of code reuse, we made code of the new cycle-accurate simulator as base,
and implemented the original instruction set simulator by «glueing» stages together into the «read»
and «write» phases and removing the pipeline related logic, all of this at compile time and through
configuration. Processing of such pipeline model is straightforward.

e lterate through each pipeline stage.
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For each stage determine which instruction is at this stage and execute functions
corresponding to all of the sub-operations of this instruction.

If there are no stalls - advance instruction to the next stage. Otherwise not advance and
propagate stall as necessary. In case of the prolonged stalls simulate related pipeline control
logic.

time ]

Instruction #1

. S
w Instruction #2

¢ Instructions . Functional actions I:l Timing actions ~ — Simulation order

Fig. 1. Simplified illustration of pipeline stage processing in case naive «direct correspondence» pipeline

model

This pipeline model representation should facilitate direct and straightforward support of the
various microarchitectural features, as this software model is close to the actual hardware.
However, although this idea is conceptually simple, during its implementation we discovered its
several major drawbacks.

Splitting of phases of the instruction set simulator into stages and glueing them back together
introduce a major disturbance to the original instruction set simulator functionality. There is
no clear way to avoid that. Attempts to fully restore original phases introduce much ad hoc
logic, which adds fragility to the whole system. This means there is no easy way to achieve
code reuse with this approach.

In the instruction set simulator there are many unobvious interactions between phases of
different sub-operations. These interactions are not easily preserved during splitting of
phases.

While for the most of the operations there is a clear correspondence of phases to pipeline
stages, there are exceptions, which add complexity to the glueing process.

Keeping track of all pipeline stages adds considerable performance overhead, although for
most operations only small subset of all pipeline stages are nontrivial (at least in the context
of timings).

Splitting phases into multiple pipeline stage related functions also inhibits compiler
optimizations, which impact overall simulator performance.

After this implementation attempt it became clear that for meeting our code reuse requirement
we should minimize changes to the instruction set simulator.
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4.2 Smart «Direct Correspondence» Pipeline Model

Next considered approach is a modification of previous one. Its improvements are based on the
following key observations.

time

E 0 | E 1 Instruction #1

R | EQ | [Eq| e

v Instructions . Functional actions |:[ Timing actions — Simulation order

Fig. 2. Simplified illustration of pipeline stage processing in case smart “direct correspondence” pipeline
model.

1) Algorithmic behavior of an operation (which is defined by an instruction set architecture and
is considered by an instruction set simulator) can influence only an algorithmic behavior of
operations of later (or in some cases current) instructions.

2)  Algorithmic behavior of an operation determines its timing behavior.

3) Algorithmic behavior of one operation does not directly influence timing behavior of other
operation.

4) Timing behavior has no direct influence on an algorithmic behavior (except in some limited
number of special cases).

5) Timing behavior of one operation can influence timing behavior of other operation (but
usually only in specific ways).

6) Simulator has more information about the execution process than hardware it simulates.

7) Not all details and inner workings of hardware contribute to its timing characteristics.

First six of these observations let us justify the separation of algorithmic and timing logic and

moving of the algorithmic logic to the beginning of the instruction processing (right before its

pipeline related processing). But we should uphold following conditions

e  Algorithmic simulation of the instruction must occur before the algorithmic simulation of the
next (in program order) instruction (based on the observation 1).

e  Pipeline simulation of the instruction must occur after its algorithmic simulation (based on the
observation 2).

e  Pipeline simulation of different instructions must occur in order determined by the pipeline
state (based on the observation 5).

All of these are satisfied by this approach.

Last observation let us simplify the timing logic by removing all microarchitectural details that are

not directly necessary for correctly calculating timing information, as we are interested not in inner

workings of hardware, but in timing details.
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These transformations should not reduce accuracy of our simulator (except in some rare special
cases, which are briefly considered later in this paper).

The algorithm to process such pipeline is very similar to the previous approach. The only
difference is that in the beginning of the processing of the first pipeline stage of the instruction we
do all algorithmic simulation of this instruction.

This approach let us use functionality of the instruction set simulator (for the algorithmic
simulation of instructions) with minimal modifications, which remedy many major drawbacks of
the previous approach. But we still have to address the performance concerns, as in this approach
the simulator still keeps track of all pipeline stages, even if they are trivial, and the timing logic is
still split into multiple independent functions.

4.3 «Fully Speculative» Pipeline Model

The next approach to the pipeline simulation is based on the assumption of stronger the

observation 5:

5*) Timing behavior of operation of one instruction can influence timing behavior only of
operations of the same or next instructions.

With this modified observation first five observations can be summarized as follows.

e  Behavior (algorithmic and timing) of an operation of an instruction cannot depend on the
behavior (algorithmic or timing) of operations of next instructions.

This assumption let us simulate all of the instruction’s behavior in one go before even considering

next instructions. It is just necessary to remember all effects (algorithmic and timing) of the

instruction that can influence next instructions. And this is what we do in this approach.

The simulation of pipeline in this approach is as follows:

e Simulate algorithmic behavior of the instruction using the instruction set simulator
functionality.

e  «Speculatively» simulate timing behavior of the instruction by processing each of its
nontrivial stages one by one from first to last, remembering in the process all information
about produced effects and their moments in time for use by next instructions (at the same
time using such information from previous instructions).

e  Move to the next instruction.

__,IREAD

time

E 1 Instruction #1

k.

B R —EO

. R . EO > E‘I [ Instruction #2

Instructions - Functional actions Timing actions —— Simulation order

Fig. 3. Simplified illustration of pipeline stage processing in case ‘‘fully speculative” pipeline model

Such pipeline organization is expected to be more performant, as it has less overhead related to
keeping track of the individual pipeline stages, better processes trivial stages, and in general has
more optimization opportunities.
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At the same time, with this approach it is necessary to transform the pipeline representation in the
new form that supports «speculative» accumulating of effects. This was possible in our case, but
may be difficult to achieve in others.

Also, such pipeline model is more complicated and unintuitive. For example, it has no reasonable
notion of the current moment in (simulation) time. Time becomes in some sense distributed around
the whole pipeline model.

Pipeline is not sole contributor to timing behavior, and it must interact with other components of
microprocessor, such as L1 and L2 caches, IB (Instruction Buffer, the component responsible for
the fetch of instructions) and others. It may be unfeasible to simulate these components in such
«speculative» fashion, and the only reasonable way is the cycle-by-cycle type of simulation. And
without a clear «current moment» concept, it is not obvious, when such cycle-by-cycle simulation
must occur.

Let us consider L1 cache as a concrete example. Its cycle-by-cycle simulation must occur after all
its inputs are available but before its results can influence simulation of the other components
(including the pipeline). After careful study of possible interactions of the L1 cache model and the
pipeline model we identified that such cycle-by-cycle simulation should occur right after the
simulation of the stage R of the instruction. By similar reasoning the cycle-by-cycle simulation of
the IB should be placed right after the simulating of the stage F of the instruction. Additional
considerations must be made in case of stalls, but overall idea is the same.

Now let us consider interactions between the IB and the L1 cache. In principle, it is possible to the
IB request of the future instruction to interfere with the L1 cache state observed by the current
instruction. Therefore, it is possible to the timing behavior of the future instruction to influence the
timing behavior of the current instruction, which is a violation of our earlier assumption. It means
that in this approach we cannot accurately simulate some interactions between various
microprocessor components.

Another example of violation of our assumption is the complex interactions during the interleaving
of prolonged stalls, where stall of the next instruction can influence stall latency of the current
instruction.

Overall, while this approach promises performance improvement, it sacrifices accuracy and
flexibility and introduces additional complexity.

4.4 «Hybrid» Pipeline Model

The last approach to the pipeline simulation considered in this paper is a combination of second

and third approaches. This pipeline model tries to retain accuracy of the smart «direct

correspondence» model and to achieve some of the performance benefits of the «fully speculative»

model. It is based on the two additional observations:

8) Pipeline behavior of an instruction interacts with pipeline behaviors of other instructions and
other components at specific pipeline stages.

9) There are continuous sequences of stages that executed uninterrupted (without stalls and
influence from other instructions and components).

For example, after the stage E2 there is no possibility of any stall and all further timing behavior of

the instruction is predetermined. So it is possible to simulate such continuous uninterrupted

sequences of stages speculatively in a manner similar to the «fully speculative» approach, but

without the risk of decreasing timing accuracy. And after the instruction reached the pipeline stage

E3, we can stop keeping track of it, as its timing behavior is completely simulated (partly normally

and partly speculatively) at this point. This significantly decreases the pipeline simulation

performance overhead and the overhead of dealing with trivial stages.

Processing of such pipeline model is very similar to the smart «direct correspondence» approach:

e |terate through each pipeline stage.
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e  For each stage determine which instruction is at this stage.
e Ifitisanew instruction, then simulate its algorithmic behavior.

e Ifitis the first stage of an uninterrupted sequence, then speculatively simulate all stages of
this sequence.

e |f there are no stalls, then advance the instruction to the next stage. Otherwise not advance
and propagate stall as necessary. In case of prolonged stalls simulate related pipeline control
logic.
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Instructions . Functional actions
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—

Simulation order

| Timing actions =00 ==————————- >
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Fig. 4. Simplified illustration of pipeline stage processing in case “hybrid” pipeline model

Overall, this approach let us partially get performance gain of the «fully speculative» approach
without its major drawbacks of sacrificing accuracy.

Unfortunately, all described approaches (except the naive one) do not cover the special case of the
timing behavior influencing the algorithmic behavior. Example of such situation is operations that
generate a predicate based on readiness of its arguments. Researching of ways to address this is
part of our future work, and we hope it will be possible to implement a solution within the
«hybrid» approach.

5. Evaluation

Although the cycle-accurate simulator is still in development and there is work to be done (for
example, memory subsystems are not fully implemented yet and are greatly simplified), it is worth
to do some preliminary evaluation of the pipeline model implementations described in this report.
Here we will consider only the «fully speculative» and the «hybrid» models, as the «direct
correspondence» models were abandoned much earlier in the development and it is hard to make a
fair comparison of them to the other models.

We compare the relative performance and the total number of the simulation cycles that were
needed for the test completion. The instruction set simulator is used as a baseline. Individual test
cases consist of the executing on the simulator part of one of the SPEC CPU95 benchmarks.
Results presented in Table 1.

At this stage of the development we do not have a reasonable cycle count reference that we can
use, because, for example, our simulators do not do proper simulation of various memory accesses.
Nevertheless, we hope to get rough estimate of contribution of the more detailed simulation of the
pipeline by the “hybrid” model to the total cycle count.

Results show that on average the «hybrid» model is slower than the «fully speculative» model by
~20%. At the same time, average difference in total cycle count is around 0.5% with one
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significant outlier «146.wave5» with the cycle count difference of 6.1%. We expect that this is
because less accurate simulation of the prolonged stalls in the «fully speculative» pipeline model.
It is possible to optimize both models and the performance difference after optimizations can
change, but we expect that the «hybrid» model will always be slower. Despite this overall we
consider the «hybrid» model as a better approach as it is more fully meets our requirements of
accuracy and flexibility, and in a need of performance it should be possible to configure the
«hybrid» model accordingly.

Table 1. Performance and total cycle count relative to instruction set simulator.

«Hybrid» CAS «Fully speculative» CAS
Test Relative Relative cycle Relative Relative cycle

Performance count Performance count
099.go 0,192 1,747 0,218 1,747
101.tomcatv 0,271 1,415 0,323 1,424
102.swim 0,329 1,983 0,407 1,981
103.su2cor 0,277 1,415 0,322 1,420
110.applu 0,218 1,999 0,266 2,001
124.m88ksim 0,243 1,151 0,299 1,151
126.gcc 0,291 1,376 0,341 1,378

129.compre

ss 0,222 1,522 0,286 1,539
130.0i 0,195 2,102 0,224 2,104
132.ijpeg 0,218 1,738 0,261 1,749
134.perl 0,252 1,541 0,301 1,553
141.apsi 0,248 2,364 0,286 2,379
146.wave5 0,328 1,734 0,398 1,840
147.vortex 0,250 1,600 0,308 1,601

6. Related Work

Cycle-accurate simulation of modern microprocessors is a very active area of research. But only
small portion of this research is focused on simulating of general purpose VLIW microprocessors,
let alone on the «Elbrus» architecture. And many of the available approaches do not quite translate
to the «Elbrus» specifics.

Approaches of simulating a pipeline of VLIW microprocessors, similar to the «direct
correspondencey approaches, are described in [2-4]. However, they do not address the issue of
code reuse in the presence of an instruction set simulator.

All of the approaches described in this paper are execution-driven. Trace-driven simulation is one
of the alternatives [5-9]. The basic idea of the trace-driven approach is a separation of the whole
simulation process in two phases: generation of some data (trace), that represents an execution
path, and using that data as an input for a cycle-accurate simulation of some microprocessor
aspect. Trace can be generated by real hardware or other simulator (for example, an instruction set
simulator). This approach gives benefits, similar to ones we aim to achieve by separation of
algorithmic logic and timing logic introduced in our second approach, but makes extremely
difficult to account for a possible dependence of an algorithmic behavior on a timing behavior
(which we are planning to address in future work in our approach), as these interactions cannot be
captured in trace during its generation before cycle-accurate simulation.
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The pipeline representation, similar to our «fully speculative» approach, is used in [10]. Authors
describe in details various aspects of the pipeline simulation (occupancy of stages, operand
dependencies and control flow considerations), but do not discuss limits of this approach and
complexities of interaction of such pipeline model with other components of microprocessor.

7. Conclusions and Future Work

Software based simulation of microprocessors is a very important tool. There are many possible
ways to implement such simulators, each of them with its own set of advantages and
disadvantages.

In this paper we explored several approaches to the pipeline simulation in the context of the cycle-
accurate simulation of the «Elbrus» microprocessors. We made several simple, but general and
powerful observations, which were used as the foundation for the design of the various pipeline
models and for the analysis of their advantages and drawbacks. We described several of such
approaches that were considered and at least partially implemented during development of our
cycle-accurate simulator.

The cycle-accurate simulator described in this paper is still in active development. In the future
work we are planning to address the issue of dependence of the algorithmic behavior of the
instruction on the timing behavior and to explore additional ways to optimize performance of the
simulation.
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PaspaboTka yHuBepcanbHbIX TECTOBbIX NPOrpamMm
ONA aBTOHOMHOM U CUCTEMHOMN NOrn4YecKomn Bepucmrkaumm
nporpamMMmpyemMbIX KOHTPOJIepoB

I1.B. ®ponos, ORCID: 0000-0002-9810-2210 <Pavel.V.Frolov@mcst.ru>
ITAO « MHOYM um. U.C.bpyxay, 119334, Poccus, e. Mockaa, yr. Basunosa, 0. 24
AO «MI]CT», 117105, Poccus, e. Mockea, yn. Haeamunckas, 0. 1, cmp.23

AnnoTtamms. [Tpu pa3paboTke CHCTEM-Ha-KpUCTAIIIe HEOOXOAMMO MPOBOANTE BEPHU(DUKAIMIO KaK OTICTBHBIX
MOMOTyJIel (KOHTPOJUIEpOB nepudepuitHbix HHTepHEHCOB B KOMMYTATOPOB), TAaK U CHCTEMBI B IeJoM. B
CTaThe MPEACTABJIEH MOJXOA K pa3paboTKe TecTOB Ul BepH()UKAIMU MPOTPAMMHPYEMBIX KOHTPOJUIEPOB.
Tectsl paspabaTbIBatOTCS Ha s3bIke mOporpammupoBaHus C++; NporpaMMHUpPOBaHHE TECTHPYEMOTO
YCTPOWCTBA M TECTOBOTO OKPY)KEHHS OCYIIECTBISIETCS C MOMOIIBI0 CHEHAIFHOTO MPOrPAMMHOTO
uHTepdeiica. DyHKIMU 3TOro MPOrpaMMHOro HHTepdeiica peanu3yroTcsi B CTAaHAAPTHOM OubOIHOTEKe
TECTOBOIO OKDPYXEHHs; peaju3alsi 3aBUCHT OT CTPYKTYphl TECTOBOTO OKPYXXCHHsS: B KadecTBe
MOJISTUPYEMOT0 YCTPOIMCTBA MOXET BBICTYNATh TOJBKO TECTHPYEMbI KOHTPOJUIEp, KOHTPOJUIEp B COCTaBe
0JI0Ka KOHTPOJUICPOB, MJIM KOHTPOJIEP B COCTaBE IMOJHOM CHCTeMbI-Ha-KpucTayie. s BepubHUKanuu
CHCTEMHOTO YPOBHSI OMONHMOTEKa M TECTOBas MPOTrpamMMa KOMIHMJIMPYIOTCS Ui MCIOJHEHUs Ha OJHOM W3
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BBIYHCIIUTENILHEIX SIJIEp CHCTEMbI-Ha-Kpucrayuie. [Ipn aBTOHOMHON Bepu(HKaIHMU TECTOBask Iporpamma U
O6ubmoTeKa OKpyXeHHs (HOPMUPYIOT NMPOTPAMMHBIA MOMYIIb, B3aUMOJACHCTBYIONMI ¢ cuMyisitopom RTL-
ONMHUCaHMsl C TOMOLIbI0 cTaHaapTHoro uHTepdeiica PLI; O6ubnnoreunbie (QyHKIMH B3aMMOACHCTBYIOT ¢
MOJICTIMPYEMBIM YCTPOWCTBOM 4epe3 CIEeLMabHBIl aJanTep CHCTEMHOro HHTepdeiica; kpome TOro, B
TECTOBOE OKpPYXKEHHE MOXET OBITh BKIIOYEH HMMHTATOp BHEUIHEro ycTpoiictBa. IIpu Takom ycTpoiicTse
TECTOBOTO OKPYXEHHs OJHA M Ta JK€ TeCcToBas IPOrpaMma MOXKET IPOBEPSTh YCTPOWCTBA C OIHUM
IIPOrpaMMHBEIM HHTep(heHcoM, HO pa3sHbBIMH CHCTEMHBIMH HHTep(deiicaMi; HE0OX0IMMO TOJIBKO Peali30BaTh
COOTBETCTBYIOIIUME afanTepsl. IIpencTaBieHHbI MOAXOA IO3BOJIET 3allyCKaTh TECTOBYIK NPOrpaMMy Kak
aBTOHOMHBIM TECT, TaK U B KadeCTBE TECTa MHTErpallid Ha BEpUPHIMPYEeMOH cucTeMe-Ha-KpucTamie. B
CTaThe ONMHMCAHbl peann3anys IPEICTaBIEHHOTO IOJAXOAa M €ro IPHMEHEHHEe B MapIIpyTe BepH(uKanuu
MHKPOIIPOLIECCOPOB ceMeiicTBa DIbOpyc.

KiroueBble cioBa: joruyeckas BepHU(HUKAIMsA anmapaTypbl, BepH(HUKAIMA Ha OCHOBE MOJACIMPOBAHHS,;
TECTOBAs CHCTEMA; aBTOHOMHasi BepU(UKAIHS; CHCTEMHasi BepH(UKAIHL

Jas uutupoBanus: ®ponos I1.B. Pa3zpaboTka yHHUBEpCaJbHBIX TECTOBBIX MPOTPaMM AT aBTOHOMHOW H
CHCTeMHOI JIorn4eckoit BepuuKauu mporpaMmupyemMsix koutposuiepos. Tpyast UCIT PAH, tom 31, Bbim.
3,2019 r., ctp. 59-66 (na anrmuiickom s3bike). DOI: 10.15514/ISPRAS-2019-31(3)-5

1. Introduction

Typical test scenarios for programmable standalone units (peripherals and commutators) are based
on estimated work patterns of the designed chip operating. Such test scenarios are an indispensable
part of a standalone verification testplan. They also must be included in a device integration test
suite for system-level verification to check considered device interaction with other units.

This paper describes an approach to test development for verification of programmable standalone
units which allows using the same test both for standalone and system-level verification. The
presented approach also enables tests run in different execution environments (via an RTL
simulator, an FPGA-based prototype or a manufactured chip).

The rest of paper is organized as follows. Section 2 reviews the existing techniques considering the
same tests reuse for different execution environments. Section 3 introduces the structure of the
framework for test development, implementing presented approach. Section 4 describes API
provided by the framework for tests use. Sections 5 and 6 present test transformation for system-
level and standalone verification respectively. In Section 7, results are presented and in Section 8,
possible/planned future work is mentioned.

2. Related work

The main target of the presented approach is to reduce verification effort through the unit-level
tests reuse for system-level simulation.

Review works on SoC verification suppose high level of the verification components reuse [1][2],
but there is not much information about practical approaches for the test programs reuse. The
problem of the stimulus reuse for different execution targets and environments is targeted by The
Portable Test and Stimulus Standard (PSS) [3], but this standard provides only language for a test
intent description [4].

Typical approach to unit-level verification is transaction-based verification, implemented, for
example, in UVM (Universal Verification Methodoly) standard [5]. Such tests are written in
SystemVerilog and commonly use constraint-random stimuli generation, implemented via external
tools (RTL-simulator, for example). The reuse of such a test for system-level verification requires
its additional adaptation. For example, the work [6] describes an approach which allows to get a
system-level test based on the unit-level one for the separate IP-block (GPU) of the heterogeneous
SoC. A trace of DUT interactions with the testbench is logged during unit-level simulation and
then is compiled into assembly, ready for execution on the CPU at SoC level. The approach copes
with register polling through the test driver library instumentation but DUT interrupts handling
isn't described.
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3. Test development framework

In the presented approach, a test is written in C++, so it can be translated to different host CPU
architectures:

e to a PLI-application [7] (PLI is for Program Language Interface) interacting with a simulator
modeling the RTL description of the standalone unit (or the block of controllers including this
unit);

o for system-level execution on one of the general-purpose cores of the verified SoC.
The system-level test runs without an operating system and this restricts usage of standard C++/C
library: no explicit usage of externally linked functions is allowed. Instead, the test development
framework provides a common standard API for different test execution environments. The API is
described in header files as a list of C++ function prototypes. For every supported test execution
environment the framework provides a corresponding environment library implementing these
functions.

Advantages of C++ as a test implementation language mainly address system-level test execution.

Firstly, C++ allows to transfer some calculations to the compilation stage via contexpr specifier

(since C++11 [8] version of language standard). Secondly, C++-templates allow wrap of specific

assembly instructions into inline functions to avoid function call overhead while preserving test

portability. Besides, parts of device drivers or BIOS, commonly written in C, can be relatively
simply ported for test use and vice-versa.

4. Environment library API

A typical programmable controller implements three kinds of interaction with a system: it provides
access to the internal registers and memory for configuration (P10, programmed input/output), can
initiate DMA-transactions (Direct Memory Access) to the system memory and send interrupt
messages. Thus the environment library APl must provide means to perform, control and observe
these interactions.

The API contains a description of typical operations:

e access to the registers and the internal memory of the device under test,

e system memory handling operations (allocation, pattern filling, data comparison),
e  device interrupts handling,

e address translation for DMA-transactions programming,

e simulated time measuring and timeout setup,

e  debug test output,

e  other auxiliary procedures.

5. System-level verification

For system-level verification the test program is translated for execution on a general-purpose core
of the verified SoC as well as the standard environment library. The framework also provides a
bootstrap program for basic system initialization required for the test to run. The test and the
library are linked into a single executable image (the system-level test). To run the test the
execution environment places this image in the memory of the SoC (DRAM and/or NVRAM) and
transfers control to the entry point of the environment library, which in turn calls the test function.
After the test execution the environment library handles the exit code and provides diagnostic
information (fig. 1).

The framework allows executing the same unit test with different system settings, providing
comprehensive unit integration check. System settings programming is performed by the bootstrap
part of the environment library; their values are described in additional files and are transmitted to
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the system-level test either via compilation macro definitions or as object files with initialized C-
structures during linkage.

( Test start ]

v

| System initialization |

v

| DUT fask setup |

v

| Registration of handlers for DUT-initiated interrupts |

v

| Timeout setup |

v

| DUT task start |

v

| Waiting for the DUT to finish |

Y

yes

Interrupted by timeout?

Check results (status registers and DMA-transferred data) |

no yes

[ TestPassed 1™ Test Failed |-

Fig. 1. The framework for system-level verification

Examples of system settings to vary range from separate bits in different control registers of the
verified SoC to modes which require additional nontrivial setup. For example, DMA-transactions
from the tested device can work directly with system physical addresses or can be additionally
redirected via the IOMMU (Input/Output Memory Management Unit).

The environment library implements the API with functions executed in super-user mode.
Read/write access to the device registers is implemented with load/store instructions with specific
attributes (memory type specifiers). In microprocessors of the Elbrus family registers of external
programmable devices are placed within PCl-address spaces: memory, 1/0 and PCl-configuration
space. The test defines a target device address in a PCl-configuration space and allocates necessary
address ranges in PCI 1/O or memory spaces via appropriate APl functions.

The environment library provides a simple heap manager without deallocation implementation.
The test program allocates data arrays in the heap for use as RAM regions accessed from the tested
device by DMA-transactions.

Virtual addresses for DMA-transactions are written to the device registers and/or to descriptor
tables in RAM. In the simplest case the virtual address is equal to the physical address: so-called
transparent translation, but DMA-transactions from the tested device can be redirected via the
IOMMU, so the environment library provides functions for IOMMU configuration and in-test
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address translation functions. The test uses that functions for getting virtual addresses from
physical ones, which are returned from the heap allocation-function.

The environment library implements functions for the system interrupt controller configuration
and test-defined interrupt handling. The test configures interrupts to be sent by the tested unit and
registers callback functions handling those interrupts. During the test execution the environment
library catches interrupts from the device and calls registered handlers.

Simulated time measuring is implemented via reading of the clock-counting register or
programming local timer to send interrupts in defined time intervals.

The system-level test can be compiled for different execution environments: a functional model, a
simulated RTL-description of the tested SoC, an FPGA-based emulator or a manufactured chip.
The target execution environment determines the bootstrap procedure and the debug print support
linked to the test.

The functional model allows fast execution with high observability (instruction execution trace,
units programming trace), so it is used for the test and the environment library debug.

6. Unit-level verification

The structure of the unit-level testbench is presented on fig. 2. The testbench consists of the
environment library and the test linked to the testbench as a PLI-application, an adapter for the
DUT-system bus interface and, possibly, a specific imitator of an external device.

Interrupt 1 -
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o |
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@ | Memory | library functions
£ | manager = cals
g |
|
5 |
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|
|
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|
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@ system bus interface
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Fig. 2. The structure of the unit-level testbench
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The interface of the device-under-test which connects it to the rest of the SoC requires an
appropriate adapter for interaction with the testbench. It provides an interface-specific
implementation for DUT registers access operations and redirects DUT -initiated transactions to the
environment library.

There are two separate address spaces in the test: "internal” for direct access from the test and
"external" for DMA-transactions. Memory manager returns to the test pointers with "internal"
addresses for memory allocation requests and all library functions for on-core memory processing
work with "internal" addresses. Addresses to be targeted by DMA-transactions are wrapped by
translation functions that convert internal pointers to external ones and record this translation.
DMA-requests are transferred by the adapter to the memory manager that checks DMA destination
addresses against previously recorded translations. If there is an appropriate record of translation,
the memory manager writes data from DMA-transactions or reads it for return to the adapter.
Otherwise an error is detected.

Interrupt messages issued by the device are registered within the environment library; when the
test calls library functions, pending interrupts are handled and a user-defined callback is executed.
Simulated time measuring is implemented by means of functions DPI-exported from the part of
the library written in SystemVerilog.

Different devices with one programming interface can be tested by the same test program even if
they have different bus interfaces; different bus interfaces require different adapters to be
implemented. The tested controller can be connected to the adapter not directly, but through the
root commutator of the block of controllers including the unit in consideration (fig. 3).

That variant of the DUT allows verification of interaction between system commutator and the
tested controller (intermediate-level verification). Test scenarios with simultaneous work of
several controllers can be implemented.

Y

peripheral controlier 1 €

Commutator —=( 1O Link controller gq———

VIP p&—3= peripheral controller M &—

Fig. 2. Indirect connection through the root commutator

7. Results and use experience

The described approach to test development has been applied to verification of peripheral
interfaces controllers of standalone southbridge ASICs developed in MCST [9], such as
HD Audio, SATA, USB 2.0, PCI and PCl-e bridges, and multiple low-speed controllers. Now it is
used for verification of embedded IOHubs being developed for a new generation of the Elbrus
microprocessors. Standalone and embedded southbridges have different in-house interfaces to
transfer packets based on PCI Express transaction layer packets [10], therefore different adapters
have been implemented in order to reuse the same set of tests.

MCST designs computing systems based on CPU of Elbrus and SPARC instruction set
architectures, thus the environment library for system-level tests is implemented for both
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architectures and for different microprocessor models (starting from Elbrus-4C [13] for
Elbrus-based microprocessors and R-1000 [14] for SPARC-based ones).

The typical test development and use flow consists of the following subsequent stages:
e system-level build for functional model execution and test logic debug;

e unit-level build for standalone unit verification;

e unit-level build for verification of the unit as a part of the southbridge;

e system-level build for test execution on full system-on-chip (RTL or FPGA-based
prototype [11]).

The system-level environment library supports simultaneous execution of several tests for different
controllers on multi-core systems. Tests are executed on different cores; shared resources are
distributed between tests based on static planning [12].

8. Future work

The described approach for unit-level verification was implemented mainly for southbridge
controllers of MCST projects. The future work is supposed to embrace adaptation of system-level
tests for north-bridge integrated graphics cores to unit-level verification. It requires further
development of internal system bus interface adapters for different target CPU models.

There is also an endeavor to use already developed system-level tests for verification of hardware
1/0 virtualization support in new microprocessors of Elbrus family. The test program is supposed
to run as a simple guest OS while the environment library functions are executed in hypervisor
mode. Different modes of virtual 1/0O support are to be implemented: emulation mode and direct
device assignment.
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Abstract. State of the art microprocessor systems usually include complex hierarchy of a cache memory.
Coherence protocols are used to maintain memory consistency. An implementation of memory subsystem in
HDL (hardware description language) is complex and error-prone task. Ensuring the correct functioning of
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should be taken into account when verifying memory subsystem unit are listed. The generation stimulus
algorithm stages are presented. Method of using “hints” from design under verification to eliminate
nondeterminism is used in the implementation of checking module. We review several other techniques for
checking the correctness of memory subsystem units, which can be useful at different stages of project
development. A case study of applying the suggested approaches for verification of Home Memory Unit of
microprocessors with Elbrus architecture is presented. Classification of detected and corrected errors in
different submodules of verified device is provided. Further plan of the test system enhancement is presented.
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AnHoTanmsi. COBpeMEHHbIE MUKPOIIPOIIECCOPHBIE CHCTEMbI OOBIYHO BKIIOYAIOT CIIOXHYIO HEPAPXMIO KIII-
naMATH. IIpOTOKONBI KOTEPEHTHOCTH HCHOJB3YIOTCS Ui TOANCP)KAaHHUS COIJIACOBAHHOCTH IaMSATH.
Peanmm3anus moacuCTeMBI ITAMATH Ha SI3BIKE ONMCAHMS alapaTyphl SBISETCS CIOXKHOW M TOABEP)KEHHOMN
ommoOkam 3amadeil. ObGecnedeHne KOPPEKTHOTO (HYHKIIMOHUPOBAHUS MOJCUCTEMBI IAMSTH, SIBISETCS OJHOI
W3 BaXHEHIIMX 3agad B TIpoliecce pa3pabOTKH COBPEMEHHBIX MHKPOIPOIIECCOPHBIX CHCTeM. s 3Toro
HcTIonb3yercs (QyHKIMOHANbHAS BepH(HUKalusi. B manHON padoTe MpeACTaBICHB HEKOTOPHIE IOAXOIBI K
Bepu(UKALMK OJIOKOB MOJCHUCTEM IaMITH MHOTOSIEPHBIX MHKpOIMpolieccopoB. OmucaHbl XapaKTepUCTHKN
MOJICHCTEM MaMsTH, KOTOpbIe HEOOXOIMMO YUYHMTBIBaTh B mpolecce Bepudukaunu. [IpencraBnena obuias
CTPYKTypa TECTOBOM CHUCTEMbI JUIi aBTOHOMHOW BepHuKaluu OJ0KOB MoacucTeMbl maMsaTu. IIpuBenena
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K1accH(UKAIKA TUIIOB MPOBEPSAIONIMX MOJENeH, X NPEeMMyIecTBa U HEIOCTaTKH. B craThe mpencrasieH
MO/XOJ, K MOCTPOSHUIO aBTOHOMHOTO OKPYXEHHUsS Ui BepHU(HUKALMHM C HMCIOJIb30BAHUEM YHUBEPCAJIbHON
merononorun Bepudukamuu (UVM). IlepedncieHsl orpaHudeHUs, KOTOpHIE CIEIyeT YYUTHIBAThb IIPU
IIpoBepKe OJIOKOB IMOJCHUCTEMBI MamsATH. [IpencTaBiieH aaropuTM TeHepalmiH BXOAHBIX CTHMYNOB. Jlis
YCTpaHEHHs] HEONPEeIeHHOCTH TEKYIIEro COCTOSHHS BepU(PHIMPYEMOrO YCTPOMCTBA B IPOBEPSIONIEM
MOZyJie WCHOJNB3YeTCS METOJ] aHalu3a <«IOACKa30K». PaccMOTpeH psii IpyrMX METOJOB IIPOBEPKH
KOPPEKTHOCTH OJIOKOB TIOJCHUCTEMbI IMaMATH, KOTOPBIE MOTYT OBITh IIOJ€3HBI Ha pPAa3IMYHBIX 3Tarax
pa3paboTku mpoekra. IIpencrapieH npumep MPUMEHEHHs MPEUI0KEHHBIX MOIXO0A0B K BepuHKauu 0joKa
HMU wMukponpoueccopoB ¢ apxurekTypoil Onpbpyc. IlpuBenena kimaccuguxanus OOHApyKEHHBIX U
UCHPABICHHBIX OMMOOK B pa3NM4YHBIX HOAMOAYNIAX BepuHLMpyeMoro ycrpoicrBa. IIpencraBnexn
JaNbHEHINI TU1aH COBEPIICHCTBOBAHMS TECTOBOH CHCTEMEL.

KiroueBble ¢j10Ba: MHOTOAEpHBIE MUKPOIIPOLIECCOPBI; KAIII MaMATh; IPOTOKOJIbI KOTEPEHTHOCTH; TECTOBAs
cucTeMa; BepuuKanus Ha OCHOBE MOJIENICH; aBTOHOMHas BepuduKaius

Jas uurupoBanus: Jlebenes JI.A., IlerpoucHkoB M.B. TectoBoe OKpykeHHE Ui BepuUHUKAIHU OJOKa
MOJICUCTeMBI aMATH MHOTOMpoieccopHoit cuctemsl. Tpynst UCIT PAH, Tom 31, Bem. 3, 2019 r., ctp. 67-76
(na anrmmiickom si3bike). DOI: 10.15514/ISPRAS-2019-31(3)-6

1. Introduction

With the development of microprocessor technology and growth of the number of computational
cores and CPUs in systems processor performance increases rapidly. Unfortunately, the speed of
memory access is not growing as fast as the speed of the processor [1]. Thus, one of the biggest
bottleneck elements become the memory subsystem. To level the difference in speed, designers of
microprocessor systems implement a complex memory subsystem that includes cache hierarchy.
State of the art microprocessor systems usually include 3-4 levels of cache memory. This approach
is able to reduce the number of accesses to main memory, and, therefore, reduce memory access
instructions average execution time.

In the multicore systems if multiple cores are simultaneously allowed to contain copies of a single
memory location, the problem of maintaining memory consistency arises. A mechanism must exist
to ensure that all copies remain consistent when the contents of that memory location are modified.
Coherence protocols support such mechanism. Usually we have higher-level caches shared
between cores and lower-level caches served by a single core. Complex systems that combine
several multi-core processors may also have cache memory to speed up other processors' access to
their memory.

A large number of processors and processor cores and complexity of system data exchange
organization makes coherence protocol very complicated. An implementation of cache coherence
protocol is a complex and error-prone task. Errors of this kind are critical and difficult to detect on
system-level verification. Thus, a memory subsystem and implementation of coherence protocols
in HDL (Hardware Description Languages) models must be thoroughly verified [2].

There are two main methods for verification of memory subsystem: a simulation-based
verification and formal verification [3]. Formal verification is used to mathematically prove the
correctness of a DUV (Device Under Verification) model with respect to its specification. It is
widely known that main advantage of formal methods is their exhaustiveness. Many works are
devoted to this method [4-6]. Disadvantages of these methods are complexity of development and
high specification requirements. Simulation-based methods are not exhaustive, but they can be
applied at earlier stages of development and they are much simpler.

Verification of a memory subsystem, as a part of whole microprocessor, can be provided by means
of system verification [7]. However, it is essential to mention that some of the components of a
memory subsystem are invisible from the point of view of a testing program and it is hard to
recreate necessary conditions for verification with proper quality. To overcome these drawbacks, a
stand-alone verification of the memory subsystem is usually used.
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There are a number of methods to implement a standalone functional verification of a memory
subsystem. One of them is C++TESK Testing ToolKit created in ISP RAS [8]. It is an open-source
C++ based toolkit intended for automated functional testing of RTL (HDL) models of digital
hardware (in Verilog and VHDL). The tool included a library of C++ classes and macros that
define facilities for all parts of a verification environment. Some of disadvantages of this tool are
high complexity of the application and needs documentation and checking reference model high
accuracy.

Another tool name is Alone-env created in the MCST. The Alone-env provides a wrapper-class
over Verilog description of the verified module. The Alone-env too has some disadvantages: the
lack of collecting coverage means, high requirements for the checking reference model and the
inability to reuse the test system.

Nowadays the most widespread verification methodology is Universal Verification Methodology
(UVM). This is a standard verification methodology from the Accellera Systems [9]. UVM
designed to enable creation of robust and reusable testbenches and their components. UVM is a
class library helps to bring much automation to the SystemVerilog language. Disadvantages of
UVM is learning curve is very high for new users and it takes a lot of code to create basic UVM
testbench classes. Nevertheless, our team already have a number of test systems, basic classes and
libraries written and debugged. Therefore, we choose UVM for developing the stand-alone
verification environment of memory subsystem modules.

The rest of the paper is organized as follows. Section 2 reviews the existing techniques for
standalone verification of the memory subsystem. Section 3 describes a case study suggests an
approach to the problem of developing test system. Section 4 describes additional used
approaches. Section 5 reveals results and Section 6 concludes the paper.

2. Standalone verification methods of memory subsystem

In a stand-alone verification we implement test system that allows to select a single part of the
whole system and examine its behavior in the test environment that behaves in a way similar to the
“real” system. Correct mechanisms of interaction with DUV are defined in its specification. One
of the main advantages is that it is easier to explore edge and corner cases in the verified module.

When verifying a part of the memory subsystem with included cache, we need to take into account
some features while developing the test system:

e it consists of cache lines that are fixed size blocks used to transfer data between two nodes of
the system;

e logic to locate and transfer requested data;
e cache line also hold service information;
e may be several requesters which work with different cache lines

e if two or more requesters want to refer to the same cache line such request have to be
serialized and completed in the same order as they received;

e controller support some of implementations of a coherence protocol;

e  due to the limited amount of a memory, one of the data eviction algorithms is implemented.
Test environment (or testbench) for verifying the memory subsystem usually includes:

e  generator of input stimulus;

e  checker of collected reactions correctness;

e  module collecting coverage information.

Generator of input stimuli is responsible not only for primary requests that perform operations
with memory, it also collects reactions from verified device and generate answers from test
environment - secondary requests. Generalized scheme of test environment shown on Fig. 1.
Generation of stimuli can be simplified by using TLM [10] (Transaction Level Modeling) to
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communicate with DUV. TLM allows focusing more on the functionality of the data transmission
and less on its actual implementation.
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Fig 1. Generalized scheme of test environment

If the verified device has a complex structure and many states, the easiest way to check correctness
of reactions is building the separate checking module. Checking module is based on the external to
the test environment reference model usually written in high-level language (C, C++ or some
specific languages for verification of hardware, such as SystemVerilog, SystemC or «e»). All
requests and reactions from the verified device sent to the checking module where then made a
conclusion about the correctness of the behavior.

The reference models could be divided into three types: cycle-accurate, discrete-event with time
accounting and event models [11]. First two of them require a very accurate specification. It is
hard to support design changes that happen very often on the first steps of the development.
Furthermore, the similarity of the implementations of the model and the DUV can lead to
duplication of errors. To check correctness of memory subsystem, it is reasonable to use event
models because they require less time to develop and more flexible for changes of the design. Data
interchange of the test system with reference model occurs instantly by calling appropriate
functions. For some devices, there are several correct scenarios of the operation for the same input
stimuli. We call those devices non-deterministic. There are two methods allowing using behavioral
event models for verification of these devices [12].

The first method is dynamic refinement of transaction level model. A general approach is as
follows. When a reference model gets a request and there are several possible ways to react to the
request, the model creates additional instances and executes the requests in each of them. Then the
models are waiting for the reactions from the device under verification. The reaction contents
service information (such as a response type, a direction of sending, etc) which helps to exclude
impossible states. Absence of suitable state for reaction signals about an error. The sign of a
successful completion is comparison all the reactions of the DUV and removal of all unnecessary
states. The complexity of this approach is that the number of possible states potentially grows
exponentially with a number of stimuli. However, this method can be implemented efficiently for
memory subsystem units because all requests to a single cache line are serialized and requests to
different cache lines are independent.

Second method is identification of a single correct state using hints from the verified device or a
"gray box™ method. This method replaces usual “black box” method. When we cannot predict the
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“real” sequence of interactions, we access inner interfaces of the verified device. Information from
these interfaces have to be transferred to the test environment and helps to determine a single
possible execution scenario and eliminate nondeterminism. This method imposes additional
requirements to the device specification, but, as a result, it is quite simple to implement.

Coverage collection module extract information of functional code coverage. This information is
used to identify unimplemented test cases and helps to improve stimuli generation by adding new
test scenarios.

3. Using gray box approach for verification of home memory unit

Home Memory Unit (HMU) is a part of memory subsystem of 16-core “Elbrus” microprocessor
responsible for the coherent and non-coherent access to the RAM from different requesters. HMU
contains a global directory (MOSI protocol of coherence), which monitors the requests of other
processors to its memory and a DMA directory which is a full copy of the DMA caches of all
processors (supports the extended coherence protocol MOI). Total volume of the directory in
HMU is 2.5 MB, size of entry of a cache line is 80 B, number of banks — 128, bank associativity —
16. Main functions of HMU include:

e serialization of all requests to RAM,;

e reduction of coherence traffic and access time to RAM,;

e  support of interprocessor coherence.

Test system for stand-alone verification of the coherence protocol implementation and other
functionality of HMU based on UVM. UVM helps to generate pseudo-random constrained input
requests to cover possible states of the verified device.

We have to note some restrictions for generation primary, secondary stimuli and answers. The first
of them is limited amount of space in input buffers. Due to process of verification, it is important
not to lose some data. When generating random system settings, it is necessary to take into account
that some setup combinations may be incorrect and lead to errors. There are several types of
requesters in the test system. Each of them has special identifier and a set of possible operation
codes. The specific implementation of the coherence protocol also imposes restrictions on the used
operation codes. Sending an inappropriate operation code may result in undefined results. Address
generation is also a non-trivial task. The address have to fit the interleaving conditions. In addition,
each requester have to wait for the completion of previous request when working with same cache
line.

Stimuli generation is divided into several stages:

1. randomization of device configuration registers. This allows to switch different ways for
handling requests and determine request routing;

creating list of addresses for current configuration of device with respect to routing setup;
choosing random requester and cache line address;

checking cache line availability and presence of resources needed for request transfer;
choosing random operation code constrained by the current state of cache line;

sending primary request, collecting reactions from the device under verification, sending
secondary requests;

7. collecting all of necessary reactions and completion of current request;

8. transferring transaction information to checking module.

To simplify handling of requests and reactions we create models of each used cache line. Model of
cache line is an object that stores information about primary request, collected reactions, data and
some auxiliary functions. For generation of correct requests we created an associative memory
storing current states for each cache line. The choice of the next request type is made according to
the limitations imposed by the coherence protocol and the current state of the cache line. For
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example, one of these rules is there cannot be two requesters in a modified (M) state for a single
cache line. Another feature, which was necessary to pay attention, is that one address tag
corresponds to two-neighbor cache lines information. This mechanism allows increasing the ratio
of the directory coverage (the ratio of the cache memory covered by the directory to the cache
memory of the directory).

As noted before, there are two ways of building checking module. The choice of «gray box»
method is determined by following sources of a nondeterminism inherent to HMU:

e HMU contains two input queues of primary requests what means exponential growth of
possible device states size (2n+m, where n, m — number of requests inside input queues);

e cache eviction algorithm in the global directory.

HMU has two cache memories responsible for different functions of a memory subsystem: the
global and DMA directories. The global directory has information only about data belonging to the
own processor and used by other processors. Along with that there is no information about
presence of this cache line in cache of own processor. Such information located in the L3 cache.
DMA writes are also coherent requests. For a fast and correct handling of DMA writes sent by
DMA controllers the special DMA cache directory is present inside HMU. This cache directory
supports extended coherence protocol MOI with substates. Its main function is processor
notification about cache lines captured by DMA controllers and storing their states.

| stimuli !
R N — I—
! DUV ! | .TESt
Input Input environment
queuel queus

! :

Input serialization

Global
Directory

| Inner

|—i-- interfaces
adapter

Send hint ©
checking
medule:

DMA L, 1 [ ]
Directory ST

_____ il S S

reactions —> i

Fig 2. Simplified version of the test environment using the “gray box” method.
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The device under verification connected with other parts of the system by means of network-on-
chip and has two input channels for primary requests. All generated primary requests are sent to
the DUV and the checking module simultaneously. The checking module (implemented in C++)
receives requests and reactions from the verified device by means of DPI (Directed Programming
Interface). Using of the DPI is necessary to match the types and classes of the test environment
written in SystemVerilog hardware description language with the reference model interface
functions. Inside checking module, all requests are received into two queues. Requests to the same
cache line can get into the different queues. It is impossible to predict which of these requests will
be handled first. Getting a sequence hint from the device under test eliminates the nondeterminism
of the current state. Stable and well-described inner interfaces to the point where all request are
serialized, made it possible to build simple checking module in the short time. In a similar way, an
access to the eviction mechanism interface was obtained. In addition, the checking module and its
behavior model may be modified if it will be needed in the future projects. Structure of the test
environment with proposed “gray box” method shown in fig. 2.

4. Additional verification methodsManagement of transaction flow

To check if the verified device operates correctly, it is necessary to achieve multiple edge and
corner cases. This involves filling all input and output primary and secondary requests queues,
delaying some necessary types of answers and blocking of transactions from some modules [13].
HMU supports the credit-exchange mechanism, which indicates the devices ability to accept
certain type of requests. We added the special configuration module that randomizes time delays
of sending requests and credits. Management of delays setup allows to create different test
scenarios with overflowing requests and responses buffers. This mechanism helps to detect
livelocks and deadlocks. These types of system behavior are hard to implement during system
testing.

4.2 Applying assertions

SystemVerilog Assertions (SVA) is an important subset of SystemVerilog [14]. The assertions are
used to specify the behavior of the system. The assertions work as follows: we add some piece of
verification code to the test system that monitors a design implementation for compliance with the
specifications. In addition, the assertions can be used to flag that input stimuli do not conform to
assumed requirements. In the beginning of the project, it may help to find more bugs and locate
them faster.

In HMU verification process the assertions are used for checking for uncertain and unconnected
states of signals. Usage of coherence protocols in the DUV involves certain restrictions on the
stimuli generation and the state of the cache lines for different requesters. Thus, additional
function of the assertions, which was used in the test system, is detection of the discrepancy
between coherence protocol specification and generated requests types in the certain cache lines
states. The disadvantage of this approach is the limitation of the properties of the verified device
that can be checked by assertions.

4.3 On-the-fly ECC errors insertion

ECC bits are stored together with the state of the cache line. Special submodules of HMU encode
the data written to the RAM and decode data read from RAM. Using ECC bits allows to detect
single, double, parity errors and to correct single errors. This mechanism is a source of potential
errors in the device. The special module with flexible configuration was developed to insert single
and double errors. This module is managed by the test system. Frequency and type of error
insertion can be regulated. Detecting and correcting ECC errors additionally loaded computing
logic of verified device.
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5. Results

The approaches described in this paper were applied for standalone verification of Home Memory
Unit of 16-core and 2-core with 6 integrated graphic boosters microprocessors with “Elbrus”
architecture.

There are some difference in operating with memory subsystem in the microprocessors. The 16-
core microprocessor’s HMU has a global directory and DMA directory, sends coherent requests
with accordance to the state in the global directory, and collects short coherent answers and
coherent answers with data for write operations. For read operations, requester (DMA or L3 cache)
collects all the answers.

The 2-core microprocessor does not have a global directory in HMU but includes DMA directory.
HMU provides inter-core coherence. Coherence requests are sent broadcast to the cores and DMA.
HMU also collects all the answers for write operations and for read operations only when requester
is not DMA. Integrated graphic boosters are not snooped.

Due to the specificity of the test system construction, some part of MC controller (the MC adaptor)
was also added to the verified system. Generator of responses from MC controller with
randomized setups was also developed.

In the process of the standalone verification of the Home Memory Unit we found 28 errors that
have not been found by other means of verification. All errors were corrected. The distribution of
the number of bugs in different subsystems of the HMU are presented in Table 1. Code and
functional coverage was carried out and 94% coverage was extracted. Total result indicates about
effectiveness of the proposed methods of standalone verification.

Table 1. Types of found bugs and its quantity

Type of bugs E‘Ségber of
Coherence protocol implementation 21
Configuration registers 2

Parity checker 1
Performance improvement 2

MC adaptor 3

Total: 28

6. Conclusion and directions for future work

Memory subsystem is one of the most important parts of microprocessors. Its parts that support
coherence protocols are especially complicated and error-prone. Verification of these types of
devices is time-consuming and labor-intensive work. The stand-alone verification designed to
simplify this task. The approaches mentioned in this paper can be applied for stand-alone
verification memory subsystem parts regardless of their implementation.

The proposed approaches have been applied in the verification of the Home Memory Unit as a part
of multi-core microprocessor memory subsystem with “Elbrus” architecture developed by
"MCST". Test environment and test scenarios made it possible to detect and correct a number of
logical errors that were not detected by other verification methods.

In the future, it is planned to adapt the test environment for the forthcoming projects and possible
changes in coherence protocols.
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Abstract. This article presents an approach to standalone verification of /O Memory Management Unit with
virtualization supporting. We presented the base architecture of the test system. The main problems
encountered during the verification of IOMMU with virtualization support are considered. One of the key
problems was the formation of translation table pages. The number of translation tables depends on the mode
of IOMMU operation and the type of translation. As a solution of this problem the approach to the dynamic
generation of translation tables is proposed. The algorithm for formation of translation table pages in the
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AHHoTanus. B naHHOH cTaThe MpencTaBiIeH MOAXOA K aBTOHOMHOHM Bepudukanuu OJ0Ka yIpaBIeHHS
MaMATHI0 BBOJA / BEIBOJA C MOAJEPKKON BUPTyaldM3amMU. MBI TIpencTaBiseM O0a30BYIO apXHUTEKTypy
TECTOBOH CHCTEMBI. PaccMaTpuBaloTCsl OCHOBHEIC Mpo0IeMbl, Bo3HUKaromue npu Bepupukamuu IOMMU ¢
noaAepxkKoil BupTyanusauuu. OIHOM U3 KITIOYEBBIX MpoOieM cTano (OPMHUPOBAHWE CTPAHUIL TAOIMIIBI
Tpaucaun. KomnuecTBo TabiuI] TpaHCISINUU 3aBUCHT OT peskuma pabotel IOMMU u tuna tpaucsiiuu. B
KayeCTBE PEIICHHUS 3TOi MpoOIeMbl MPEUIOKEH IOIX0] K TUHAMHUYECKOI reHepaluy TaOJHIl TPAHCISIUH.
[IpencrapieH anroputM (OpPMHPOBAaHUs CTPAHHUI] TaOJIMI| TPAHCISIKMU B reHepartope. Permaercst mpobiema
TIPOBEPKH TPAHCISIINK BHUPTYaAJIBHOTO ajpeca B (pU3MUECKUH C HCHONB30BAaHHEM IBYXYPOBHEBBIX TaOMIHI]
TpaHcIAuid. PaccMOTpeHbl 0cOOEHHOCTH peann3anui 3TaJoHHOW Mozenu. ONHCaHbl ATAIOHHAS MOZAENb U
TECTOBas CHCTEMa, KOTOPBIE WCIIONB30BAINCh JUIS BepupHUKanuu Mukpompoueccopa IOMMU ¢
apXUTEKTYpoH 6-ro mokomeHust «Oms0pycy». IIpencraBaeHsl METOABI CBS3M MEXIY TECTOBOWH CHCTEMOH
mozensio IOMMU. PacematpuBatores pesynbrarst iposepka IOMMU.
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1. Introduction

An 1/0 Memory Management Unit (IOMMU) is a hardware device that translates virtual address
received from the 1/0 subsystem requests to proper machine physical address. IOMMUs have long
been used for prohibiting devices from DMA’ing into the wrong memory and for performance
optimization. With the hardware support of operating system virtualization IOMMU s also used
for extending the protection and isolation properties of VMs (Virtual Machines) for 1/0 operations,
supporting isolation of interrupts from devices and external interrupt controllers and recording of
DMA and interrupt errors to system software that may corrupt memory or impact VMs isolation
[1][2]. Therefore, modern IOMMUSs are quite complex devices that have many modes of operation
and their verification is an important step in the development of the microprocessor system.

In the paper, we present a case study for functional verification of IOMMU with virtualization
supporting of microprocessor with the 6th generation «Elbrusy» architecture developed by MCST.
The paper addresses the problem and methods of standalone verification of IOMMU with
virtualization supporting.

The rest of the paper is organized as follows. Section 2 considers the problems arising from the
verification of IOMMU. Section 3 suggests an approach to the problem of developing page table
lines generator. Section 4 presents a common approach to the design a test system and describes its
components. Section 5 reveals results. Section 6 concludes the paper.

2. IOMMU verification challenges

For hardware support of operating system virtualization, the translation of a virtual address into a
physical one occurs according to a scheme that includes a two-level page structure. At the first
level, the virtual guest OS address (GVA) is translated into the physical guest OS address (GPA)
using its translation tables. At the second level, the resulting address is translated to the physical
address (PA) of the hypervisor using the hypervisor translation tables. Information about the
broadcast address for each device is stored in the device table. The table consists of Device Table
Entry (DTE) elements. Each DTE contains information about the Domain ID (DID), host page
table root pointer (HPTP) and guest page table root pointer(GPTP). In the IOMMU of
microprocessor with the 6th generation «Elbrus» architecture, DID field has an extension and is
called EDID. In addition to the domain number, it contains information about whether the device
belongs to the guest or the hypervisor.

The pages number of translation tables depends on the mode of device operation and the size of
the page themselves. Processors with the 6th generation «Elbrus» architecture support three page
sizes: 4KB, 2MB and 1GB. For guest virtual address translation through 4KB pages, the number
of memory hits can reach 25. Each memory hit takes a long time to process. Therefore, as part of
IOMMU can be used a lot of different caches [1].

It follows from the above that the main goal of IOMMU verification is to check the correctness of
all translation modes and check the following:

e translation on pages with various size;

e error handling;

e  caches correctness;

e translations for the greatest possible number of addresses;
e absence of suspensions;
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e absence of unknown logic value (X-state) on output signals.

There are several main problems encountered during the IOMMU verification of processors with
the 6th generation «Elbrusy architecture:

e the large number of translation tables and different page size;

e large size of the entire address space;

o different virtual addresses can be translated into one physical.

To solve these problems, it was necessary to create the translation page tables. But their formation
for the entire address space would require a large amount of computing resources. The paper [3]
presents the approach based on constraint-random generation page table entries (PTESs), which we
used for IOMMU verification as a part of northbridge of our previous microprocessor. However,
the availability of hypervisor and guest translation caches as well as a large number of translation
pages required for guest virtual address translation does not allow to use the approach described in
[3]. The traditional approach is to generate a static table for a limited set of addresses which is
used for verification Translation Lookaside Buffer (TLB) of MMU[4]-[6]. But using this
approach, it is difficult to verify error handling and virtual address translation over various size
pages. Therefore, for functional verification of the IOMMU of microprocessor with the 6th
generation «Elbrus» architecture, it was decided to develop a dynamic generator of translation
table pages, which generates rows of translation tables for any virtual address.

3. Generator of translation table pages

The formation of pages in the generator depends on the translation mode, which is specified
directly in the tests and translation request. The algorithm of the generator work could be
represented in the form of several consecutive steps:

1) receiving request for translation;

2) request translation and mode analysis;

3) DTE formation;

4) translation pages entry.

Translation modes are divided into single-level or native translations and two-level translations. In
turn, native translations can take place in the same domain or split into different domains. Native
translations in the same domain doesn’t require DTE. For the rest of translation modes DTE
formation is necessary. Since a unique translation identifier in Elbrus-12c processors is an EDID,
each DTE element is stored in an associative array indexed by it. The formation of a DTE begins
with the selection of a random EDID for a given device, after which the presence of a DTE for a
given EDID in the array is checked and if it is missing, the remaining fields are formed.
Translation tables have a 4-level structure and consist of 512 elements. Each line of the table
contains information about the access rights to it and whether it is the last in the translation
structure. In addition, there is a field named PPN (Physical Page Number), that indicates the line
from the next translation level, in case the line is on the last translation level, it contains the
physical address. Hereinafter the pages of hypervisor and guest translations will be called HP
(Host Page) and GP (Guest Page), respectively.

For native translation, the address of the first line is formed from the host page table index (hptp)
contained in the DTE, and a part of the translated virtual address. Physical page number for each
page level is calculated as follows:

ppn(n) = hptp + 512+ (5 — n) + VA(n), ¢))
where n — host page level, VA(n) — the part of translated virtual address on level n , hptp — table
root pointer.
The full list of pages for native translation is presented in Table 1.
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Table. 1. List of pages for native translation

Page level Page address Physical Page Number
HP_L4 hptp, VA(4) hptp + 512 + VA(4)
HP_L3 ppn_L4, VA(3) hptp + 512 * 2 + VA(3)
HP_L2 ppn_L3, VA(2) hptp + 512 * 3 + VA(2)
HP_L1 ppn_L2, VA(1) hptp + 512 * 4 + VA(1)

When generating rows of a two-level table for guest virtual address translation, the generator first
calculates the guest physical address (GPA) for first guest page (GP_L4) according to the formula:
GPA(4) = GPTP + VA(4) (2)

After that, the pages necessary for the translation of this GPA to HPA are written in the same way
as the recording of the pages of translation VA to PA in the native mode. The list of pages for that

translation may be seen at Table 2.

Table. 2. List of pages for guest physical addres translation into host physycal address

Page level Page address Physical Page Number
HP_L4 hptp, GPA(4) hptp + 512 + GPA(4)
HP_L3 ppn_L4, GPA(3) hptp + 512 * 2 + GPA(3)
HP_L2 ppn_L3, GPA(2) hptp + 512 * 3 + GPA(2)
HP_L1 ppn_L2, GPA(1) hptp + 512 * 4 + GPA(1)

Then the GP_L4 page itself is written and after that the guest physical address of the next page
level (GPA _3) is calculated as the sum of HP_L1 page ppn and part of virtual address:
GPA; = ppn + VA(3) 3)

And so on to get the GPA of the original GVA. For the obtained GPA, the pages of the last
hypervisor translation are formed, which give the desired HPA. In order to avoid writing identical
lines at different translation levels, guest pages addresses and ppns are configured as followed:

addr(x) = {ppn, GPAx(O)}, 4

ppn(x) = hptp + 512 * (9 —x) + GPA,), (5
where x — guest page level, GPA_x(0) — the part of the guest physical address that is not translated
by hypervisor structures.
The list of guest pages for two-level translation is presented in the Table 3.

Table. 3. List of guest pages in two-level translation

Page level Page address Physical Page Number

GP_L4 ppn, GPA_4(0) hptp + 512 *5 + GPA_4(1)
GP_L3 ppn_L4, GPA_3(0) hptp + 512 * 6 + GPA_3(1)
GP_L2 ppn_L3, GPA_2(0) hptp + 512 * 7 + GPA_2(2)
GP_L1 ppn_L2, GPA_1(0) hptp + 512 * 8 + GPA_1(1)

To verify the error handling on each level of table can be prescribed a row of the page table that
causing an error. That table level can be set via test parameters or randomly. In the same way,
translation page sizes can be set through the PS field in a line of translation table. To verify the
error handling on each level of table can be prescribed a row of the page table that causing an
error. That table level can be set via test parameters or randomly. In the same way, can be setted
the translation page sizes through the PS field in a line of translation table.
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4. Test System Structure

Test system was implemented with using of SystemVerilog language [7] and Universal
Verification Methodology [8]. Use of this language allows for an easy interface with Verilog and
SystemVerilog devices, and UVM describes a general test system structure and provides a library
of basic verification components.

The test system includes a set of basic components, which are presented below.

4.1 Apb (Advanced Peripheral Bus) agent

Apb agent is used to entrance the set of configuration registers in IOMMU whose access interface
is implemented according to the APB protocol.

4.2 Register model

A register model is an entity that encompasses and describes the hierarchical structure of class
object for each register and its individual fields. Every register in the model corresponds to and
actual hardware register in the design.

4.3 Translation agent

This is the agent, in which the translations are generated and then sent on the DUT (Design Under
Test) query interface and generator of table pages. Translation generation is based on constrained
randomization. To specify some test scenario, one must define specific constraints for transactions
that will be issued. SystemVerilog offers a native support for constrained randomization
constructs. Translation agent is also receives the results of the translation from the response
interface.

‘ Anb aaent ‘

‘ Reqlste‘rmodel ‘ ‘ Translation request ‘

DUT ‘ Translation agent }7

Generator of
translation table
pages

‘ PTE agent ‘ { Svstem Memorv ‘

Scoreboard ‘

J L

‘ Madel ‘

Fig. 1. Structure of a test system
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4.4 Generator of translation table pages and system memory.

Each request received from the translation agent is processed by the generator as described in
Section 3. All lines of translation pages are stored in system memory.

4.5 Page table entries (PTE) agent

PTE agent collects information about requested and received by the device PTEs from system
memory. If for any reason the requested PTE is missing, the system memory will randomly
generate it.

4.6 Model

The IOMMU reactions were tested using its reference event model. For reconciling the types and
classes of the test system written in SystemVerilog with the C++ language in which the reference
model is developed the DPI (Directed Programming Interface) was used. The reference model
accepts input stimuli and generates output responses, which are then sent to scoreboard.

4.7 Scoreboard

Scoreboard receives transactions from translation and page table entries interfaces. After that, they
are compared with the corresponding transactions received from the model. If a mismatch is
detected, the module reports an error in the test system. Test system structure is presented in Fig.1.

5. Results

The approaches described above were applied to standalone verification of the IOMMU of
microprocessor with the 6th generation «Elbrusy architecture. Due to standalone verification of the
device, 58 errors in the RTL description that have not been found by other means of verification
were found and corrected. Total result indicates about effectiveness of standalone verification of
I/0 memory management unit.

6. Conclusion

I/0 memory management units are among the important parts of modern microprocessor systems
have to be thoroughly tested. In this article, we presented a method of translation table pages
forming. The main advantages of the described approach are:

e no need to create tables for the entire address space;

o the ability to dynamically set the page size;

e convenience of exception checking due to dynamic generation of page table row fields;

e  ease of obtaining maximum coverage, due to the possibility of calls to any address.

The principles described in the paper do not depend mainly on the IOMMUs implementation and
allow their full standalone verification.

The proposed approaches have been applied in the verification of IOMMU as a part of
microprocessor with the 6th generation «Elbrus» architecture, developed by "MCST". The
developed test system and tests made it possible to detect and correct a number of logical errors
that were not detected by other test methods.
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Abstract. This article presents a modular approach that reduces the labor costs for the technological preparation
of small-scale metalworking production. Its idea is to formalize the technological processes, allowing generating
them and their documentation from pre-prepared parameterized templates stored in the special database. Details
to be processed are represented as the structures of their basic geometric components. For the template of
machining operations for each component, symbolic parameters are fixed, defining the workpiece used, cutting
tools options, machining modes, etc. The result of formalization is an automatically generated technological
route in the form of an MSC diagram encoding it as a sequence of macro-operations for the machinery. This
symbolic model is adapted to a specific instance of the detail being manufactured by replacing the symbolic
variables with specific values set by the technologist. The MSC diagram is supplemented with the results of time
and cost calculations of technological routes, which allows selection of the most efficient one. The correctness of
the technological routes is ensured in the process of symbolic verification by checking the permissible ranges of
parameters of the MSC diagram, as well as checking the correctness of order and compatibility of operations in
the sequence. The results of the whole process obtained from the MSC diagram are the set of technological
documentation of preproduction, which, in particular, includes a set of operating cards, and the fine-tuned
schedule of production after its digital modeling with the real resources of the workshop taken into account.
According to technologists, by applying the described automation, the time to prepare documentation for details
of medium complexity is reduced from several weeks to 1-2 days.
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AHHOTanus. B naHHOM cTaThe MpeACTaBICH MOIYJIBHBIA MOAXO0/, TO3BOJIIIOMINI CHU3UTD TPYZ03aTpaThl Ha
TEXHOJIOTHYIECKYI0 TOATOTOBKY MENKOCEPHHHOro MeTamaoo0pabaThIBaloIEro Npou3BoACTBa. Ero wuies
COCTOHT B TOM, 4TOOBI (hOPMaH30BaTh TEXHOJOTHUECKUE MPOIECCHI, TO3BONSAA I'€HEPHPOBATh UX H HUX
JIOKyMEHTALMIO U3 MpPEeABApUTENILHO MOATOTOBICHHBIX MapaMETPH30BAHHBIX IMIAOTOHOB, XPaHAIMIUXCS B
cnenuanbHOH 0aze maHHBIX. OOpabaTbiBaeMble NETalM IMPEACTABICHBI B BUAE CTPYKTYP HMX OCHOBHBIX
reOMETPUYECKUX KOMIOHEHTOB. Jlnsg 1mabioHa omepanuii OOpaOOTKH UIS KaXXZOTO0 KOMIIOHEHTa
(UKCUPYIOTCS CHMBOJHMYECKHE IapaMeTphbl, XapaKTepH3yIOIINEe HCIOIb3YeMYI0 3aroTOBKY, IHapaMeTphl
PEKYIIMX HHCTPYMEHTOB, PEXKUMBI 00pabOTKH U T. 1. PesynpTaToM hopManm3anuy sBIseTCss aBTOMaTHIECKN
TeHepUPYEeMBIil TEeXHOJOTMYecKnii Mapmpyr B Buae aumarpammel MSC, komupyromeld ero kak
MOCJIEZI0BATENIBHOCT  MAKpOOIIEpalii Ul CTaHKOB. OTa CHUMBOJMYECKAas MOJENb aJalTHpyeTcs K
KOHKPETHOM H3rOTaBIMBAEMON JETaly ITyTeM 3aMEHBl CHMBOJIMYECKHX IE€PEMEHHBIX OIpeeIsieMbIMU
TEXHOJIOTOM 3HaueHHsAMHU. Juarpamma MSC nomonHseTcst pe3yibTaTaMu pacdéTOB BPEMEHHM U CTOUMOCTHU
WCIIOJIHEHUSI TEXHOJIOTHYECKHUX MAapIIPYTOB, YTO IIO3BOJSIET BHIOpaTh M3 HHUX HambOosee 3()()EKTHBHBIN.
KoppeKTHOCTh TEXHONOTHYECKHMX MapIIpyTOB OOecCIedrBaeTCs B IPOLEcCe CHMBOJBHOH BepHHUKALNN
ITyTeM MPOBEPKH JOITyCTUMBIX JIHaNa30HOB napaMeTpoB auarpamMMel MSC, a Takxke IpoBepKH NPaBHIEHOCTH
HOPs/IKa ¥ COBMECTUMOCTH OIEpalii B MOCIEJOBATENbHOCTH. Pe3ynbraToM Bcero mpouecca, Moxy4eHHOTO
n3 muarpamMmmel MSC, siBisieTcst HabOp TEXHOJIOTMYECKOH JOKYMEHTAllMM Ha ITOJArOTOBKY IPOM3BOJACTBA,
KOTOPBIi, B YacCTHOCTH, BKJIIOYaeT B ceOs HAaOOp ONEepalMoOHHBIX KapT, a Takke OTIAKeHHBIH rpaduk
MPOM3BOJCTBA TOCNIE €ro MHU(POBOTO MOJIESTUPOBAHUS C YYETOM pPEalTbHBIX pecypcoB MacTepckoi. Ilo
OIIEHKaM TEXHOJIOTOB, MOCJIC IPUMEHEHUSI OIIMCAHHOM aBTOMATH3aI[MN BPpeMsI Ha OATOTOBKY JOKYMEHTAIINI
JUTSL IeTaliei CpeTHei CII0)KHOCTH COKpAIaeTcs ¢ HECKOJIBKIX HEeAeb 0 1-2 THei.

KiaroueBble cj10Ba: aganTUBHOE TMIPOU3BOJICTBO, TEXHOJIOTUA MPOU3BOJACTBA, IMOATOTOBKA MeHKOcepHﬁHOFO
MeTannooGpa6aTmBaromero IPpOU3BOACTBA, aBTOMATU3alUA ITOATOTOBKH TEXHOJIOTHUECKON JOKYMCHTallUH.

Jas umtupoBanus: Kotmspos B.I1., MacnakoB A.Il.,, Toncronec A.A. IludpoBoe MmoaenupoBaHue
TEXHOJIOTHU TPOU3BOJICTBa METAII0O0OpabaThiBaronMx MexaHumdeckux 1exos. Tpyasl UCIT PAH, tom 31,
BbIML. 3, 2019 1., ctp. 85-98 (Ha anrnmiickom s3bike). DOI: 10.15514/ISPRAS-2019-31(3)-8

Baaronapuoctu. PaGoTs! Obutn mpoduHAHCHPOBAaHEI MHHHUCTEPCTBOM 00pa3oBaHMs W HAayKu Poccuiickoit
®Denepannu B pamkax PenepanbHoi 1eneBoit mporpammel «VccnenoBanus 1 pa3padOTKH 110 TPHOPUTETHBIM
HaNpaBlICHUSAM DPa3BUTHS HAayYHO-TEXHOJNOTHMYECKOTO Komruiekca Poccum Ha 2014-2020 romsi»
(Ne14.584.21.0022, ID RFMEFI58417X0022).

1. Introduction

Comprehensive automation of technological processes based on information technologies provides:

e  reduction of the time of pre-production;

e  optimization of labor costs and funds for the manufacturing of products;

e operational implementation of changes in the process under the external conditions
(replacement of technological equipment, material, cutting tools, etc.) with automatic
recalculation of the process characteristics.

Technological preparation of production (TPP) includes the following activities:

e  setting of technological problems;

e selection of the workpiece based on its parameters;
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e development of technological processing routes;

e selection of technological equipment;

o formation of technological operations;

e development of a set of technological documentation.

Fields of automation of technological preparation of production include:

e development of technological documentation;

e development of control programs;

e development of technological processes.

The tasks of operational planning and automated production management are carried out by the

manufacturing execution systems (MES) [1]. They occupy an intermediate place in the hierarchy

of enterprise management systems between the level of information collection from equipment in
workshops done by supervisory control and data acquisition (SCADA) systems [2] and the level of
operations over a large amount of administrative, financial and accounting information done by

enterprise resource planning (ERP) [1] systems. The key processes for MES are as follows [3].

1) Based on the external demand for production (which, in turn, is based on customer orders,
sales plans, etc.), as well as previous production programs, taking into account all sorts of
nuances and specifics of production at a particular enterprise, a detailed optimized production
schedule of works and operations for machine tools, equipment, personnel is produced. In
addition, automatic generation of all the documentation necessary for the work: production
programs, outfits, limit maps, tables and equipment loading diagrams, etc. is also done.

2) In the course of the direct implementation of production programs, full dispatching of all
operations and their results (both positive and negative - rejects, delays, etc.) is carried out.

3) If deviations from the planned programs are identified due to the external reasons, or when
new demand (orders, etc.) appears, real-time re-planning is performed with all components
corrected accordingly.

It should be noted that there exists an imbalance between production time and preparation time in
single or small-scale productions in case of re-scheduling of the work of a production site, because
it should be performed for the small batch of the details and not for the whole series of them.
Nowadays on the Russian market there are three most popular largest solutions, the products of
many years of work of three scientific centers for developing systems of this class: PHOBOS
system, YSB.Enterprise.Mes system and PolyPlan system. PHOBOS is traditionally used in large
and medium-sized machine-building enterprises. YSB.Enterprise.Mes originated from the
woodworking industry and focuses on the sector of medium and small enterprises. The PolyPlan
system has a smaller set of MES functions, but is positioned as an operational scheduling system
for automated and flexible manufacturing in engineering [3].
However, with all the attractiveness of such systems, due to the extensive set of functions provided
and deep integration into the production processes in the enterprise at all stages, their practical
implementation is a whole complex and expensive project in itself that not all enterprises,
especially small-scale and individual productions, can afford. In addition to this, in order to work
effectively with MES, high qualification of its operator is required. The automated workplace of
the technologist given in this article is designed to solve a narrower class of problems - to simplify
the TPP for small-scale machine-building production, it does not require interactions with other
systems, and the results in the form of the required schedule of work distribution and a set of
operating cards can be obtained in a couple of days of work of a technologist.

2. Formalization of the technological process
Let's look through the features of formalization based on an illustration of a specific example of
work with the developed system of an automated workplace for a technologist.
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The main input information for the technologist is the detail drawing. It can be done in any
graphical design program, for example, in KOMPAS-3D [4]. The example of the drawing is
demonstrated in the fig. 1.
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Fig. 1. Input detail drawing

To manufacture a part technologist chooses a workpiece for it. Several such workpieces may be
selected; to determine the best fitting of them, all calculations of time and cost of production must
be made for each selected one and compared to each other.

The next action of the technologist is the splitting of a given drawing into a set of sketches of
elementary surfaces (ES), the parts of the detail. This step sets the way for the modular approach to
the production technology [5]. Each of the surfaces is characterized by geometrical parameters and
the number of stages required to process it. The processing stage is the smallest atomic operation,
for example, turning, drilling or milling. The parameters of the processing stage are the types of
machines on which it can be performed, the cutting tools to do so and the selected workpiece in the
very beginning.

The form for setting information about the processing stages manually is shown in the fig.2.

The description of fields and tables of the form is as follows, from left to right and from up to
down:

e the type of the elementary surface encoded by two digits;

e the unique number of the elementary surface used to distinguish between the surfaces of the
same type;

e the geometrical parameters of the elementary surface, here the diameter and length are listed;
e the amount of the processing stages to be performed;
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the processing stages, divided into the following columns: the number of the stage, the name
of it (here: turning), the codes of the applicable machinery for it, the codes of the applicable
cutting tools for it (which are described in the table under this one), the amount of the
allowance (here: determined by the chosen workpiece) and the name of the selected

workpiece (here: the first one);

the cutting modes, divided into the following columns: the code of the cutting tool, the type
of it (here: cutter), the three technical characteristics of each cutting tool with maximum and

minimum values and the minimum and maximum durability of the cutting tool.
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Fig. 3. The window for setting the information about an elementary surface
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To translate it into a digital form, a developed solution is used, the set of user interface screens of
which forms an automated workplace for the technologist (fig.3). The fields and tables on the right
are essentially the same; the left side shows the sorted list of the already loaded surfaces by types:
inner surfaces of revolution, outer surfaces of revolution, mounting holes and flat contour. There is
also a place for the sketch of the surface in the middle.

Each cutting tool added by the technologist is characterized by its cutting modes. The parameters
of cutting modes affect the running time and its cost. Usually, data for the cutting tool is taken
from reference catalogs in *.pdf format [6]. The user interface allows the technologist to simplify
entering data from catalogs through the use of hotkeys: after selecting data in the document and
pressing the CTRL + SHIFT + C key combination, the data is copied directly into the table. This
approach reduces the labor intensity of the manual data transfer and helps to avoid the human
factor such as errors or typos.

To determine the order of processing of elementary surfaces, further formation of blocks of
elementary surfaces from them takes place. Each block is characterized by its own positioning data
on the machine. The window for creating blocks of surfaces is shown in fig.4. The left side of it
shows the list of the blocks with the button "Create new block” at the very bottom of it, the rows
on the right side consist of the surfaces corresponding to each block.

The next step of the formalization of technological process is the formation of groups of
elementary surfaces inside blocks of elementary surfaces. Such group is a part of the block that can
be processed in one operation without reinstalling the workpiece into the machine. Thus, the
nesting hierarchy is created (fig.5).

The operation on a group of surfaces made up from initial operations on each surface is called a
machining step, each one of them has its own physical meaning, for example, turning the outer
surface of revolution, drilling through hole or boring the hole. All cutting tools for all elementary
surfaces within a group must be the same. The window for creating groups is shown in the fig.6.
The three tabs on the left are created for each block; they hold lists of groups of surfaces within the
block. The right side shows the elementary surfaces of each selected group with their parameters.
In addition to the windows for filling in the information, the user interface has a menu containing
“Help” section. There is a reference catalogs searching tool which works in conjunction with a
system application for viewing files in *.pdf format and is capable of two types of searches:

e The window for keyword search in catalogs is shown in Fig.7. After entering keywords in the
top field and selecting catalogs for search in the list, by pressing the leftmost button a search is
performed on the selected documents. For each catalog, the following sequence of actions is
carried out.

1) One page of document is read from disk.
2) Search for keywords is performed on this page.

3) If at least one of the keywords is detected, the page is copied into the resulting PDF
document.

4) If the keywords are not found, proceed to the next page.

As soon as all pages of all catalogs are processed, a resulting document with search results is
written to disk and opened in the standard PDF document viewer in the system. The right
button cancels the search, the bottom one allows technologist to add a catalog to the list.

e Search by image, in contrast to search by keywords, is possible only for catalogs formatted in
advance. Its interface is shown in Fig.8. After selecting a PDF catalog from the drop-down
list, if the necessary markup information exists for it, images, for example, of surfaces to be
processed, are shown. By clicking on them a document containing information related only to
the selected images is formed and, alike to the search by keywords, is opened in a standard
PDF documents viewer. The button on the right allows technologist to add a catalog to the list.
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The usage of these searching tools, especially in conjunction with copying data into tables with

hotkeys, achieves a significant reduction in the complexity of data entry for elementary surfaces.
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A special database based on PostgreSQL database management system [7] is used to store
information entered by the technologist in the user interface [8].

The fig. 9 shows a fragment of its tables, where:

e  «public.tb_methods» table stores information for calculating the time and cost of processing

methods for elementary surfaces;

e  «public.tb_app_machines» is dedicated to applicable machines for processing methods;
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e  «public.tb_processing_steps» stores the parameters of the processing methods;
e «public.tb_app_tools» holds information about the applicable cutting tools and cutting modes;
o the four lowest tables are used for linkage between other tables.

= public.th_methods

&2 id: serial

B neme: verchar{50)
& formulas: json

& th_matheds_phkay
7 tb_metheds_name_uindex

| N, =l public.tb_app_tools

E= public.th_processing_steps a !
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4 method: integer

nzame: varchar(50)
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= dimensional_accurzcy: real
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&2 physical_and_mathematical_prop...

ame: varchar{50)

7 th_app_machines_pkey
7 th_apo_machines_name_uvind=x

3 =_max: real

min: rzal
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= public.tb_app_machines_methods EE public.tb_app_machines_processin...| = public.tb_app_tools_processing_st... £ public.tb_processing_steps_surfac..
&, id_app_machine: integsr & id_app_machine: integzr & id_app_tool: int=ger & id_processing_step: integsr
& id_meched: integer & id_processing_step: integer % Id_processing_step: integar & id_surface: integer

Fig. 9. Database fragment

To formulate the resulting technological route for the processing of the whole detail technologist
must determine all the groups of elementary surfaces that can be processed together. There can be
several routes constructed this way, the choice of the one is made based on which machinery and
which tools are available and should be used. In the approach presented here we use the MSC
language [9] for the encoding of the route. MSC is a standardized language for describing
behaviors using message exchange diagrams between parallel-functioning objects (machines,
robots). The main unit of the diagram is a line starting with a name of a processing stage of
elementary surface followed by its parameters. To construct such line, only the index parameters
of the stage are used, insofar as all other necessary data can be obtained from the database based
on them. Such index parameters include:

e the number of the processing stage;

e the code of the type of the elementary surface, in two digits;

e the number of the elementary surface within the same type;

e the codes of the applicable machinery for the processing stage;

e the codes of the applicable tools for the processing stage;

e the code of the workpiece used;

e the number of the block of elementary surfaces which this elementary surface corresponds to;
e the index number of the elementary surface within the block;

e the number of the group of elementary surfaces within the block;
e the index number of the elementary surface within the group;

The resulting parameterized line takes the following form, for example:

93



Kotlyarov V.P., Maslakov A.P., Tolstoles A.A. Digital Modelling of Production Engineering for Metalworking Machine Shops. Trudy ISP
RAN/Proc. ISP RAS, vol. 31, issue 3, 2019. pp. 85-98

Turning(stageNumber, surfaceTypel, surfaceType2, surfaceNumber, [machinel, machine2,
machine3, machine4, machine5], [cuttingTool 1 1, cuttingTool 1 2, cuttingTool 1 3],
workpieceParams.code, blockParams.number, numberinBlock, groupNumber, numberInGroup);
The diagram comprises a set of these lines in order set by technologist earlier. The correctness of
the technological routes is ensured in the process of symbolic verification, which checks the
acceptable ranges of parameters of the diagram, as well as the correctness of order of the whole
sequence [10]. The actual data is taken from the database and substituted instead of parameters.

3. The usage of the formalized technological process

The MSC diagram of the route is supplemented with the results of calculating the time and cost of
each processing stage. The calculations use formulas stored in the database, they are partially
shown in Table 1 and Table 2. The individual results for each processing stage of the route are
summarized, which gives an estimate of the total time and cost of the technological route.

Table 1. Formulas for turning time calculations

Formulas Paramelers description

T = L g T, - machining time
L - estimated length of processing in mm
n - workpiece rounds per minute
& - cutter feed per round in mm
i - the number of passes of the cutter
L=1l+1+12 [ - the length of the workpiece
in the feed direction. mm
{1 - cutting-in length of the tool
2 - the length of the tool exit. mm
v - the speed of the cutting. mm per minute
d - the diameter of the processed workpiece, mm
== h - the amount of overmeasure in mm
t - cutting depth in mm

_ 1000w
T 27

Table 2. Formulas for drilling time calculations

Formulas Parameters description
T = ﬂ"—q T, - machining time
L - estimated length of processing in mm
1 - workpiece rounds per minute
& - cutter feed per round in mm
L=10+1;+12 { - the length of the hole. mm
[1 - cutting-in length of the tool
[2 - the length of the tool exit, mm
I = i"—JL -ctg(od) drilling in the solid material
) ¢ - the main angle in the plan, grad
d; - the diameter of the tool
n= 2ot v - the speed of the drilling. mm per minute

medy

d¢ - the diameter of the tool, mm

By changing the route parameters and recalculating the measurements, technologist can choose the
most effective one.

The selected technological route thus meets the criteria for the time and cost but yet does not take
into account the conditions and resources of the workshop in which it will be implemented. For
this, it is necessary to use simulation modeling of its performance on the equipment in the
workshop. To use the developed simulation algorithm, technologist inputs three files describing
following specifications.
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e  The composition of workshop resources (CNC machines, robots, maintenance personnel,
etc.). The types of operations for each machine that it can perform are defined.
e  The planned technological routes. The number of manufactured parts and the sequence of
operations with the amounts of time of their execution are determined for each route.
e  The priorities of the routes and resources used, as well as the initial state of the workshop
equipment.
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Fig. 11. Operating card
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The result of the simulation is a timing diagram of the distribution of operations by each machine
in the form of a Gantt chart, a fragment of it is shown in the fig.10.

Modeling allows technologist to take into account equipment downtime, the additional cost of
transporting parts and machine changeover. As a result, the estimation of the time and cost of the
technological route becomes more realistic. By changing the priorities of the technological routes
technologist obtain several options for implementing the technological process of the workshop.
By applying a hierarchy of criteria measuring the success of the work such as time, cost,
equipment loading, material savings, etc. various problems of multicriteria optimization can be
solved [11].

For each selected optimized version of the technological route, technological documentation of
production preparation is automatically generated in the form of the operating card [12], its
example is shown in fig.11 [13].

4. Conclusion

The paper considers the problem of technological preparation of single and small-scale production,
which area is characterized by imbalance of work between preparation and implementation of
production. The approach to its automation based on modular technology is proposed.

The important properties of automation system are demonstrated:

o the ability to adapt to specific production conditions such as different equipment, resources,
orders and support staff;

e significant reduction of the complexity of creating a technological route for an order using a
special automated workplace for the technologist;

e operational planning and scheduling of the technological process of the workshop;

o selection of the optimal characteristics of production processes during hierarchical multi-
criteria optimization.

According to existing estimates the platform provides a multiple increase in productivity and a

reduction in labor intensity and in amount of time of the preparation of technological

documentation for engineering production.
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AnHoTanus. B Hamm nHM snexTponnas xomMeprms (OK) mokaspiBaer OecripelieIeHTHBIE TEMITBI pOCTa BO
BCEM MHpE, BOBJIEKasl B 3Ty JASSATEILHOCTh MHIJUIMOHBI JIOJEH Ha BceX KOHTHHEHTaX. B To ke Bpems, DK
CO37[aeT MOYBY IS 3JIOHAMEPEHHBIX AeHcTBHH, 4TO TpeGyeT 0coOoro BHMMaHHSA M KOHTpoist. OIHUM U3
CIOCO00B MUHUMM3ALUHU TAKUX YIPO3 SIBISETCS UCIOIb30BaHHE PEMYTAL[MOHHBIX CUCTEM Ul OTCIIEKHBAHUS
CTENCHU JOBEpUs B cpele IMoJsib3oBareneil ceTH. BONBIIMHCTBO CyIIECTBYIOIMX PEMyTAalMOHHBIX CHCTEM
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OCHOBaHBI Ha cOOpE OT3BIBOB OTHOCUTENHHO MPOBEICHHBIX TPAH3aKIMH, U OHH, KaK MPaBUIIO, paboTaloT ¢
[PEACTABICHHBIMA B BHAE YHCENl OTKIMKAMH KIHCHTOB (B YaCTHOCTH, MOXKET HCIIOJB30BATHCS IIPUBBIYHAS
nenouncineHHas mkama 0.5). B memom, TOHATHA OBepHs W peIyTalMy  SIBIIIOTCA pUMEpaMu
HEOTIpeIeIeHHBIX (HETOYHBIX) HH(GOPMAIMOHHBIX JAHHBIX, XapaKTepHBIX U1 CQepbl SIEeKTPOHHOU
KOMMepInuH. MBI IpejuraraeM HCIIOIb30BaTh alllapaT HEeUeTKOHW JIOTHUKH IS (GOPMAaNbHOTO IPEeICTaBICHHUS
MI0JIb30BAaTEIbCKUX OT3BIBOB, BBIPAXKAIOIIUX CTENEHb YAOBIETBOPEHHOCTH pPE3yJIbTaTOM COBEPLICHHBIX
TpaH3akuuil. B paboTte mpencrasieH KpaTKUi CpaBHUTEIBHBIA aHATN3 HanOoJee U3BECTHBIX PEIyTallMOHHBIX
cucreM, Takux kak EigenTrust, HonestPeer, Absolute Trust, PowerTrust u PeerTrust. C yueTtom BbIeIEeHHBIX
B pe3yabTaTe aHaiu3a KpUTepueB (CKOPOCTh CXOAMMOCTH, YCTOMYHBOCTH (POOACTHOCTB), HAIHYHC
THIEpIapaMeTpoB), TPOBEICHHAs CepHs KOMIBIOTEPHBIX OKCIIEPHMEHTOB IIO3BONMIIA 3SMIIHPUYECKU
BBIIEINTH PeerTrust kak HamOosee yCTOWYMBEIA M MacIITaOMPYeMBIH alTOPUTM M3 YHCJIa PACCMOTPEHHBIX.
Ipy HaJIMYUK OTPaHUYCHHUI B OTHOLICHWH MMEIOIIMXCS JAaHHBIX, MOAroTOBNIeHs! peaym3anuu (Python 3.7) u
MIPOAHATU3UPOBAHEl PE3YNBTATH], CBS3aHHBIE C OCOOCHHOCTSIMM TOBEICHHUS HEYETKHX BEpCHil alropurMa
PeerTrust Ha ocHoBe HeueTkux MHOxecTB THma-1 (T1FS) U HHTEpBaJbHBIX HEYETKUX MHOXECTB BTOPOTO
tuna (IT2FS).

KiaroueBble cjI0Ba: JJIEKTPOHHAS KOMMEpLUS, pEMyTalHOHHAs CHCTEMa; MHUPHHTOBBIC BBIYHCICHHS;
yIpaBieHHe [OBEPUEM; HEUETKOCTh; HeueTKasl JIOTUKA; JINHIBUCTUYIECKas: IePEMEHHas; HeYeTKOE MHOXKECTBO
1-ro Tuma; HEYSTKOE MHOXKECTBO 2-T0 THIIA

Jasa uutupoBanus: HocoBckuit M.M., Jlerrsape K.IO. PenyranuoHHble CHCTEMBI B 3ICKTPOHHOH
komMepuun: CpaBHUTEIBHBIA aHAIU3 U NEPCIEKTUBBI MOJCIUPOBAHUS MPUCYINEH UM HEeYeTKOCTU. Tpynbl
HUCIIT PAH, Tom 31, Boim. 3, 2019 r., ctp. 99-122 (wa anrnumiickom s3eike). DOI: 10.15514/ISPRAS-2019-
31(3)-9

1. Introduction

E-commerce is a buying-selling runaway activity widening at an unprecedented rate all over the
world and inveigling into fascination of various e-stores people of all ages. Ever-growing number
of various websites and apps focusing on e-commerce domain makes it simple and alluring to find
and to buy immediately almost anything whatever client’s heart desires [1].

There is no doubt that e-commerce sales opportunities are rapidly progressing day by day. Owing to
Internet, businesses bring their products and services to customers literally in eyewink. The e-
commerce share of total retail sales in the United States amounted to 10% in 2018, in expectation of
attainment of 12.4% by 2020 with further strengthening its ground [2]. With such perspectives in
mind it is easy to realize why e-commerce entrepreneur position becomes so attractive. With an
estimated 95% of purchases that will be made online by 2040 and expected growth of year to year
sales standing at the level of 15%, the opportunity to find a niche for selling products online has
massive indisputable potential [3]. During the last 5 years the amount of retail sales raised from $1.3
billion to $2.8 billion. The latter is expected to nearly double (up to $4.8 billion) by the end of 2021 [4].
One of the most growing types of e-commerce is online marketplace that can be defined as a
website or app that facilitates shopping from many different sources [5]. Among well-known and
successful examples of online marketplaces eBay, Amazon, Rakuten (worldwide) and Avito, Ozon
(in Russia) can be mentioned. Online marketplace acts as a platform integrating buyers and sellers.
Being a peer-to-peer (P2P) network, it allows buyers to purchase any goods or services offered by
sellers through this online platform. Usually, peers (people or businesses) communicating through
online marketplace remain in the status ‘strangers’ with respect to each other. They don’t have at
their disposal reliable information about alter peer, whether it is a buyer or a seller. Therefore,
peers must manage the risk associated with transactions on condition that no prior experience and
knowledge concerning mutual reputation of sides exists [6]. This problem can be addressed by
means of developing a system on top of the network that should help peers to evaluate their past
experience with other peers and to manage trust between them as well as reputation of each peer
involved. This kind of systems is called reputation systems.

Various implementations of reputation systems exist starting with very simple to more complex
ones designed mostly for P2P file-sharing networks [7-10]. Such systems have a positive impact
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on peer’s experience as they help to distinguish trustworthy peers from ill-intentioned and
unreliable opponents. For example, in reputation system used by eBay, one of e-commerce leaders,
buyers and sellers have a chance to rate each other with numeric scores +1, 0 or -1 after each
carried out transaction. The overall reputation of a participant is calculated as a sum of scores
earned over last six months [8]. At that all such systems rest upon notions of trust and reputation.
Trust (or, local trust) represents personal experience (attitude) of a user regarding another user,
while reputation constitutes an aggregate of these individual trust values on the scale of the whole
community. Calculation of local trust and corresponding aggregates underlies implementations of
all known reputation systems.

Despite the practical effectiveness of these systems, there is a substantial drawback inherent in them,
viz. none of them can handle uncertainty “hidden” in online marketplace’s data. The latter means data
that relate to all transactions accomplished on the marketplace along with data collected from users after
each transaction and metadata concerned with every user in the marketplace.

The primary concern of the paper is to provide the overview of best known reputation systems and
to undertake their general comparative analysis on the basis of several key factors (criteria) — they
are speed of convergence, complexity of calculations, use of hyper parameters expressing user’s
preferences, robustness and general system’s suitability to handle imprecision and uncertainty of
data. In the first place these factors are chosen to convey the requirements of key stakeholders who
are owners and developers of a marketplace as well as its users. For the first group of stakeholders
general system’s effectiveness becomes important, and it is attributed above all to the efficiency of
its functioning, computational resources needed to perform the work and ability for customization.
Users are mostly interested in reliability of system’s output and how well it suits each given user.
The last factor mentioned above reflects how naturally specific implementation of the system can
be extended to handle data uncertainty and imprecision, since the latter being an inherent part of
virtually any system reveals itself in different forms. The recognition of such manifestation forms
of uncertainty becomes a task of prime importance to represent appropriately (model) its
distinctiveness. Consequently, fuzzy logic is getting one of pivotal theories that captures naturally
the phenomenon of imprecision and uncertainty [11].

The rest of the paper is organized as follows: in section 2 notions of trust and reputation,
difference between them, are considered. Uncertainty in the marketplace and verbal assessments
that are inherent in reputation systems form the contents of section 3. Some basic terms and
definitions relating to the field of fuzzy sets and logic are covered in the section 4. Section 5 is
devoted to the brief comparison of five well-known reputation systems (EigenTrust, Absolute
Trust, PeerTrust, et al.) and stressing their key differences as well as intrinsic similarities. Setup of
computer-based experimental part of the work (parameters and their values used) constitutes the
material of section 6, whereas the results of carried out experiments are discussed in the section 7.
Thereafter, the transition from crisp to type-1 and interval type-2 fuzzy PeerTrust algorithm
(analysis of such transition’s outcome) is presented in finishing sections 8 and 9. Concluding
remarks and observations are drawn in section 10.

2. Trust and reputation. What is the difference between these terms?

Trust and reputation are the main concepts underlying vast majority of reputation systems. In order
to clearly recognize the purpose of reputation systems, we need to define what do trust and
reputation in terms of online marketplace stand for. Diverse sources give different definitions of
the term ‘trust’. The basic definition presented in Oxford English Dictionary reads as follows:
«Trust is a firm belief in the reliability, truth, or ability of someone or something» [12]. However,
such definition cannot lay claim to completeness, since notions of trust and reputation as applied to
peculiarities of Internet-based activities must be defined in a more context-specific way. Among
other things, Alam & Paul define trust as «a belief, the trusting agent has in the trusted agent’s
willingness and capability to deliver the services that they are mutually agreed on in a given
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context and in a given time slot» [13]. In addition, Wang & Vassileva associate term ‘trust’ with
«a peer’s belief in another peer’s capabilities, honesty and reliability based on its own direct
experiences» [14]. Starting from individual judgments and predictions, Gambetta state that «...
trust is a subjective probability that relies on context and reputation, it describes how secure a
situation is even though risk is associated with it» [15]. It can be noticed that trust is mainly linked
to belief that peers (agents) mentally possess in malicious P2P environment. Thus, trust can be
viewed as a soft system’s factor that is difficult to express precisely and in complete form. It is tied
to distinction of numerous generally inhomogeneous interactions between peers, organization of
the network, in which humans play a pivotal role.

For reputation term situation seems resembling, i.e. there is also no conventional definition that
most of sources agree on. According to [14], reputation is defined as «peer’s belief in another
peer’s capabilities, honesty and reliability based on recommendations received from other peers». On
the other hand, already cited above Alam & Paul propose to consider reputation as «aggregation of
all recommendations provided by the third-party recommendation agents about the quality of the
trusted agent» [13]. Abdul-Rahman & Hailes define reputation as «an expectation about an agent's
behavior based on information about its past behavior» [16]. Kreps & Wilson link reputation to
characteristic or attribute «ascribed to one person by another person (or community)» [17]. A
complete (at least, voluminous) overview of definitions relating to trust and reputation can be found
in [18]. In the present work, we use definitions for terms ‘trust’ and ‘reputation’ from [14] since both
definitions agree with basic concepts of reputation system and interaction within P2P community.
Even though trust and reputation are very closely related concepts, and many sources simply use
them virtually as synonyms, still there is a major difference to emphasize. While trust is subjective
in nature, and it expresses local attitude of a peer regarding another agent on basis of his/her own
past experience, reputation serves as a global and public perception of a given peer in the midst of
other peers. With this point in mind, we may list those important characteristics of trust and
reputation that must be taken into consideration when considering reputation systems.

e Context awareness (sensitivity) — trust or reputation of a peer is dependent on what the
context of communication is. For instance, a peer can be really trustworthy in delivering
books or office supplies, but unreliable in selling electronic accessories,

e  Multi-faceted nature (diversity) — even in the same context, peer can evaluate the quality of
communication with another peer on the strength of several aspects. In the case of online
marketplaces delivery time, quality and price of goods (services) can be mentioned. While the
context-sensitivity of trust underlines the fact that the trust in the same agent may vary with
reference to different situations, the multi-faceted nature characteristic stands for
manifoldness of trust. It definitely plays a substantive role in deciding whether an agent is
trustworthy to interact with or not [14],

e  Dynamism — apparently, levels of both trust and reputation increase or decrease in view of
gaining experience (direct interaction). Such changes may alternate in due course depending
on arising situation in the system, with a clear-cut declining tendency observed with time
[14],

e Imprecision and uncertainty — it is not very habitual for humans to operate with estimates of
trust and reputation in the form of numbers. Definitely, it is not difficult to perform relatively
simple calculations even in passing, but explanations and interpretations are usually based on
verbal forms (words, phrases and short sentences in natural language). The peer can be
classified as «very trustworthyy, «not too trustworthy» or in some likewise manner. Thus, we
express gradations (imprecise estimates) of the extent, to which the peer is reputed as
trustworthy or not. The bounds of gradations (verbal granules) are inexact, but nevertheless
linguistic forms are easily perceived and processed by specialists and ordinary people in talks,
reasoning and decision-making process. We may conclude that trust is a highly subjective
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category, and being apparently fuzzy it can be associated with verbal assessment values
(granules). The vagueness of the trust is linked outright to uncertainty of reputation as well.

3. Uncertainty in marketplace data. Verbal assessments are very natural in
reputation systems

The paper is focused on reputation systems as applied to e-commerce field (and specifically online
marketplaces). Because of that it is essential to consider what kind of data concerning peers and
their transactions are available, and what sort of data peer’s feedback about fulfilled transaction
contains. In online marketplaces there are two types of peers — they are sellers and buyers; every
transaction implies participation of one seller and one buyer. It is important to distinguish these
types of ‘players’, because they gain trust and reputation that differ by their gist. In the present
work we consider three types of marketplace data:

e  peer data, i.e. a set of general data pieces that relates to peer itself (personal data, registration
date, etc.);

e transaction data — general data about transaction held between seller and buyer (delivery time,
payment time, total sum and date of transaction, etc.);

o feedback data refer to data collected from both seller and buyer after completion of each
transaction (goods quality, communication quality, shipping service reliability, etc.).

Most of the existing reputation systems work only with peer’s feedback [7-10,19]. In general,
feedback provides some subjective assessment of experience that a peer has with another peer in
the course of transaction’s realization. But in certain cases, such experience cannot be thoroughly
expressed in terms of integers -1, 0 and +1 as it occurs in eBay system. Why do we think so?
Firstly, regarding feedback as a number means neglecting diverse aspects of experience such as
those mentioned above. Secondly, and this fact was also underlined earlier, it is more natural for
humans to think of evaluating experience in terms of some ordinal scale stretching from «very
bad» label to «very good» instead of using «goody, «neutral» or «bad» plain marks as linguistic
equivalents of -1, 0 and +1. In case of extended scale’ use, its grades may overlap with each other,
since each label or grade stands not for a single value, but for a range of values instead. For instance,
there is no clear-cut border line between values (labels) «very bad» and «bady, but almost all people
may differentiate these values mentally while impacting information chunks to others.

Similar situation comes to pass with reference to transaction data. For example, let us consider
delivery time of basic electronic accessories from Moscow to Saint-Petersburg. We know that they
are normally delivered within N days. Is it «quickly», «slowly» or «neither slowly, nor quickly»
for a client? Maybe it is a little bit slowly, but not too much? What can be said about N+2, 2N
days or even 5N days? At some point it becomes obvious that delivery time can be associated with
label «slowly» or even «very slowly». But what do we mean by that some point? For different
people it occurs at different moments, which are not fixed (crisp), and this is when imprecision and
uncertainty (fuzziness) of these data reveal themselves.

4. Fuzzy logic theory. Some basic terms and definitions used in the study

Taking into account uncertainty inherent to notions of trust and marketplace data, we need to
consider its formal representation for a possible use in trust management and reputation systems
(models). The concept of uncertainty is many-sided and rich; furthermore, uncertainty
‘accompanies’ any interactions of humans with real world [11]. In this connection, reputation
systems exemplify active communication of peers based on the exchange of information that is
often a matter of human perceptions and interpretations to a various extent. Much depends here on
cognition and verbal assessments expressed in the natural language. Such perceived units can be seen
as granules with ‘soft” bounds rather than exact quantities having unified meaning and interpretation
by all parties involved into the process. The theory of fuzzy logic (FL) extends the ontology of
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mathematical research in the context of formation of a composite methodology that leverages quality
and quantity [20]. It provides ample means to model the “perceived meaning of words/phrases
conveying the expert opinions (estimates) in a graded fashion” [21]. The following is a quick glance
at main concepts and definitions concerned with fuzzy logic as used in the present study.

Definition 1. Linguistic variables (LV) — variables whose values are words, phrases or sentences
(linguistic terms) expressed in natural or artificial language [22]. In short, we can state that LV
constitute a form of information granulation serving as a base for further transition of those
granules to computable counterparts [23]. For example, if we consider the case of delivery time
from point A to point B, the label (term) “quickly” is one of possible linguistic values assigned to
the variable Delivery Time. Its whole term-set can be represented as T pelivery Time) = «quickly» +
«very quickly» + «slowly» + «more or less quickly» + ... , where sign ‘+” denotes the aggregate of
linguistic granules rather than arithmetic sum operation.

Linguistic variable Delivery Time is defined on the universal set U (realistic range of numeric
values representing the delivery time in particular situation), i.e. each element x € U stands for the
time (minutes, hours, etc.) that can be associated as a result of human’s perception (judgment) with
corresponding terms to various degrees.

Definition 2. Let U be a set of elements (objects) that are denoted generically as x (U={x}); fuzzy
set AcU is a set of ordered pairs {(X,p,(x))}, where mapping p, :x —[0,1] is a (type-1)
membership function of a fuzzy set A. Value p, (x) is a degree (grade) of membership of x in the

set A, and U is a problem’s domain (universal set). Membership function (fuzzy set) represents
possibility distribution of x-values over domain U, and it can be expressed as aggregation

'[ “A—(X) or union ZM—(X) of pairs {(x,u(x))} , W(x) €[0,1], in continuous and discrete cases,

v X xeU X

correspondingly.
Definition 3. Let A be a fuzzy set on U, then a-cut of A is a crisp (non-fuzzy) set A, composed
of all xe U, whose grades of membership in A are greater or equal to o [22]. Formally, A, can

be expressed as {x|p, (x) >a} . A fuzzy set A may be decomposed into and restored from a-cut

1
sets through the resolution identity [24, 25],i.e. A= J'aAa ,or A= ZGAa , ae[0,1].
0 o

An integral part of any formal modeling approach is closely related to the use of functions. Along
with pervasive processing of non-vague objects, fuzzy quantities in last three decades became
widespread in algorithms covering enormous circle of application domains. The need to extend the
possibility for functions to operate with arguments having the form of fuzzy sets has led to
formulation of extension principle [22, 26, 27]. As its name speaks for itself, it is directed to
spreading nonfuzzy mathematical concepts to fuzzy ones [28]. It is specifically what is required to
handle aspects of uncertainty (fuzziness) with reference to existing reputation systems.

Definition 4. Assume f is a mapping from universal set U to set V, and A is a fuzzy set defined
on U (for the sake of simplicity we may consider finite representation of such set, i.e.
A=p, (x)/x) 1, (%5)/%, +o+ 1, (x,)/x,, ). Relying on the extension principle, the image
f (A) of A under mapping f is obtained as follows:
f(A)=f (HA(Xl)/Xl F (xp)/xg e 1, (x,)/x, ) =
= (x)/ T )+, () / TG+ (x,)/ F(x,)
In other words, the image of A under f can be deduced from the knowledge of the images
f(x), F(x),. T(x,).
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Definition 5. The process of representing initial data (e.g. linguistic values) as membership
functions is called fuzzification; most of applications require to perform at final stages the opposite
translation from fuzzy functional forms to crisp values — this is achieved through defuzzification
procedures [11, 21, 26, 29].

5. Brief comparison of existing reputation systems - their differences and
intrinsic similarities

The number of publications devoted to trust management and reputation systems is pretty
imposing, and it is growing from year to year [6, 8, 9, 10, 14, 19, 30]. In the paper, we wittingly
touch upon (just brief overview augmented with performance considerations) the most significant
systems that proved themselves as effective, robust and applicable to online marketplace
reputation management. It is worth mentioning that only those systems that do not use basically
fuzzy logic concepts are reviewed in the paper. For instance, systems that utilize fuzzy inference
schemes or other fuzzy-logic related notions [20, 31, 32] constitute an interesting research topic,
but on level with other relevant cases it is outside of the scope of the present paper.

Results of the conducted analysis of existing sources provided a basis for selection of those criteria
that can be classified as crucial from the viewpoint of systems’ comparison. They can be described
concisely as follows:

e Speed of convergence — iterative algorithms form a core of nearly all reputation systems.
Thus, one of important aspects of such algorithms is how fast they converge and produce a
result. This feature is covered as a principal one in most of papers related to reputation
systems [6,8,9,10],

e Robustness — it is the criterion concerned outright with the main purpose of every reputation
system, namely, the prevention of malicious attacks. Therefore, it becomes essential to
measure how well a given system is able to held out against malicious peers’ activities. Such
experiments are covered by S.D. Kamvar, M.T. Schlosser, H. Kurdi, N. Chiluka, N. Andrade, Y.
Wang, L. Xiong, et al. in [6,8,9,10,14,19]; however, it is important to mention that papers
referenced here cover different types of malicious behavior,

e  Hyperparameters — their presence is an important point to consider in the process of system’s
deployment, since they show the extent, to which the system is customizable. But at the same
time, factor of their presence is a ‘double-edged sword’, inasmuch as, on the one hand, tuning
of hyperparameters may lead to better performance of a specific system. On the other hand, it
enhances significantly the complexity of deploying the system,

e Handling data imprecision and uncertainty — most of hypothetical or artificial systems do their
work in the presence of uncertainty. The latter is often linked to human factor being an
integral part of a system in the context of verbally defined and/or interpreted data. The latter
are elicited from active discussions with stakeholders and estimations commonly used as
inputs in calculations provided for algorithms underlying system’s work specifics. Those
pieces of information are often ‘soft’ (imprecise) in their nature, and it opens manifest way
for the use of fuzzy logic theory in models of reputation systems. Hence, the comparison of
algorithms can be performed in the view of how well system (algorithm) adapts fuzzy logic
extension.

5.1 EigenTrust Algorithm

EigenTrust system is originally proposed for a P2P file-sharing network by S.D. Kamvar, M.
Schlosser and H. Garcia-Molina in the paper that became one of the most cited papers on reputation
systems [8]. EigenTrust calculates a global trust value for each peer based on his/her past behavior
by incorporating opinions of all peers in the system [19]. Opinions concerning a particular peer are
represented as a local trust value. After each communication peer assesses his/her experience by
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the value from restricted set comprised by integers -1, 0 or 1. The local trust value is an
aggregation of all communication experience assessments. It was shown how to normalize local
trust values in a way that leads to elegant probabilistic interpretation similar to the Random Surfer
model and efficient algorithm to aggregate these values [8,33]. Pre-trusted peers that can be seen
here as a hyperparameter (it must be chosen in advance for the whole system to operate) are used
to guarantee convergence and breaking up malicious collectives. The choice of pre-trusted peers is
important, and it can compromise the quality of system to a marked degree [8]. As also shown in
[8], for a network with 1,000 peers the algorithm converges after completion of less than 10
iterations. Theoretical base for fast convergence of EigenTrust algorithm is discussed by T.H.
Haveliwala and S.D. Kamvar in [34]. Robustness of the system is evaluated under several threat
models, and the system shows good overall performance in all cases [8]. For both Individual
malicious peers and Malicious collectives threat models, EigenTrust system outperforms non-trust-
based systems showing five to eight times better results with fraction of inauthentic downloads
(FID) less than 0.2 for every setting. For Malicious collectives with camouflage case (model 3),
system shows less impressive results, but still Malicious Spies threat model (fourth model) tends
to be the best strategy for malicious peers to attack trust-based network [8].

As already mentioned earlier, EigenTrust system uses aggregated local trust values that must be
normalized beforehand to avoid system’s ‘demolition’ due to assignment of very high and very
low local trust values [8]. Normalized local trust value c;can be calculated as

¢;; = max(s;;,0)/X;max(s;;,0), where s; is a local trust value. The shown way of

normalization isn’t free of drawbacks. For one thing, normalized values don’t draw a distinction
between a peer with whom a given peer i did not interact and a peer with respect to whom peer i
has had a poor (negative) experience. Secondly, c; values are relative, and they cannot be

interpreted easily in the absolute sense [8]. Thus, an attempt can be made to extend EigenTrust
algorithm with fuzzy logic notions to obtain transparent and interpretable modification of the
original computational scheme. Particularly, calculation of local trust value may be altered to
accumulate different types of marketplace data, but further study that concerns the impact of
fuzzification on probabilistic interpretation of EigenTrust algorithm is required.

5.2 HonestPeer Algorithm

HonestPeer as an enhanced version of EigenTrust algorithm is discussed by H. Kurdi [9]. The
algorithm endeavors to address one of the major problems with EigenTrust system, viz. pre-trusted
peers. HonestPeer minimizes the dependency on that pre-trusted set of peers by choosing one
honest peer dynamically for every computation step of global trust value (GTV). This honest peer,
i.e. the peer having the highest global trust value, plays a crucial role in further computations of
GTV. The speed of HonestPeer’s convergence is almost the same as for EigenTrust algorithm,
despite the need to perform additional calculations. Following [9], two benchmarks are considered
— they are EigenTrust algorithm and no algorithm. Performance of HonestPeer algorithm is
estimated under different experimental settings embracing variable number of users and files as
well as number of pre-trusted peers and with the examination of percentage of inauthentic file
downloads by good peers and success rate of good peers (success rate of good peers equals the
ratio of #valid files received by good peers to #transactions attempted by good peers).

HonestPeer algorithm surpasses EigenTrust in effectiveness and capability to ‘help’ good peers to
download valid safe files. This fact can be attributed to the ability of HonestPeer to choose honest
peers dynamically after each round, while in case of EigenTrust pre-trusted peers are chosen
statically irrelative of their performance [9]. Since HonestPeer is basically an enhancement of
EigenTrust algorithm, the use of fuzzy logic may be appropriate and explicable as a practical
matter to address those forms of uncertainty that are typical for system under consideration.

106



Hocosckuit M.M., [lertapes K.1O. PenmyrannoHHsie CHCTEMBI B 97IEKTPOHHON KoMMepiui: CpaBHUTEIbHBIH aHATHU3 U IIEPCIICKTUBbI
MOJICITMPOBAHKS IIPHCYIel UM HedeTkocTH. Tpyowt UCIT PAH, Tom 31, Bbin. 3, 2019 r., ctp. 99-122

5.3 PowerTrust Algorithm

The reputation system PowerTrust, which is based on power-law distribution of peer feedbacks
discovered after examination of 10,000+ eBay users’ transaction traces, is covered by R. Zhou and
K. Hwang [10, 35]. In PowerTrust system a few power nodes are selected dynamically according
to their reputation. These nodes can be dynamically replaced, if they become less active or
demonstrate unacceptable behavior. Good reputation of power nodes is accumulated from the
operation history of the system — functional modules of PowerTrust system as well as flow scheme
that relates to collection of local trust scores and global reputation aggregation are visually
demonstrated in [10]. Without going into particulars, it should be mentioned that raw data input for
PowerTrust is treated as local trust scores, which are then aggregated to obtain global reputation
score of each peer. The Regular Random Walk module supports the initial reputation aggregation,
while Look-ahead Random Walk (LRW) module is used to update the reputation score
periodically. LRW also works with Distributed Ranking Module to identify power nodes. The
system leverages power nodes to update Global Reputation Scores (vector V) [10].

The experimental performance of PowerTrust in terms of reputation convergence overhead to
measure aggregation speed, ranking discrepancy to measure the accuracy, and root-mean-square
(RMS) aggregation error to quantify system’s robustness to malicious peers shows that PowerTrust
algorithm outperforms EigenTrust by more than factor 1.5 in case of convergence speed [10]. Under
all settings PowerTrust exhibits its robustness against collusive peer groups of various sizes.

In much the same way as for both EigenTrust and HonestPeer, the point of fuzzy logic’s application
to PowerTrust algorithm is a local trust value. Several linguistic terms may be defined on [0,1]
interval to be used consequently for computation of global reputation. It is of definite interest to
research whether the use of fuzzy logic may affect properties of PowerTrust algorithm or not.

5.4 Absolute Trust Algorithm

The algorithm for aggregation of trust among peers in P2P networks (Absolute Trust algorithm)
was presented by S.K. Awasthi and Y.N. Singh [30]. Most of reputation systems are built upon
scenario when all peers evaluate other peers by way of assigning foregoing local trust values that
are a subject for further aggregation aimed at obtaining peers global reputation scores. In general,
three different types of evaluation scenarios (one-to-many, i.e. one person is evaluating many
persons, many-to-one scheme, under which many persons are evaluating one person, and one-to-
one case, which implies that one person is evaluating another person) can be identified. In an effort
to strengthen feedback’s reliability in many-to-one evaluation scheme, any evaluation provided
must allow for the competence of evaluator (evaluating party in the system) in computations via
proportional weight’s factor. Global trust of j-th peer can be used by way of weight in aggregation
of local trust scores in calculation of any given i-th peer’s global trust. Thus, a set of peers
communicating (providing services) to the i-th peer can be reduced to just one virtual
representative. It results in obtaining one-to-one evaluation scheme, and the trust of a set will be
dominated by peers having higher global trust [30].

The existence and uniqueness of global trust vector as an outcome of aggregation approach is
proven in [30]. The closed-form peer’s global trust expression lays a basis for direct comparison of
global trust values calculated for any two peers in the system (network with N nodes). There is no
theoretical explanation of fast algorithm’s convergence, but experiments show that it converges
fast (about 7 iterations for 100 peers in the network) [30].

Robustness of the algorithm is evaluated regarding behavior of EigenTrust and PowerTrust
systems. Several network configurations are considered in [30] such as the ones under the presence
of pure malicious peers, peers with unpredictable behavior as well as malicious collectives (groups
of peers whose familiarity positively affects their own reputation values diminishing
corresponding values of persons outside such groups). It was shown that for first two
configurations the performance of Absolute Trust improves significantly as compared to
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counterparts (by appr. 2% to 4% of authentic transactions that relate to exchanging files between
peers, respectively). As concerns malicious collectives, performances of algorithms are almost
identical, with marginal superiority of Absolute Trust over its aforesaid rivals.

The local trust metric in this algorithm can be defined in many ways, and it forms prospects to
develop a fuzzy local trust metric. It is worth mentioning that aggregation procedure used in the
algorithm can be practically retained. The customizable local trust metric allows to use fuzzy logic
approach to extend the algorithm in relatively easy and natural way.

5.5 PeerTrust Algorithm

PeerTrust is another example of P2P reputation system designed specifically for e-commerce
communities that are characterized by distinctive problems and risks [6]. L. Xiong and L. Liu
identify five important factors that relate to evaluation of peer’s trustworthiness as regards
supplying other peers with corresponding services. These factors are feedback obtained by a peer,
feedback scope (e.g. total number of transactions occurred between peers), credibility of feedback
source, transaction context aimed at drawing distinction between extremely crucial and less
important or uncritical transactions, and community context to address community-wide
characteristics and vulnerabilities. Based on formalization of these parameters, the authors
proposed a peer’s j trust value (metric) T(j) consisting of two parts [6]. The first one is a

weighted multiplicative combination of amount of satisfaction peer obtained after realization of
each transaction, adaptive transaction context for i-th transaction of a peer and credibility of the
feedback received from peers. Community context factor constituting the second part of T(j)’s

expression increases or decreases the impart of the first part to trust value owing to allowance of
distinctive community’s features. The proposed metric T(-) should be considered as a general

form, in which corresponding parts can be ‘tuned’ in terms of parameters and factors used [6].
Every part of the metric can be implemented differently — alternatives of possible credibility
measure metrics (trust value/TVM, personalized similarity/PSM) are presented by L. Xiong and
L. Liu in their paper.

Speed of convergence and complexity of PeerTrust algorithm appreciably depend on metrics
definitions and specific implementation strategies. In general, the performance of system under
PSM metric is a bit worse than in case of TVM, but on the other hand, the former provides better
results as the number of peers in the network is increasing. System’s robustness is assessed on the
grounds of effectiveness against malicious behavior of peers comparing to conventional algorithm,
in which the average of the ratings is used to measure the trustworthiness of a peer without taking
into account the credibility factor. The trust computation error as a root-mean-square error (RMSE)
of the computed trust value of all peers and the actual likelihood of peers performing a satisfactory
transaction are computed to evaluate the algorithm’s performance. PeerTrust with PSM metric
ensures striking results as calculated RMSE does not exceed the value of 0.05, and transaction
success rate attains virtually unity.

It must be admitted that PeerTrust system is very flexible over the existing possibility to choose
local trust metric. Therefore, it seems that the practical application of fuzzy logic approach to
handle naturally nascent uncertainty (vagueness) of certain parameters and characteristics in the
algorithm looks justified enough. The system also possesses a great potential to incorporate all
types of marketplace data, especially through transaction and community context parts of the
general metric T (-) that afford means of broad coverage of manifold system’s peculiarities.

6. Experimental part — setup stage. General comments

For the experimental part of the study, we implemented a simulator (in Python 3.7), and the
section describes the general simulation setup, including the community setting, peer behavior
pattern, and trust computation.
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We assume that hypothetical (simulated) community consists of N peers, for which two peer types
are defined, namely, they are honest and strategic, or malicious, peers [36]. The first one embraces
those commitment long-run players focused on cooperation, since the latter maximizes player’s
lifetime payoffs, if the player consistently sticks to action in long-range outlook. In contrast,
opportunistic player who cheats whenever the occasion is beneficial for him is bound to a strategic
type [6]. The percentage of malicious peers in the community we denote by K. It is reasonable that
behavior pattern of good peers is to always cooperate and provide honest feedback after each
transaction. However, a correct modeling of malicious peers behavior is a bit challenging task that
may require certain simplifications. In particular, we may consider that malicious peers always
cheat during transactions and give dishonest ratings to other peers, i.e. they rate negatively a peer
who cooperates and provides good rating to a peer who cheats. In case of EigenTrust and
HonestPeer algorithms there are also pre-trusted peers that play an important role from the
standpoint of algorithm’s consistency. Respective PRE_TRUSTED parameter stands for the
percentage of pre-trusted peers that relate to good peers only. In general, behavior pattern of peers s a
topic on a slippery ground, i.e. it can be placed among those aspects of models of reputation systems
that require close scrutiny. Why? Potentially, the above cited pattern is definitely not unique, so in
order to make models viable other feasible options must be addressed hereafter with great care.

We may also assume that community has CAT categories of services that are provided by peers.
From amongst these categories each peer is interested only in a specific subset having the
cardinality not less than S. Each category is associated with at least P percents of peers in the
community. When a peer queries a service of a specific category, only peers associated with this
category can respond to such query. At that, two transaction settings are simulated — they are
random and trusted. Random (or, simple) setting means that a peer, which responds to the query, is
selected randomly (uniform distribution is used) from a set of all peers that can provide queried
category of service. In trusted setting the responder is also selected randomly from all peers that
can respond to the query, but it is done with respect to their reputation, i.e. a peer with higher
reputation has better chances to be chosen. If there are peers with zero reputation, then there is a
10% chance that the responding peer will be chosen uniformly from those peers. It efforts the
opportunity for new peers to start building up their reputation.

Binary feedback system is used to evaluate peer after each completed transaction. It means that
values 0 and 1 are practiced for PeerTrust and Absolute Trust algorithms, -1 and 1 are used in
cases of both EigenTrust and HonestPeer approaches. Local trust and reputation computation steps
as such depend on the algorithm in use. Some algorithms have their own hyperparameters that
must be specified. Default values of parameters are listed in Table 1. Simulation session (cycle)
consists of SIM_NUM transactions. Global reputation is updated after every UPDATE_NUM
transactions. Experimental results are averaged by 5 cycles of simulation. Although we simulate
online marketplace community — usually it is big enough, dozens to hundreds of thousands of
peers — experiments are performed under the presence of modest number of peers. It may be
considered as a perceptible limitation, however, the main aim of simulation is to obtain those prior
results that lay down the ground for further analysis of weak/strong points of models considered
here in terms of deeper understanding of their potential to incorporate formal representation of
uncertainty (imprecision) factors into these models. In real-life environment it seems highly
unlikely that the major part of marketplace peers is malicious as it was defined earlier. Therefore,
we don’t consider in simulation a malicious peers share exceeding 35%.

7. Experimental part — results and their comparison

We introduce a metric that shows the effectiveness of the reputation system as a rate of
unsuccessful transactions (RUT). The unsuccess of transactions is bound up with the outcome of
those transactions, in which responding peer happens to be malicious. It is obvious that the less
value of the metric is the better. Besides, for the time being we do not consider PowerTrust
algorithm in the empirical study, since it requires more close inspection and implementation cycle.
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7.1 Effectiveness against malicious behavior

The objective of conducted experiments is to evaluate the robustness of the reputation systems against
peers with malicious behavior. In the first experiment we alter the percentage of malicious peers in
hypothetical community from 10% to 35% with other parameters keeping their default values (Table 1).
Table 1. Parameters and their values used in experiments

Affiliation - Default
. Parameter Description
with... value
N number of peers 1000
K percentage of malicious peers 15
c . CAT number of categories 10
ommunity
setting s minimal number of categories for 3
each peer
p minimal percentage of peers 5
associated with each category
. . SIM_NUM number of queries in a simulation 10000
Simulation mber of transactions in
settin nu nsactions i
g UPDATE_NUM reputation update cycle 100
EigenTrust &
HonestPeer PRE_TRUSTED percentage of pre-trusted peers 5
weight of good transactions in
GOOD_W local trust 10
Absolute Trust oht of bad —
BAD W weight of bad transactions in 1

local trust

Eobustness of reputation systems

"__.-' = -
g Abszolute
Trust
PeerTrust
EigenTrust

rateof unsuccessful transactions

T

percentage of malicious peers

Fig. 1. The growth of rate of unsuccessful transactions depending on the increase of malicious peers’
percentage (from 10% to 35%) for different algorithms

As is easy to see in fig. 1, the rate of unsuccessful transactions grows almost linearly with the
increase of values (axis x) for simple setting; trusted settings show better results though.
EigenTrust, HonestPeer and PeerTrust algorithms show extremely moderate growth of RUT with
the increase of malicious peers’ percentage. Absolute Trust algorithm demonstrates quite
disappointing results characterized by negligible gain (within appr. 2.1% on average) as compared
to simple (random) system’s case.
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7.2 Speed of convergence and scalability

In this set of experiments, we take aim at evaluating the general speed of algorithms convergence
and their scalability with regard to the increase of number of peers (fig. 2). As will readily be
observed, algorithms PeerTrust and Absolute Trust generally need not more than 2 iterations to
converge, while EigenTrust and HonestPeer need to go through 4+ iterations. More than twofold
difference on very small values practically equalizes rivals under the conditions of experiment.
Thus, all algorithms seem to be quite scalable concerning the number of iterations needed to
converge, since the latter does not grow substantially with the increase (from 1,000 to 3,500) of
number of peers in the community.

, Speed of convergence

- HonestPeer
EigenTrust

Absolute PeerTrust

numberof terations

Trust

aumber of peers

Fig. 2. The speed of convergence (number of iterations needed) of algorithms depending on the number of
peers (in the range from 1,000 to 3,500)

Eobustness of reputation systems

- - -

Abzolute
Trust

HoneztPeer

PeerTrust :
EigenTrust

¥ -

rate of unsuccessfizl transactions

number of peers

Fig. 3. The speed of convergence (number of iterations) of algorithms depending on the number of peers (in
the range from 1,000 to 3,500)

We also evaluate how consistent corresponding systems are against the background of increasing
number of peers under «freezing» of other parameters (fig. 3). It can be seen that situation remains
almost indistinguishable be it small or bigger community — the rate of unsuccessful transactions
mostly remains unchanged in the context of the same malicious peers’ percentage.
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7.3 Choice of the «best» (most feasible) system

According to the results of experiments summarized above as well as constraints and assumptions
put forward, PeerTrust model appears the most robust and effective reputation system among
alternatives. It is quite stable regarding the growth of percentage of malicious peers in the
community and scalable enough to handle evenly larger number of peers. What is more, local trust
metric in PeerTrust system is highly customizable, and this fact simplifies the possibility to extend
it with fuzzy factors inhere in reputation systems. In a wide sense we can talk about marketplace
data uncertainty that requires much attention in further development of the topic and elaboration of
formal aspects of models. Thus, in this instance we opt for PeerTrust system with the object of its
modification on the basis of Zadeh’s extension principle.

8. Transition from crisp PeerTrust system to Fuzzy PeerTrust system. Is it
worthy of notice?

In order to implement fuzzy reputation system, we need to understand above all what data will be
represented by fuzzy sets (numbers). In non-fuzzy version of PeerTrust algorithm binary feedback
system is used. We suggest utilizing a broader scale to express degrees of satisfaction concerning
transaction. It naturally arises from peculiarities of human’s perception of information (comments,
judgments) — it is not a very convenient and alluring way for humans to think in terms of zeros and
ones (or, any other numbers). For the human mind such terms as «bad», «normal» and other
resembling options look more understandable and well-suited for interpretation and processing.
Being guided by this observation, the new algorithm’s feedback can be represented by five verbal
degrees of satisfaction, namely, they are «very bad», «bad», «normal», «good» and «very good».
More fine granulation does not look preferable here, because it may lead to certain confusion in
view of human perception of satisfaction’s shades — the ‘magic’ number 7+2 and the seminal paper
(1956) by American psychologist George A. Miller on limits on our capacity for processing
information straight away cross our mind.

Transaction quality

" i Very
o bad -
= good
= Very

= bad good

b=

§

oniverse of discourse U=[0.1]

Fig. 4. Linguistic values (trapezoidal membership functions) of the variable ‘Transaction quality’ (universe of
discourse U=[0,1])

Such verbal terms are treated as linguistic values of the variable «degree of satisfaction» or
«transaction quality»; each value can be formally represented by trapezoidal membership function
on universe of discourse U=[0, 1] as shown in fig. 4. The type (e.g. Gaussian, bell-shaped, etc.)
and the location of fuzzy sets on U may vary noticeably depending on estimates provided by

112



Hocosckuit M.M., [lertapes K.1O. PenmyrannoHHsie CHCTEMBI B 97IEKTPOHHON KoMMepiui: CpaBHUTEIbHBIH aHATHU3 U IIEPCIICKTUBbI
MOJICITMPOBAHKS IIPHCYIel UM HedeTkocTH. Tpyowt UCIT PAH, Tom 31, Bbin. 3, 2019 r., ctp. 99-122

expert group with reference to characteristic features and implicit shades of model under
consideration [22]. The rest of the algorithm remains unchanged, and all specified operations are
carried out with fuzzy numbers (intervals) instead of crisp values till the attainment of the
defuzzification stage. Defuzzified reputation values are used to choose the responding peer exactly
in the same way as described above. In the paper centroid method (COA) is used to obtain those
values, but effectiveness and performance of the algorithm may depend distinctly on the chosen
defuzzification approach [21, 26].

Here, special attention should be paid to the following: in the paper we consciously consider only
one type of data falling under fuzzification, viz. the feedback regarding a buyer. Primarily it is
connected with the amount of required modifications and scope of computational experiments to
be covered by the text of the limited size. But we are aware that other foregoing types must be
addressed thoroughly in the course of the ongoing empirical study.

In conditions of maintenance of community and simulation settings (see the details of conducted
experiments described above), but under the imprecision (vagueness) taken into account in the
feedback system, we compare the experimental components of Fuzzy PeerTrust with original
PeerTrust and EigenTrust algorithms.

Fobustness of reputation systems

Fuzzy

simple PeerTrust

setting

PearTrust —

rate of unsuccessful transactions

percentage of malicious peers

Fig. 5. The growth of rate of unsuccessful transactions depending on the increase of malicious peers’
percentage (from 10% to 35%) for EigenTrust, PeerTrust and Fuzzy PeerTrust algorithms

8.1 Effectiveness against malicious behavior (Type-1 fuzzy case)

In the first place, we want to evaluate the robustness of fuzzy modification of PeerTrust system.
Experiment settings are retained, the percentage of malicious peers is changing within the range
from 10% to 35%. The results as shown in fig. 5 lead to the conclusion that Fuzzy PeerTrust
algorithm is definitely more robust in comparison with Simple system. Under small percentage
values (appr. interval [10%,18%]) of malicious peers, the performance’s characteristic of Fuzzy
PeerTrust is close enough to original PeerTrust and EigenTrust. However, it demonstrates worse
results than crisp algorithms over the whole range of x-axis values concerned.

8.2 Speed of convergence and scalability

Another set of experiments was aimed at estimation of the speed of convergence of Fuzzy
PeerTrust and its scalability in view of the community’s growth. As expected, the speed of
convergence remains the same as for original PeerTrust with two iterations on average to
converge, and it differs essentially from corresponding characteristic (appr. 4.61 on average) of
EigenTrust algorithm (fig. 6). In terms of robustness Fuzzy PeerTrust can also be pronounced

113



Nosovskiy M.M., Degtiarev K.Y. Reputation Systems in E-commerce: Comparative Analysis and Perspectives to Model Uncertainty
Inherent in Them. Trudy ISP RAN/Proc. ISP RAS, vol. 31, issue 3, 2019. pp. 99-122

scalable, since it does not show significant decrease in quality with the growth of the number of
peers in the community (fig. 7). We observe smooth fluctuations of RUT at the level of 0.064. It is
worth mentioning that all properties of crisp algorithm remain intact in comparison with its fuzzy
counterpart.

Speed of convergence
EigenTrust
Fuzzy
PeerTrust

numberof terations

number of peers

Fig. 6. The speed of convergence (number of iterations needed) of EigenTrust and Fuzzy PeerTrust
algorithms depending on the number of peers (in the range from 1,000 to 3,500)
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Fig. 7. The growth of rate of unsuccessful transactions depending on the number of peers (in the range from
1,000 to 3,500) for EigenTrust, PeerTrust and Fuzzy PeerTrust algorithms
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where N is the number of peers in the community, t° is a default trust value of a peer v, v =1,N

: - . 0_ (4040 0\"
Computations are initiated with trust vector t =(t1 t ,...,tN) =(

[6]. Reputation of a peer v in the form of fuzzy set (number) is denoted as fuzzy(tv”l);

fuzzy(S(v, j)) stands for a feedback (fuzzy number) of peer v concerning j-th transaction;

defuzz(+) signifies the reduction of a fuzzy argument to crisp value (deffuzzification step). To
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1(v)

1t as well as the

calculate the product of fuzzy number fuzzy(S(v, j)) and crisp number t;/z

sum (1) of thus obtained fuzzy numbers, Zadeh’s extension principle is used [28,29,37]. As a
result, steps to be performed (Algorithm 1/case F1) can be expressed as follows:

Result : t—vector of global trust values

.
t° :(%%) L i=0

repeat
forv«1toN do

fuzzy (t,*) = Z:(:Vl) fuzzy (S(v, j))~ﬁ @
k=1 kK
= defuzz( fuzzy(ti”)) (2)
end
o=[ -
i=i+1
until ¢ <g¢;

As already mentioned, it is important to put emphasis on the choice of defuzzification method to
use in (2). In general, the step of defuzzification relates to the conversion of a fuzzy quantity
expressed in the form of membership function to a crisp number. In this case, we can talk about a
diverse group of “fuzzy-to-crisp” data transformation methods, including, in particular, Center of
Gravity (COG or centroid), Bisector of Area (BOA), Mean of Maximum (MOM), Smallest of
Maximum (SOM) and Largest of Maximum (LOM) standard computational schemes as some of
the most commonly used approaches. A rigorous and detailed discussion of defuzzification
strategies can be found in [38, 39].

The results of the conducted experiments with Fuzzy PeerTrust under default values of parameters
(Table 1) for different defuzzification methods shows that SOM scheme performs significantly
better in the presence of smaller standard deviation as compared to other strategies. Intuitively
SOM provides better results for the case in hand, because reputation system is punishing malicious
peers more ‘harshly’, and it leads to better isolation of such peers from good peers. At the same
time, changing defuzzification method in experimental settings does not affect scalability of the
algorithm itself, since as the number of peers increases, the rate of unsuccessful transactions
remains unchanged at insignificant fluctuations observed. Overall, we consciously avoid
generalizations here, since the competitive advantage of SOM in the given algorithm should be
confirmed empirically in the future.

At the same time, an important point of the algorithm shown above is that certain aforesaid
attributes of trust and reputation like context-awareness (sensitivity), decrease (of the level) with
time, their multifaceted nature (diversity) are not taken into account. We may regard this version
of the algorithm as basic one (or, F-basic if we consider factor of fuzziness in its core); it paves a
‘wide’ way for algorithm’s further revision, amendment and improvement.
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9. Switching from using Type-1 fuzzy sets to Interval Type-2 fuzzy sets in
reputation systems — the way to deal with uncertainty of expert’s
assessments

It can be noticed that the shift towards application of type-1 fuzzy sets in algorithms leaves us
anyway within the scope of crisp real values of membership functions, which are associated with
elements from a problem’s domain (or, universal set) U. Despite active use of type-1 fuzzy sets in
research works and industrial projects for almost forty years, existing publications specifically note
that such sets exhibit very limited capabilities for modeling uncertainty, because of p,(x)
crispness (vx e U) mentioned above [40, 41]. In case of type-2 fuzzy sets, their membership
functions are getting fuzzy, i.e. each specific p, (x) becomes associated with more than one value
unlike their type-1 counterparts.

The latter allows for representation of vagueness inherent in natural language constructs (words,
phrases) that express the assessments made by experts. Following explanations done by German
philosopher F.G. Frege, the notion of vagueness relates to so-called «boundary linex; it can be
expanded to the case of absence of clear truth conditions that is observed in most practical cases
involving human judgments [42].

We represent linguistic values of the variable «degree of satisfaction» or «transaction quality» by
interval type-2 trapezoidal membership functions defined on the universe of discourse U=[0, 1] as
shown in Fig. 8. Types of membership functions as well as their location on the universal set U
may vary noticeably depending on estimates provided by members of expert group [22]. It is
important to note that type-2 fuzzy sets may appear due to natural slight differences in expert
assessments and aggregation methods applied to them. As we can see, each of five functions
shown in fig. 8 is bounded by two type-1 functions called upper (UMF) and lower (LMF)
membership functions. Each function’s ‘thickened’ boundary (footprint of uncertainty, FOU) is
formed by primary interval-shaped memberships p, (x) =[0,1] (¥XeU) that can be seen as a

collection of vertical slices of original type-2 function.

Very

Good

Fig. 8. Linguistic values of the variable ‘transaction quality’ (universe of discourse U=[0,1]) represented in
the form of interval type-2 trapezoidal membership functions
Corresponding secondary function is connected to each interval p, (x), i.e. secondary membership
functions are defined on the whole set of p, (x) for each type-2 function under consideration. The

usual two-dimensional portrayal of type-2 MFs implies their 3D-view, which is determined by the
presence of secondary grades. In the present study, the focus is restricted to interval type-2 fuzzy
sets (IT2FS), for which all secondary grades are equal to one. Being a convenient uncertainty
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modeling tool to capture representation of heterogeneous verbal responses formed within the
group of domain experts, such functions are actively used when solving various practical problems
due to their well-developed theoretical foundations and sound computational efficiency. If
preceded by shown trapezoidal membership functions, the thicknesses of areas bounded by their
pieces (LMF and UMF) convey degrees of uncertainty as a result of aggregation of converted to
numeric form expert opinions concerning perception of values of the linguistic variable
«transaction quality».

Switch to using these functions in models leads to modification of the aforesaid F-basic algorithm,
in which all operations are performed on interval type-2 fuzzy sets until defuzzification stage is
reached. Steps to be performed can be expressed now (Algorithm 2/ case F2) as follows:

Result : t—vector of global trust values

;
t° :[%%) L i=0

repeat
forv«1toN do

fuzzy (tf,*l) = Z:(Zvl) fuzzy(S (v, j)) : ;[—(Jv)t' @
k=1 K

fuzzy (tj*l) = reduce( fuzzy (tj*l)) (§)
t'*! = defuzz ( fuzzy (t&”)) (2)

end

" =‘ti+1_tiH

i=i+1

until o < g;

It is proposed to implement modifications by means of «type-2 to type-1» type reduction (1') to
obtain the averaged trapezoidal membership function (resultant type-reduced set); afterwards, the
latter is defuzzified. It is noteworthy that type reduction algorithms are the topical area of research,
so extra experiments related to realization of defuzzification are an essential component of further
extension of the work.

Results of comparing fuzzy Type-2 PeerTrust with other algorithms are shown in fig. 9 and 10.
Just as expected, they’re comparable to the performance of Fuzzy PeerTrust algorithm. Better
results as compared to Simple case are quite predictable; there is a close enough resemblance to
the original PeerTrust and EigenTrust systems, especially for percentage of malicious peers in the
range from 10% to 20%. In average, fuzzy Type-2 PeerTrust shows slightly worse rates than crisp
systems, although it is possible to find an intuitive explanation for that.

Consecutive application of type reduction and defuzzification procedures may lead to certain
“displacement” of calculated values in comparison to original crisp models. It should not be
considered as a shortcoming of the system; it is a fact that must be taken into consideration when
using IT2FS. Potentially, it makes sense to use several type reduction and defuzzification
procedures in every case in question. Calculations will obviously become more time-consuming
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but will allow to take account of existing uncertainty factor in a more complete manner, leading to
obtaining interval results rather than exact points. As shown in Fig. 10, the adoption of IT2FS in
models does not affect the scalability of system in the context of experimental conditions.

Robustness of reputation systems
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The results attained enable to speak decidedly about existing perspectives of fuzzy logic
approach’s application in reputation systems (corresponding algorithms), whether type-1 or
interval type-2 fuzzy set is considered. Even despite somewhat higher computational costs
compared to original crisp algorithms, greater transparency, better perceptibility by humans,
interpretability and flexibility from a viewpoint of verbal expression and formalization of the
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scores provide a basis for further studying of the topic. The present paper can be considered as a
mere first step in this direction.

10. Conclusion

E-commerce is a fast-growing market that implies continual and utterly active communication
between users being ‘strangers’ to each other on numerous occasions. Because of that it is
essential to establish reputation systems to better handle available online information with the
object to more accurately discern trustworthy and non-trustworthy players in systems creating
grounds for peers to be more careful about their reputation. By the far-famed example of eBay
reputation system, even relatively simple ones show themselves as very helpful from the viewpoint
of malicious behavior’s limitation and trustability increase. Online marketplaces that became
immensely popular in the last 10-15 years as sites offering wide enough range of reasonably priced
goods from various sources can be also considered as P2P networks. There is a vast range of
reputation systems developed for P2P networks (mostly aimed at file-sharing) that can be adapted
to e-commerce.

The main problem that is covered in the paper relates to the fact that none of these systems work
with uncertainty (blurriness) of marketplace data and vagueness typical for notions of trust and
reputation. Uncertainty in different forms of its manifestation is definitely inherent in reputation
systems, and some of those forms can be addressed by fuzzy logic. This very inhesion, but not
disconfirmed artificial desire, has served as an impellent factor to start this study.

Most likely, it can be argued that it is difficult to identify on the basis of several singled out key
criteria unconditional leader among analyzed systems (algorithms EigenTrust, Absolute Trust,
HonestPeer, PowerTrust and PeerTrust), since each of them has positive aspects as well as
drawbacks. All algorithms, except PowerTrust, were implemented (Python 3.7) under the same
conditions discussed in detail in the paper with the purpose of comparing fairly their relative
performance. For reasons partially covered in the paper, Absolute Trust and PeerTrust systems
were prudently regarded from the standpoint of their robustness and scalability as front-runners,
i.e. candidates for reasoned fuzzification. Besides undertaking comparative analysis of those five
significant and most popular reputation systems, the paper makes a mark for transition from crisp
system (by the example of PeerTrust algorithm) to its fuzzy counterparts. The latter provided for
an approach based on the use of type-1 (T1FS) and interval type-2 fuzzy sets (IT2FS).
Corresponding fuzzy models (we call them provisionally F-basic and modified F-basic algorithms
— cases F1 and F2, correspondingly, as they are denoted above) consider now only one
characteristic of trust and reputation, namely, it is transaction quality or degree of peer’s
satisfaction. Other important attributes like context-awareness (sensitivity) or decrease of trust’s
level with time were not scrutinized yet. Nevertheless, initial experimental results attained in line
with the fact of constant presence and active use of verbal assessments in reputation systems
confirm the need to continue research in this field. Verbal forms are both habitual and convenient
for human’s perception despite of intrinsic vagueness and uncertainty. That is why, fuzzy logic
approach, to the opinion of authors, has good prospects for both close examination and use in
reputation systems.

At the same time, it should be mentioned that there are immediate tasks related to fuzzy models
that require primary attention. The choice of shapes of membership functions and their fine tuning
(location on the universe of discourse) on the basis of either existing data or expert assessments, a
more detailed study of the potential of models using IT2FS as well as the use of different type
reduction and defuzzification strategies are amongst the most topical ones.
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Abstract. The existing tools of deductive verification allow us to successfully prove the correctness of
functions written in high-level languages such as C or Java. However, this may not be enough for critical
software because even fully verified code cannot guarantee the correct generation of machine code by the
compiler. At the moment, developers of such systems have to accept the compiler correctness assumption,
which, however, is extremely undesirable, but inevitable due to the lack of full-fledged systems of formal
verification of machine code. It is also worth noting that the verification of machine code by a person directly
is an extremely time-consuming task due to the high complexity and large amounts of machine code. One of
the approaches to simplify the verification of machine code is automatic deductive verification reusing the
formal specification of the high-level language function. The formal specification of the function consists of
the specification of the pre- and postcondition, as well as loop invariants, which specify conditions that are
satified at each iteration of the loop. When compiling a program into machine code, pre- and postconditions
are preserved, which, however, cannot be said about loop invariants. This fact is one of the main problems of
automatic verification of machine code with loops. Another important problem is that high-level function
variables often have ‘projections' to both registers and memory at the machine code level, and the verification
procedure requires that invariants be described for each variable, and therefore the missing invariants must be
generated. This paper presents an approach to solving these problems, based on the analysis of the control
flow graph, and intelligent search of the locations of variables.
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AnHoTtanus. CyIecTBYIONIYE Ha CETOJHANIHN IeHb HHCTPYMEHTHI Ie{yKTHBHON BePU(DUKALINY IT03BOJIIOT
YCIIEIIHO JI0Ka3bIBaTh KOPPEKTHOCTh (DYHKLHMH, HAIMCAaHHBIX HAa BBHICOKOYPOBHEBBIX fA3BIKaX, TakuxX kak C
wim Java. OxHako 1t kputiueckoro 11O 3Toro MoxeT ObITh HEAOCTATOYHO, TOCKOIBKY JIa’Ke MOTHOCTBIO
BepU(UIUPOBAHHBI KOJA HE MOXET TapaHTHPOBaTh KOPPEKTHOM TeHepalud MALIMHHOTO KoJa
kommuisTopoM. Ha  fmaHHBIE MOMEHT pa3paboTd4umKaM TaKMX CHCTEM IPUXOJMTCS IMPHHHMATh
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MPENONOKEHHE O KOPPEKTHOCTH KOMIMIATOPA, YTO, OJHAKO, SIBISAETCS KpaiHe HeXKeNaTelbHbIM, HO
HEU30EeKHBIM MOCTYIIKOM B CHJIY OTCYTCTBHS HOJIHOLEHHBIX CUCTEM (OPMANbHON BEpU(UKALIMY MAILIMHHOTO
kona. CTOUT Takke OTMETHTbh, YTO BepH(HKAIMS MATMHHOTO KO/Ia YEIOBEKOM HaIPSMYIO SIBISIETCS KpaiHe
TpynOo&MKOH 3amadell W3-3a BBICOKOH CIOKHOCTH M OONBIINX OOBEMOB MamMHHOTO Koxa. OmHUM H3
MIOJXO/O0B, ITO3BOJISIIONIMX YIPOCTUTH BEPU(HKAIMIO MAINIMHHOTO KOAA, SBISIETCS aBTOMAaTHYECKas
JIeTyKTHBHas BepH(UKanus ¢ Mepencroiab3oBaHieM GopMansHOi crerudukaniuy GyHKINH S3bIKa BEICOKOTO
ypoBHs. PopMainbHas crenudukans GyHKINH COCTOMT U3 CHEUU(UKALMU MPE- U HOCTYCIOBHUS, a TAKKE
WHBapUAHTOB LUKJIOB, TO3BOJISIOMINX ONPEIEIUTh KaKHe YCIOBHUSI COXPAHSIOTCS Ha KaXKI0H UTEepaIiy LUKIIA.
ITpy KOMOMIALMK POTPaMMBl B MAIIMHHBINA KOJ{ MIPEA- U MOCTYCIOBHS COXPAHAIOTCA, YTO, OJHAKO, HENb3s
CKa3aTh 00 MHBapHaHTaX LUKIOB. JTOT (GakKT SBISLETCS OJHOH M3 OCHOBHBIX IPOOJEM aBTOMAaTHYECKOH
BepU(UKAINK MAIIMHHOTO KOJa ¢ IUKIaMH. JIpyroil HeManoBaKHOH NpPOOIEMOH SBISETCS TO, YTO
JIOKaJIbHBIE TIepEeMEHHbIe (D)YHKIMH BBHICOKOTO YPOBHS MOTYT MMETh ‘TIO3WIMH KaK Ha PErHCTpHI, TaKk ¥ Ha
maMsATh Ha ypPOBHE MamIMHHOrO Kkoxa. Ecmm aOcTparmpoBaThcsi OT KOHKPETHOTO KOMITHIIITOpA, TO HeE
CYHIECTBYET CTPOTHMX IpaBHJ COIOCTaBJICHMS JIOKAJIbHBIX IIEPEMEHHBIX MX IO3ULMAM, a IpoLeaypa
BepU(pUKAIUN MHBAPHAHTOB LIUKJIOB, TEM HE MEHee TPeOyeT TOro, 4YToObl JOKAaIbHBIM IEPEMEHHBIM ObLIH
COMOCTaBIICHbl KOHKPETHBIE MO3UIMHU. B naHHO# paboTe MpUBOAUTCS MOAXOA K PELICHHIO 3THX MpoOieM, a
TAKOKe PACCMATPHUBAIOTCS ATBTEPHATUBHBIC ITyTH PEIICHUSI, TIPEJIOKEHHBIC B AHAIOTHYHBIX HCCIIEJOBAaHUIX.

KioueBble cjioBa: IeyKTUBHAS BepuPHUKaLus, popMaIbHbIe METOABI; MAIIUHHBINA KOJI.

Jas uwmtupoBanusi: I[lytpo I1.A. Hcnosnp3oBaHWe WHBapHAHTOB (PYHKIMH BBICOKOTO YPOBHS IS
JIeMyKTUBHOU Bepudukanuu MamuuaHoro kona. Tpyast UCIT PAH, tom 31, Beim. 3, 2019 r., ctp. 123-134 (Ha
anrmiickom si3bike). DOI: 10.15514/ISPRAS-2019-31(3)-10

1. Introduction

In the 1960s, Floyd [1] and Hoare [2] put forward their theories that the full correctness of the
program code can be proved mathematically. The proposed methods are called deductive
verification, but could not immediately gain popularity due to the lack of automation, as well as
low performance and the high cost of hardware computing resources. However, in recent decades,
these methods are experiencing a rebirth due to the rapid development of methods for solving the
SMT [3] problem, and growing performance of hardware devices. Technological leap in this area
allowed to verify the application and system software by means of personal computers. In this
paper, the author adheres to the use of methods of deductive verification, because unlike other
methods of formal verification, such as for example model checking, deductive verification allows
proving full correctness, but not only the absence of a certain class of errors.

Increasing the availability of formal verification methods has led to the fact that now formal
verification is becoming a standard in the creation of systems designed to work with safety- and
security-critical infrastructure. These systems are verified and tested carefully, but industrial
verification tools work only at source code level when testing can't guarantee that are no errors in
the program. Here we can notice a security hole when compilation of the correct code introduces
errors that can't be detected by the testing system. Without anyways for solving this problem —
developers have to make «The assumption of the correctness of the compiler». According to a
study [4] conducted in 2016, the total number of bugs found in GCC+LLVM are more than 50000.
This is one of the main reasons why this assumption may not be sufficient for critical systems.
There are only two ways that can allow developers to abandon this assumption: the first is to create
a fully formally verified compiler, and the second is to formally verify machine code. There are
some tries in recent 15 years that aimed to verify machine code or to create fully formally verified
compiler but there is still no generally accepted industrial solution in machine code verification.

In this paper we consider an approach of deductive verification of machine code obtained by
compiling the source code, the correctness of which has been proved by methods of deductive
verification. The approach proposes to use a number of techniques designed to reuse the function
specification in a high-level language to prove the correctness of the compiled machine code.
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The process of deductive verification of machine code has several serious differences from
deductive verification of code in high-level languages. The first difference is that in machine-
independent high-level programming languages, the set of basic operations amounts to several
tens, and the size of instruction sets of modern processors amounts to hundreds and may even
exceed a thousand different instructions. In addition, many of these instructions can have side
effects, such as setting processor flags or storing the result in a predefined register. This variety of
instructions does not allow to effectively generate state-change formulas during parsing of
machine code and requires a definition of the processor model and its instruction set. The second
difference is that machine code is always a sequence of instructions with operands and does not
have the complex syntax that is present in modern programming languages. This feature allows
you to automate the parsing of the machine code of different processors using only one tool. The
third difference is that in machine code there is no explicit design to indicate the loops, such as
operators «for» or «while» in languages C/C++. Instead, loops are organized by using a set of
conditional and unconditional branches. However, the presence of such instructions does not mean
that there are loops in the program because they are also used to organize any branching. This
difference requires the construction and analysis of the control flow graph of the program. In this
case, the control flow graph extractor should be able to distinguish branches from other processor
instructions, be able to determine the target of the transition and the condition under which it will
be done. If there is a control flow graph, the problem of finding loops in the program can be
reduced to the problem of finding the components of strong connectivity in the oriented graph. The
last significant difference is the absence of a direct connection between the names and positions of
local variables in a high-level language program and their location in memory or in the registers of
the program in machine code. It is necessary when we try to reuse specifications of the high-level
function. A similar dependence exists when mapping function parameters to registers and stack
and is determined by the target processor ABI. Using information about ABI allows you to
automatically map the parameters and the result of the function to the appropriate positions in the
machine code. However, the process of proving loop invariants involves the use of local variables.
As a result, when trying to prove the invariants of a high-level function at the machine code level,
there is a problem associated with the absence of the ability to directly associate high-level local
variables with machine code. There are also other differences related to program function calls,
system calls, and exception handling, but these are beyond the scope of this paper. As you can see
the first two considered differences are common and observed in the processing of any machine
code, while the second two appear only in the case of processing functions with loops. In this
paper, the most attention is paid to the solution of the problems caused by the second two
differences while the previous author's paper is devoted to the first two [5].

2. Related work

In [6], the HOL4 proof assistant [7] is used to verify machine programs in subsets of ARM,
PowerPC, and x86 (1A-32). These ISAs were specified independently: the ARM and x86 models
[8], [9] were written in HOL4 while the PowerPC model [10] was written in Cog [11] and then
manually translated to HOL4. There are four levels of abstraction. Machine code (level 1) is
automatically decompiled into the low-level function model in HOL4 (level 2). A user describes
the high-level function model (level 3) as well as the functional specification (level 4). By proving
the equivalence between the levels, the user ensures that the machine code complies with the functional
specification. In our opinion, automation can be increased by using specialized ISA description
languages and SMT solvers. For proving the correctness of the programs with loops, it uses loops to
recursive functions translation technique. This technique is available only for interactive provers due to
efficiency problems of automatic solvers while processing programs with loops.

An interesting approach aimed at verifying machine code against ACSL [12] specifications is
presented in [13]. The general scheme is as follows: first, the ACSL annotations are rewritten as an
inline assembly; second, the modified sources are compiled into assembly language; third, the
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assembly code is translated into a Why program; finally, the Why environment generates
verification conditions and proves them with external solvers. The approach looks similar to the
proposed one; however, there some distinctions. E.g., there are separate primitives for
storing/loading variables of a different type (32- and 64-bit integers, single and double floating-
point numbers, etc.), which leads to certain limitations in dealing with pointers. It is also worth
noting that verification at the assembly level does not allow us to abandon the compiler correctness
assumption, as the assembly code is an intermediate form and needs additional translation. This
approach relies on the compiler while processing programs with loops, as compiler places
rewritten as inline assembly loop invariants into the beginning of the loop and automatically bind
local variables to the registers or memory.

In [14], there have been demonstrated the possibility of reusing correctness proofs of high-level
programs for the related machine code verification. The approach is illustrated on the example of a
Java-like source language and a bytecode target language. The paper describes a scenario of using
such a technology in the context of proof-carrying code (PCC) and shows (in a particular setting)
that compilation preserves proof obligations, i.e. source code proofs (built either automatically or
interactively) can be transformed to the machine code proofs. The problem we are solving is
different (though some ideas may be useful); moreover, we would like to make our solution
architecture and compiler independent. In the case of the processing of the programs with loops, if
loop invariants are preserved by compilation, their proving will be a trivial process.

3. Using the control flow graph for VC generation

In deductive verification of programs in high-level languages, various syntactic constructions
allow determining the presence of loops in the program, their contents, as well as the conditions of
exit from the loop. However, when processing the machine code such structures do not exist, and
to search for loops and other branch operations need to build a control flow graph (CFG). As part
of the study for the processing of machine code used MicroTESK toolkit [15] (full justification for
the use of MicroTESK for deductive verification of machine code is given in paper [5]). The use
of this tool, in particular, allows to describe the processor model in the language of nML [16], and
on the basis of this model to automatically analyze the binary code and build its behavior model in
the logical language SMT-LIB [17]. In addition, CFG extractor has been added to this tool over
the past year.

3.1 The format of the CFG

MicroTESK toolkit is able to determine whether the instruction described in nML is a branch
instruction, determine the branch condition and the target address. In addition, MicroTESK has an
advanced algorithm for calculating the target address of the transition, which allows it to calculate
indirect targets, such as in a situation where the target address is preloaded into the register and the
branch is carried out already on the register. Such capabilities in combination with the use of nML
processor models allow you to automatically generate CFG for any processor modeled using nML.
The generated CFG is saved in JSON format [18], and has the following format.

1) All basic blocks are placed in the list with the name «blocks».

2) Each basic block has an index in the «blocks» list and has the following format:

a. The «range» list that includes the sequence number of the first and last instruction of the
base block in the context of the entire function being analyzed. Used for extraction of the
SMT-LIB representation of the block from the SMT-LIB representation of machine code.

b. The «asmy list that contains instructions of a basic block in the assembler language of the
target processor.

c. The «vars_start» list, which contains the SMT-LIB versions of the main variables of the
nML model of the processor such as registers and memory, but not temporary and
auxiliary variables. Versions are specified for the entry point of the basic block.
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d.

The «vars_end» list contains values similar to the list of «vars_start», however, the
version specified for the exit point of the basic block.

The field «condition» contains the branch condition. The MicroTESK nML internal
representation syntax is used to write the condition «true» for unconditional branches and
in the case when there is no branch in the block.

The field «condition_smt» same as «condition», however, is recorded using SMT-LIB.
The field «target taken» containing the index of the basic block in the «blocks» list,
which will be passed to the control in the case when «condition» is met, and «nully» for
blocks, in which is the function exit point.

Optional field «target_ntaken» containing the index of the basic block in the "blocks" list,
which will be passed to the control in the case when «condition» is not met. Defined only
for blocks with a conditional branch.

This structure of the graph contains all the necessary information for generating verification
conditions. Below is an example of the extracted CFG for the function of calculating the sum of
numbers from 0 to N (Table 1).

{

"blocks": [

{
"range": [0, 8],
"vars start": ["MEM!1","XREG!1"],
"vars _end": ["MEM!37","XREG!15"],
vvasm": [

"addi sp, sp, -48",
"sd s0, 40(sp)",
"addi s0, sp, 48",
"addi a5, a0, 0",
"sw ab, -36(s0)",
"sw zero, -20(s0)",
"addi a5, zero, 1",
"sw ab, -24(s0)",
"jal zero, 0x10"
1,
"condition": "true",
"target taken": 1
by
{

"range": [l6, 20],

"vars start": ["MEM!53","XREG!27"],
"vars end": ["MEM!53","XREG!36"],
"asm": [

"lw a4, -24(s0)",
"lw a5, -36(s0)",
"addiw a4, a4, QO",
"addiw a5, a5, 0",
"bge a5, a4, -22"
1,
"condition": "il sge 164 a5, a4",
"condition smt":
"op 20 instruction.operation.action.block 0!1",
"target taken": 2,
"target ntaken": 3
by
{

"range": [9, 157,

"vars_start": ["MEM!37","XREG!15"],
"vars end": ["MEM!53","XREG!27"],
"asm": [
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}
]
}

"lw a4, -20(s0)",
"lw a5, -24(s0)",
"addw a5, a4, ab",
"sw a5, -20(s0)",
"lw a5, -24(s0)",
"addiw a5, a5, 1",
"sw a5, -24(s0)"

1,

"condition": "true",

"target taken": 1

"range": [21, 25],
"vars start": ["MEM!53","XREG!36"],
"vars end": ["MEM!53","XREG!'!45"],
"asm"? [
"lw a5, -20(s0)",
"addi a0, a5, 0",
"1ld s0, 40(sp)"
"addi sp, sp, 48",
"jalr zero, ra, 0"
1,
"condition": "true",
"target taken": null

Table 1. Example: ACSL-annotated C code, RISC-V assembler code and machine code of sum function

Machine code

ACSL-annotated C code Assembly code
/*Q@ axiomatic Sum { addi sp, sp, -48
*@ logic integer sum(integer n); sd s0, 40 (sp)
addi s0, sp, 48
*@ axiom sum init: addi a5, a0, 0
*@ \forall integer n; sw ab, -36(s0)
*@ n <= 0 ==> sum(n) == 0; sw zero, -20(s0)
addi a5, =zero, 1
*@ axiom sum step dec: sw ab, -24(s0)
*@ \forall integer n; jal zero, 0x10
*@ n > 0 ==> sum(n) == sum(n-1) + n; 1w a4, -20(s0)
*@ } 1w a5, -24(s0)
*/ addw a5, a4, a5
sw a5, -20(s0)
/*Q@ requires 0 <= n <= 65535; 1w a5, -24(s0)
*@ ensures \result == sum(n); addiw a5, a5, 1
*/ sw ab, -24(s0)
int sum(int n) { 1w a4, -24(s0)
int s = 0; 1w a5, -36(s0)
/*@ loop invariant 1 <= i <= n+1; addiw a4, a4, 0
*@ loop invariant s == sum(i-1); addiw a5, a5, 0
*@ loop variant n-i; bge a5, a4, -22
*/ 1w a5, -20(s0)
for(int 1 = 1; i <= n; i++) { addi a0, a5, 0
s += 1; 1d s0, 40(sp)
} addi sp, sp, 48
return s; jalr zero, ra, O
}

£d01 0113
0281 3423
0301 0413
0005 0793
fcfd 2e23
fe04 2623
0010 0793
fefd 2423
0200 006f
fecd4d 2703
fe84 2783
00f7 07bb
fefd 2623
fe84 2783
0017 879%9b
fefd 2423
feg84 2703
fdcd4 2783
0007 071b
0007 879
fce7 dae3
fecd 2783
0007 8513
0281 3403
0301 0113
0000 8067
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3.2 Joining basic blocks for verification conditions generation

The basic blocks themselves are not suitable targets for generating verification conditions (VC), as
they may not contain specific targets, but only state change formulas. There are several types of
verification conditions in deductive verification. The first and foremost is the postcondition. Also
as VC can be used various custom asserts or conditions for checking the security of the program
execution, such as for example the absence of indexing out of range of the array. Also, as VC uses
invariants of loops. In this case, each invariant can be further divided into checking the
initialization of this invariant — that is, checking the condition of the invariant before the execution
of the loop code, as well as checking the preservation of the invariant - the preservation of the
compliance of the invariant for the next iteration of the loop, provided that all the invariants are
compliances on the current one. Therefore, the basic blocks must be joined and marked so that one
or more of these conditions can be matched to each of them. Accordingly, the algorithm for
combining the base blocks can be defined as follows. In the first step, using the fields
"target_taken" and "target_ntaken", the array of edges of the CFG is selected from the set of basic
blocks. In the second step, to search for loops in the program, the graph uses an algorithm to
search for strongly related components in a directed graph. The author's implementation uses
Tarjan's algorithm [19] implemented by the ocaml-containers library [20]. To find nested loops,
this step must be repeated recursively for all found base block sets, and the relationship between
the first and last base block in the loop must be broken. In the third step, you need to depth-first
search the graph for marking and joining blocks. The traversal must start from the zero base block
— the program entry point. At the input, there is a set of basic blocks, as well as a set of chains of
strongly related component - loops. The output is a set of joined and marked basic blocks suitable
for VC generation.

1) Ifthe block has two targets, they must be processed separately, and the results combined.

2) If the current block and its target is not in the loop— it is necessary to "join" these blocks and
proceed to the processing of the joined block.

3) If the current block is not included in the loop, and its target is included in the loop, it must be
marked as the loop entry point. Next, proceed to the processing of its target.

4) If the block and its target are in the same loop and do not make a loop, they must be joined
and proceed to the processing of the joined block.

5) If the block and its targets are in the same loop and thus make a loop, they must be combined
and the result is returned.

6) If the unit is part of the loop, and its target is included in a nested loop it is necessary to mark
as a loop entry point and proceed to the processing its target.

7) If the block is included in the nested loop, and its target in the outer loop, then the block must
be marked as the loop exit point and joined with the target and proceed to the processing of
the joined block.

8) If the block in the loop but its target is no, then the block must be marked as the exit point of
the loop and joined with the target and proceed to process the joined block.

9) If the block target is null, the result must be returned.

The procedure of joining blocks is the base for the graph traversal and is carried out according to
the following rules.

1) The procedure allows you to create a new block based on two existing ones.

2) Joining is possible if the target («target taken» or «target ntaken») of the first block is the
second block. In all other cases, the result of the join is not determined.

3) The targets of the joined block will be the targets of the second block.
4) Condition («condition_smty) of the joined block will be the condition of the second block.
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5) If the second block is a loop exit point, the initial state «vars_start» of the combined block will
be the initial state of the second block, otherwise the initial state of the first block.

6) If at least one of the joining blocks is marked as the loop exit point, the joined block must also
be marked as the loop exit point.

7) If the second block is marked as the loop entry point, the result should be marked as the loop
entry point.

8) If the second block «closes» the loop, i.e. its target is the first block, its SMT-LIB
representation should be changed so that all elements of the final state «vars_end» of the
second block should get new unique names. Any other conflicts between any variables in
SMT-LIB representations of the joining blocks must be resolved in the same way.

9) SMT-LIB the representation of the joined block must be obtained by concatenating the SMT-
LIB representations of the merged blocks. In this case, if the condition «conditiony of the first
block is not empty («truey), it must be added as SMT-LIB assert to the representation code of
the joined block. Also, if the join follows the «target_ntaken» branch, the condition must be
inverted. Also, if the blocks do not follow each other in the program, the final state of the first
block also needs to be associated with the initial state of the second block at the level of the
SMT-LIB representation.

As a result of following this algorithm, in most cases, you can create a set of code blocks on which
you can directly prove various verification conditions. The algorithm allows processing machine
code with loops, nested loops, sequential loops, as well as code generated by the presence of the
brake and continue statements in the program, but is not able to cope with tasks when, for
example, several entries to one loop and other non-trivial situations caused by the use of transition
instructions are detected in the control flow graph. However, such situations cause difficulties
already at the stage of verification of the source code, and the construction of an algorithm that
allows you to automatically deductively verify any machine code is an unsolvable task.

If we apply the algorithm to the CFG function of the sum of the numbers presented above, we will
be able to allocate three blocks to prove VC. The first block will have index 0, have loop entry
status and be used to prove the correctness of the initialization of the loop invariants. The second
block will be a join of blocks 1 and 2 and will be used to prove the preservation of loop invariants.
The third block will be a join of blocks 1 and 3 and will be used to prove the postcondition
provided the invariants are correct.

4. Automatic binding of high- and low-level local variables

In general, to describe loop invariants, high-level functions use local variable names that are not
available when working with machine code. In general, information about binding local variables
to specific positions on the stack or registers is not available. Of course, you can require the user to
manually provide this data and even give examples where such requirements will have a positive
impact on system performance. However, in most cases, manual mapping of local variables to
their positions will be a bottleneck in the performance of the verification system, as well as reduce
the degree of automation. From the above, we can conclude that the system should automatically
determine the location of local variables, and the possibility of their manual input should be
optional. To determine the positions of local variables, the author has developed an algorithm for
efficient search of positions in the VC generation, which includes the following steps.

1) All potential positions of local variables are calculated. This can be done both by means of
machine code analysis (similar to those used by modern disassemblers and debuggers) and
with the help of an existing logical model of machine code and SMT-solver. The author
proposes to use the second option because it is a more universal approach. In this approach,
for each memory write instruction it is required to prove by solver that there are no positions
on the stack that could change as a result of the operation. If solver managed to generate a
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counterexample, the position found is a potential position for the local variable. This
algorithm allows you to find positions for local variables, but it can be difficult if there is an
array on the stack. In this case, if solver fails to determine which position of the array was
recorded, the result may not be determined and the user will have to specify the position
himself. Similarly, you can calculate the registers to which the local variable can be mapped.

2) Each local variable is assigned a potential positions set, which may depend on its size in bytes.

3) For each invariant from the list of invariants for the proof, the «cost» of proving its correct
initialization should be calculated. Here, the cost is the number of all possible combinations of
potential positions of local variables involved in the description of this invariant. Here it is
necessary to take into account that each variable has its own unique memory location,
therefore, combinations of potential positions should consist only of unique values. It is also
worth noting that this step should be carried out only when proving the initialization of the
invariants, since the initialization of the invariant is proved independently of the other loop
invariants, and the proof of preserving the loop invariant must be proved given that all other
invariants must be satisfied. Thus, when proving the correct initialization of the invariant, it is
possible to reduce the number of local variables necessary for binding, and, as a consequence,
the «cost» of the proof may differ for different invariants. If it is necessary to prove the loop
invariant preservation the cost of all invariants should be considered equal to.

4) For the least cost invariant, it is necessary to try to prove correctness for each possible
combinations of potential positions of local variables on which the invariant depends. The
results («unsat»/«unknowny/«sat» verdicts) should be saved in a separate list.

5) If there was no one verdict is «unsaty», it is necessary to mark the invariant unproven. If at
least one verdict «unsat» has been obtained, then the invariant should be considered proved
and the potential positions of local variables on which the proved invariant depends should be
filtered, leaving only those positions that consist in combinations of potential positions for
which the invariant has been proved (the «unsaty verdict).

6) Remove the proved invariant from the list of invariants for the proof and (if there are still
invariants in the list) proceed to step 3.

Using this algorithm, it is possible in some cases to significantly reduce the number of generated
targets relative to a complete search. As an example, let's take a function with 3 different local
variables with values s = —1,i = 0,n = 90 at the loop entry point and three potential positions on
the stack: sp — 0x10, sp — 0x18, sp — 0x24, respectively. For simplicity, the size of variables and
positions will be considered equal to 4 bytes. Initially, the correspondence between the positions of
local variables is not known. Based on these data, we try to prove the initialization of the following
invariants: 0 <= i < 100,s == 2 * i — 1 and s < n + i. According to the algorithm, we
calculate the cost of proving the invariants, which will be equal to 3, 6 and 6, respectively. Next,
try to prove the correctness of the first invariant with the cost of 3 and will find two potential
positions (sp — 0x18 and sp — 0x24) for the variable i (we will also be able to prove the invariant
for variable n). Second, we perform filtering to remove the position of the sp — 0x10 for the
variable i. Recalculate the costs of the remaining invariants: the result of 4 and 4 (the cause of
reducing the cost is reducing the number of potential positions for the variable i, on which the
invariants depend). When proving the correctness of the initialization of the second invariant, only
one set of potential positions for the variables s and i is sp — 0x10 and sp — 0x18, respectively,
will be selected. We filter and proceed to the proof of the last invariant. It is possible to select only
one target for it — the position for n will be selected by the elimination method. We prove the
invariant, perform filtering and get the same correspondence between variables and their positions
on the stack, which was set by the compiler.
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5. Evaluation

At the time of writing, the approach proposed by the author was partially implemented in the
system of deductive verification of machine code [5]. Using this approach, the machine code of the
function of the sum of numbers from 0 to N (Table 1), as well as some other functions with loops,
was successfully verified. For each generated VC, a verdict was obtained confirming its
correctness. In addition, the positions of local variables on the function stack were strictly
determined by the computer during the verification process. More complex testing is planned after
the full implementation of the approach.

6. Conclusion

Verification of functions with loops is one of the main stumbling blocks in the verification of
machine code. Various research groups have proposed various solutions that however impose
serious limitations, such as the need to use interactive proof assistants or the introduction of
dependency on the target compiler. However, due to the high complexity of the machine code
structure, the use of interactive proof assistants can significantly slow down the verification
process and require very experienced staff. Dependency on the target compiler also reduces the
universality of the approach and requires its integration into the source code compilation process,
which can cause some difficulties. In contrast to these works, the author proposes to use a
compiler-independent approach based on the use of automatic SMT-solvers. To implement the
approach, we propose to use two main algorithms, as well as a tool for CFG extraction. The first
algorithm allows the basic blocks of the function CFG to be joined in such a way that they become
suitable for VC proving. The second algorithm allows restoring the lost links between the local
variables of the high-level function and their positions in memory or on the processor registers at
the machine code level. Using this approach allows in most cases to generate such VC, which will
be sufficient for deductive verification of the machine code of the function with loops.

The work is in progress. At the moment, the approach has been partially implemented in the
system of deductive verification of machine code. Its full implementation and testing is the nearest
direction for further work. Also among the possible areas for further research can be identified the
study of problems arising in the proof of the correctness of functions containing calls to other
functions or system calls. There is a separate issue with the security check of the machine code
execution, i.e. the absence of exceptions at the processor level, incorrect memory readings or stack
overflows. Also of great importance is the study of the applicability of the machine code deductive
verification system for solving real industrial problems.
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AnnoTtamus. [Ipu npoexTupoBanny MoayJiel I poBOH anmmapaTypsl MOTYT BO3HUKATh KOH(IMKTHI JOCTYIIA
K naHHbIM. OJJTHUM M3 CIOCOOOB HX BBISBICHUS Ha PaHHUX CTAAUSIX MPOSKTHPOBAHMS SIBISIETCS CTATUUECKUI
aHanmM3 omucaHui nudpoBoi ammapartypsl (wnmn HDL-onwmcanwii). B maHHOHM cTaTbe ONMMCHIBAETCS METO.
nmorcka KOH(IMKTOB AocTyna K AaHHbIM B HDL-onmcanusx. MeTtos peann3oBaH B HHCTpyMeHTe Retrascope
U OPHUEHTHPOBAH Ha KOH(UIKTHI CIEAYIOIINX THIIOB. OZHOBPEMEHHBIE YTCHHE M 3allUCh; OXHOBPEMEHHAsS
3aMKCh; 0OpalleHne K HeMHHINAIN3UPOBAHHBIM JaHHBIM; OTCYTCTBHE UTCHHUSI MEXKAY JBYMS aKTaMH 3aIliCH.
KoH¢mukThl 3amatoTcsi B BUAE yCJIOBUi (assertion) Ha BHyTpeHHHe nepeMeHHble. Bxoqnoe HDL-ommcanne
aBTOMATHYECKH TPAHCIUPYETCs B GOPMaIBHYIO MOJIENb Ha SI3BIKE, SBILTIOMIEMCS BXOIHBIM IJIsI HHCTPYMEHTa
poBepku Mozenel nuXmv. TpaHCImus BKIIOYaeT ClIeIyIolue dTanbl: 1) npeasapuTenbHas o0paboTka; 2)
nocTpoeHue rpada noroka ympaeieHus; 3) TpaHchopmanus rpada HOTOKa YHPaBICHUS B PEIIAIOLIYO
quarpamMmy  oxpaHseMmbix gaeictBuii  (GADD-monens); 4) tpancisuus GADD-momenu B (opmar
HHCTpyMEeHTa nuXmv. YCIOBHS BO3HUKHOBEHHS KOH(IMKTOB CTPOATCS AaBTOMAaTHYECKH HAa OCHOBE
cratudeckoro ananuza GADD-Monenu u nepenaroTcss HHCTPYMEHTY MpoBepku Mozenei nuXmv. Haiinennsie
KOHTPHPHUMEpH! (TIOCIEN0BATENbHOCTH 3HAYEHHH BXOJHBIX CHTHAIOB, MPUBOASAINNE K JOCTIDKCHHUIO
KOH()JIMKTa) aBTOMAaTHYECKH TPAHCIUPYIOTCS HHCTPYMEHTOM Retrascope B TeCTbl, KOTOpPBIE MOTYT OBITh
HCTIOJHEHBI Ha cuMyJsitope. [IpenoskeHHbIH MeTo MOUCKa KOHMIMKTOB OBbUT MPUMEHEH K PSTy OTKPBITHIX
TECTOBBIX HabopoB u Mmomyinedl — Texas-97, Verilog2SMV, VCEGAR, mipsl6. Beumd BBISBICHBI
MOTEHIMANIbHEIE KOHQUIMKTHI Ui BCEX YKa3aHHBIX KaTeropuid. B kauecTBe HampaBieHMi JanbHEHIINX
HCCIIEIOBAaHUN PACCMATPUBAIOTCS BBIHOC YCIOBHH KOH(IMKTOB Ha YPOBEHb BXOJHBIX CHTHATOB (U
MOTydeHHe, TaKUM 00pa3oM, CBEICHHH O MPOTOKOJAX B3aMMOAEHCTBHS MEXIYy MOIYISIMH), a TaKkKe
reHeparys BCTpOEHHBIX MpoBepok B kojae HDL-onucanuii.

KnroueBble cjioBa: pa3paboTKa anmapaTypsl; S3bIK ONMCAHMS alnaparypsl; GyHKIMOHAIbHAS BepUBHUKAIHS;
CTaTHMYECKUH aHanW3, TeHepalus TeCTOB; KOH(IMKT JOCTyma K MAaHHBIM; Tpad IOTOKa YIpaBICHUS;
oXpaHsieMoe JeHCTBHE, pellarolas JuarpaMMa OXpaHsaeMbIX AeHCTBUI; IPOBepKa MOAEIH.

Jas murupoanmsi: Kamkun A.C., Jlebene M.C., Cmonos C.A. Tlouck KOH(IUKTOB AOCTYyMA K JaHHBIM B
HDL-onucanusx. Tpynst ICIT PAH, Tom 31, Bbim. 3, 2019 r., ctp. 135-144 (na anrmmiickoM si3eike). DOI:
10.15514/ISPRAS-2019-31(3)-11

1. Introduction

Modern hardware designs contain multiple modules and processes operating on the common set of
internal variables. In this case conflicts, i.e. illegal accesses from different processes to the same
data, may appear. Requirements on how to operate with modules and avoid conflicts in a
communication protocol can be described both in formal (machine-readable) and informal
(human-readable) ways.

In this paper, a formal verification based approach to conflict extraction is proposed. The idea is to
analyze an HDL description aimed at finding data access conflicts [1]. Both the conflicts and the
target description are then automatically translated into the input format of a model checking tool.
The tool generates counterexamples for the feasible conflicts.
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2. Related work

In [1] several categories of data conflicts are described: read after write (RAW), write after read
(WAR) and write after write (WAW). The HOL verification system [2] was used to check a RISC
processor’s pipeline. The formal specification of pipeline was implemented manually that is hard
to be done for modern processors because of their complexity.

In [3], a GoldMine methodology is presented for automatic generation of hardware assertions. The
method uses a combination of data mining and static analysis techniques. First, the HDL design is
simulated to generate data about the design's dynamic behavior. Then, the generated data are
mined for “candidate assertions” that are likely to be invariants. The data mining technique used is
a decision-tree-based supervised learning algorithm. The candidate assertions are then passed
through the Cadence Incisive Formal Verifier [4] tool to filter out the spurious candidates. The
disadvantages of GoldMine are: 1) usage of commercial tool; 2) invariants’ incompleteness
because of random simulation usage at an early stage.

3. Assertion extraction method

We propose a new approach to data access conflicts extraction in HDL descriptions. Our goal is to
detect conflicts and provide proofs that they may happen. The method is aimed at conflicts of the
following types:

o read-write (RW): on the same clock tick one process writes the variable and the other process
reads it;

o write-write (WW): on the same clock tick at least two processes write the same variable;
e write-read-write (WRW): we assume that a variable should be read between two writes;
e undefined (UNDEF): variable is read before it was written.

if (state_bank3[inst_addr] > 1) // C*
prediction[3] <=1; //B*

else
prediction[3] =0;  // B?

if (state_bank2[inst_addr] > 1) // C?
prediction[2] <= 1; //B®

else
prediction[2] <=0; //B*

if (state_bank1[inst_addr] > 1) // C°
prediction[1] <=1; //B®

else
prediction[1] <=0; // B®

Fig. 1. Control Flow Graph Example

The method consists of the following steps: 1) Control Flow Graph (CFG) extraction; 2)
transformation to Guarded Actions Decision Diagram (GADD); 3) process invariants and conflict
assertions extraction; 4) invariants and assertions translation into an input format of a model
checking tool; 5) counterexample generation. All method steps are made automatically. The CFG
representation is built for every process of the HDL model using an abstract syntax tree traversal
compiler-like approach [5]. From the structural view, CFG is a directed graph. Nodes of the graph
contain HDL operators; edges of the graph mean control flows. On the left side of fig. 1 the
fragment of Verilog code is shown; the related CFG is shown on the right side. Branch operators
are shown as diamond nodes and called as C*. Basic block operators are shown as rectangles and
called as B'. Graph edges contain the values that the branch conditions should be equal to for
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edges to be passed. CFG is supposed to be acyclic: HDL loops with constant numbers of iteration
are unrolled into sequences of operators.

The next step is the transformation of the CFG to a GADD that is a labeled DAG of guarded
actions. A pair {y, 8}, where y is a guard and & is an action, is called a guarded action (GA) [6].
The main idea of the CFG-GADD transformation method is in extraction of branch-free sub-paths
from the CFG. Every such sub-path (GA) contains a condition (guard) and a sequence of
assignment operators (action). For action to be executed the guard should be satisfied. Actions are
represented in the static single assignment (SSA) form [7]. To connect subsequent GAs into a
complete CFG path an auxiliary phase variable is used.

To illustrate this step of the approach, let us take the previous example (see Fig. 1). The CFG
model contains the following execution path: C* - B* — €2 -» B* —» €3 — B>. Path nodes are
grey-colored in the fig. 1; path edges are highlighted too. The following GAs can be extracted
from the path: {C*, B}, {C?, B*}, {C3, B5}. Every GA corresponds to a unique value of the phase
variable. The phase variable changes its value upon moving from one GA to another. On Fig. 1
related values of the phase variable are shown in brackets (the initial phase value is 0). Fig. 2
shows the example of GADD model from the previous example:

The main advantage of GADD model is path number reduction in comparison to CFG. In worst
case (when CFG is a sequence of branch operators) the GADD has 0(n) paths, where n is the
number of branches, but the CFG has 0(2™").

Fig. 2. GADD example

Then the GADD is transformed into the invariants of the processes, which represent the cycle-
accurate behavior of the processes. The invariant is a logical formula and is a kind of a SSA
representation of the whole process. Every GA of the GADD contains a unique phase variable value
assignment. These unique values can be used as SSA version values of the variables. The phase
variable is removed from the resulting formula because it does not affect the process behavior.

Each variable that is defined in a GA is labeled by the corresponding phase value. Each variable
that is used in the GA is labeled by the set of phase values of the preceding GAs. For guards
intermediate variables are introduced. To determine the values of the used variables, a backward
search of the GADD is used: it is obvious that the variable value was defined in one of the
preceding GAs or did not change from the previous cycle. After that, the process invariant formula
is built as a conjunction of equality expressions representing each GA’s guards and actions.

Let us see how a process invariant is built using a small example. Fig. 3 shows a part of the GADD
and represents three guarded actions.

The guard conditions are: z == a, b and c respectively, and the actions contain definitions of
variables x, yand unique definitions of phase. A set of the preceding phase values is {i, j}; z is a
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variable; a, b and care constants; f, g and h are functions defining the values of x and y; Vis a set
of process variables.

x :=f(V) y:=g(V) x :=h(V)
phase =k phase :=m phase :=n

Fig. 3. Original part of the GADD

On the first step we label the variables by the corresponding phase values. The result of that is
shown on fig. 4.

NORPON NOFRRDN

Fig. 4. GADD part with labeled variables

The used variables are now labeled by the preceding phase values {i, j} and the defined variables
are labeled by the corresponding phase values k, m, n. Phase definitions are removed.
Then we introduce and define a variable for each guard. The guard variable definition consists of a
guard expression and a link to the preceding guards. This helps us restore the path from the
beginning of the process to the corresponding guarded action. For example:

guard®: = (z) == q) & (guard® | guard?)
When all the variables in all the GAs are labeled by phases, the remaining unknown used
variables’ values can be determined. Let us determine the value of z(*/). So we traverse the GADD
backward using the preceding phase values, starting from i and j (fig. 5). When a definition is
found on some path (denoted def on fig. 5), the traversal of this path completes and the definition
value is collected. If the beginning of the process is reached, the variable preserves its value from
the previous cycle.
In the example on fig. 5 the variable z is defined on phases s and t or may not change its value. So
the value of z(*/) can be determined as follows:

zOD: = guard® ? z: guard® ? z®: z
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On the final step the invariant formula is built. As it was mentioned, it is a conjunction of equality
expressions for every labeled variable of the process including the guard variables:

0 == FYEDY gy == g(V@DY g™ —= p(y i)
&guard® == ((z) == a) & (guard® | guard))
& guard™ == ((z) == b) & (guard® | guard?))
&guard™ == ((z%) == ¢) & (quard® | guard?))
&zW) == (guard™® ? z: guard® ? zV:z) & ...

start

Fig. 5. Version value search (CFG view)

After the process invariant is built, the definition and usage conditions can be collected. They are
collected only for internal and output variables of the HDL model, because input variables can be
only used.
If a variable is defined (used) in the action of a GA, its definition (usage) condition equals the
guard variable that corresponds to this GA. If a variable is used in the guard condition of a GA, its
usage condition equals the disjunction of the corresponding guard variables of the preceding GAs.
The variable definition (usage) condition of the whole process is the disjunction of the variable
definition (usage) conditions of the GAs.
In our example, the definition conditions for variables xand y are:

def (x) = guard® | guard™

def (y) = guard™

The usage condition for variable z is:

use(z) = guard® | guard?)
Then the conditions are transformed into the assertions of conflict types described above. The
assertions are represented as the Linear-time Temporal Logic (LTL) [8] formulas and state that the
abovementioned conflicts never happen.

If, for example, a variable v is defined and used both in processes p1 and p2, the corresponding
RW conditions are:
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' F (defpl(v) &usepz(v))
' F (defpz(v) &usepl(v))
The corresponding WW condition:
L F (defy1(v) &defy,, (V)
The corresponding WRW condition:
F ((defp1(v) | defyz(v))
& (F (usep,(v) | usep1(v)) U (defy1 (V) | defp2(v))))
The corresponding UNDEF condition:
G (! (usepy(v) | usep (v)) U (defy1(v) | defp2(v)))
Invariants and assertions are then translated into the SMV model. Their translation is rather
straightforward. It is only important to define the variable value in the next state of the model
using the keyword next. This value equals the last version of the variable before the end of the
process. For example, if the final phase values of a process are k, [, m, then the next state value of
a variable v is defined as:
next(v) := p®tm
The SMV model is checked by the nuXmv[9] tool using bounded model checking. Ifan assertion is

violated, a counterexample is generated and a potential conflict is found. The counterexamples
may be later translated into test scenarios for the original HDL description.

4. Case study

The method was implemented in the Retrascope [10] tool. It was applied to arange of Verilog
designs from the Texas-97 [11], VCEGAR [12] and Verilog2SMV VIS [13] benchmarks and the
16-bit MIPS processor [14].Table 1 contains the results of the method’s application: benchmark
descriptions and generated assertions amount. Here N means total amounts of top-level
modules.Most of the assertions denote only suspicious situations, so the results should be analyzed
by a verification engineer to filter out the real data conflicts.

Table 1. Benchmark descriptions and potential conflicts.

Assertions
Bench N LOC
RW WW [WRW |[UNDEF
Texas’97 17/58 | 69539 408 26 211 | 211
VCEGAR 20/34 | 15144 315 25 167 | 167
\Verilog2SMV | 12/20 | 4494 78 0 62 62
mips16 5/12 1007 10 0 9 9

Example of a RW situation, which is not a conflict (mips16/ID_stage.v):
module ID stage

wire [2:0] ir dest with bubble;
wire [2:0]write back dest;

assign ir dest with bubble = ( instruction decode en )
?
ir dest : 0;
assign write back dest = ir dest with bubble;

141



Kamkin A.S., Lebedev M.S., Smolov S.A. Extracting Assertions for Conflicts in HDL Descriptions. Trudy ISP RAN/Proc. ISP RAS, vol. 31,
issue 3, 2019, pp. 135-144

Signal ir_dest_with_bubble is defined in one process and is used in the other process at the same
time.

Example of a WW situation, which seems to be a real conflict (Texas97/MPEG/prefixcode.v):

module start code prefix(start, done..);
reg monitor;

always Q (posedge read signal) begin
monitor=start;

end
always if( start==0) begin

monitor=0;
end

Variable monitor is defined simultaneously, if read_signal rises and at the same time start equals
0.

Example of an UNDEF situation, which is also not a conflict (mips16/I1D_stage.v):
module ID stage

reg [15:0] instruction reg;

always@ (posedge clk or posedge rst) begin
if (rst) begin
instruction reg<= 0;
end
else begin
if (instruction decode en) begin
instruction reg <= instruction;
end h
end
end
assign ir op code = instruction reg[15:12];

Register instruction_reg is undefined from the start of simulation until the clk or rst rising edge.

5. Conclusion and future work

In this paper, the approach to data access conflicts extraction from HDL descriptions has been
proposed. We extract assertions from the source code and automatically translate them into the
input format of the model checker. The tool generates counterexamples that are proofs of conflicts’
reachability. We have implemented the approach in the Retrascope toolkit and applied it to several
open source HDL benchmarks.

One direction for future research is to propagate assertions from internal variables’ to interface
variables. Such assertions can be used to improve protocols of unknown third-party modules or
even to reconstruct protocols. Another direction is the generation of checkers, i.e. HDL wrappers
for target modules that check their behavior through simulation.
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AHHOTauMs. 3aa4a MapuIPyTH3aMH — OJJHA U3 IIMPOKO M3BECTHBIX 33/1a4 KOMOMHATOPHOI ONTHMH3ALUH.
OHa COCTOHT B OTHICKAHWH ONTHMAJIbHOTO MHOKECTBA MapIIPYTOB JJIS TPAHCIOPTHBIX CPEACTB C LEJBIO
OJIHOKPATHOTO OOCITY’KMBaHHUs OIPEIEICHHOr0 MHOXECTBa KIHEHTOB. B maHHOW pabore wuccnexyercs
MOJBH/ 33JaYll MapIIPyTH3alMK — 3aja4a MapIIPYTHU3alHd C OTPaHHYEHHEM 10 TIPY30IOJbEMHOCTH, B
KOTOpPOH KakJj0€ TPAaHCHOPTHOE CPEACTBO MMEET CBOIO I'Py30HOABEMHOCTh. 3anauda sinsgercs NP-TpynHoH,
MO3TOMY BMECTO TOYHBIX aJTOPHUTMOB pEIICHHS HCCICAYIOTCS TOJNBKO 3BPUCTHYECCKHE aJITOPHTMBI,
MO3BOJISIOLINE TTOTYYUTh NPHOIMIKEHHBIE PEIICHHs 3a MOJMHOMUAIBHOE BpeMs. 3aaadya paboTbl — IPOBECTH
SKCTIEPUMEHTAIBHOE MCCIeOBAaHNE TOYHOCTH PEIIEHUs Pa3IHYHBIX KOHCTPYKTHBHBIX 3BPHCTHK, TaK KaKk B
IPYTUX HCTOYHMKAX He ObLIO HaiieHo MOJOOHBIX CpaBHEHHMil. B GONBIIMHCTBE CITydaes, JIMAEPOM MOXKHO
npusHath 9BpucTuKy «Clarke and Wright Savings», omnako cymiecTByrOT OTHeNnbHBIE HAOOPHI JAHHBIX,
OIMCAaHHBIC B TEKCTE, HA KOTOPBIX JIy4lle paboTarOT APYrue anropuT™bl. Takke B CTaThe PACCMOTPEHBI U
JIpyrue HHTepecHble (akThl. B menom pabora mpojenaHa ¢ LEJIbI0 JATbHEHIIEr0 HCIOIb30BaAHHUS
MOJYYCHHBIX 3HAHHH B OKCHEPUMEHTAJIFHOM HCCIICIOBAHHH HanOoJiee H3BECTHBIX M COBPEMCHHBIX
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METa’3BPUCTUUECKUX AJITOPUTMOB PEILEHUS 337241 MapIIPyTH3ALHH C OTPAaHUYEHUEM T10 TPY30MOABEMHOCTH,
JUISt KOTOPBIX OyIyT MOTy4YeHBI IPEBAPUTEIbHBIE PEIICHUS HA OCHOBE BBIABICHHBIX JTyUIINX 3BPUCTHUECKUX
METO/I0B KOHCTPYHPOBaHHsI MapUIpyTa.

KiroueBble cjoBa: 3ajaya MapHIpyTH3allUUd C OrPAaHMYEHUEM IO TPY30MONBEMHOCTH; IBPUCTUYECKHUE
METO/IbI KOHCTPYHPOBAHNUS MapIpyTa

Jasa uurupoBanmus: AspjnomuH C.M., bepecueBa E.H. DOBpucrtudeckue MeTonbl KOHCTPYHPOBaHHS
MapIpyTa Uil pelleHus 3aJadd MapUIpyTH3allud ¢ OTpaHHMuYeHHeM 1o rpysonogbemHocTd. Tpyast MCIT
PAH, Tom 31, Bbim. 3, 2019 r., ctp. 145-156 (Ha anrmmiickom s3eike). DOI: 10.15514/ISPRAS-2019-31(3)-12

1. Introduction

The Vehicle Routing Problem (VRP) is one of the most widely known questions in a class of
combinatorial optimization problems. VRP is directly related to Logistics transportation problem
and it is meant to be a generalization of the Travelling Salesman Problem (TSP). In contrast to
TSP, VRP produces solutions containing some (usually, more than one) looped cycles, which are
started and finished at the same point called «depot». The objective is to minimize the cost (time
or distance) for all tours. For the identical type of input data, VRP has higher solving complexity
than TSP. Both problems belong to the class of NP-hard tasks.

This work is aimed at analysis of VRP subcase, which is called Capacitated Vehicle Routing
Problem (Capacitated VRP, CVRP), where the vehicles have a limited capacity. It means that there
is a physical restriction on transportation more than determined amount of weight for each
machine. Capacitated vehicle routing problems form the core of logistics planning and are hence
of great practical and theoretical interest.

There are three types of algorithms that are used to solve any subcase of CVRP.

e Exact algorithms. These algorithms find an optimal solution but take a great time for solving
large instances. Such methods include Branch-and-Bound, Branch-and-Cut, cutting plane,
column generation, cut and solve, Branch-and-Cut-and-Price, Branch-and-Price, and dynamic
programming techniques. It was shown in (Toth & Vigo, Branch-and-Bound algorithms for
the capacitated VRP, 2002) that Branch-and-Bound algorithm was able to solve random
CVRP instances with up to 300 customers and four vehicles within 1000 CPU seconds in
2002. However, according to the same source some real-world CVRP instances with up to 47
vertices only were successfully solved within 1000 CPU seconds. Current situation does not
differ a lot. State-of-the-art exact methods can provide optimal solution for some SCVRP
instances with up to 100 nodes, but it takes 30-40 minutes at average (Braekers, Ramaekers, &
Nieuwenhuyse, 2016). Due to these restrictions, researchers all over the world concentrate on
heuristic methods.

e Classical heuristics. These algorithms build an approximate solution iteratively, but they do
not include further improvement stage. Different scientific works reveal that, in comparison to
exact methods, classical heuristics work much faster. For example, an instance of 100-150
nodes can be solved up to a few (1-2) seconds (Braekers, Ramaekers, & Nieuwenhuyse,
2016). Heuristics are divided into two groups that include constructive heuristics and
improvement heuristics.

e Metaheuristics. Such type of algorithms is also called a framework for building heuristics.
According to (Golden, Raghavan, & Wasil, The vehicle routing problem: latest advances and
new challenges, 2008), metaheuristics either explore the solution space by moving at each
iteration from a solution to another solution in its neighbourhood (metaheuristics based on
local search) or evolve a population of solutions which may be combined together in the hope
of generating better ones (metaheuristics based on population, natural inspired).

Actuality of research and development of heuristics algorithms for solving VRP is on its top,

because such approximate algorithms can produce near-optimal solutions in a polynomial time. It
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is especially important in real-world tasks when there are more than one hundred clients in a
delivery net. Among the best-known algorithms for CVRP there are metaheuristic proposed by
Pisinger and Ropke (Pisinger & Ropke, 2007), Nagata and Braysy (Nagata & Braysy, 2009), and
Vidal et al (Vidal, Crainic, Gendreau, Lahrichi, & Rei, 2012).

There are a lot of articles related to CVRP heuristics, but no works were found which compare
solution quality, or gap, of classical heuristics using the same data bases. Solution quality is
calculated as the percentage of difference in the obtained value of the solution with the optimal (or
best-known) solution for the problem.

It is important to analyze classical heuristics since constructive heuristics are usually used in order
to provide an initial (suboptimal) solution to improvement methods and to metaheuristics that
allow to iteratively get near optimal solutions. So, we will discuss only algorithms from the first
group.

The paper is structured as follows. In the second part a mathematical formulation of CVRP is
given. In the third section, some notes on a classification of most popular constructive heuristics
are provided, including description of chosen algorithms. The fourth part consists of design of
experiments and their results. And, finally, in the fifth part conclusions and future goals are given.

2. Classical CVRP mathematical model

In the paper we will use CVRP abbreviation having in mind the mathematical formulation that was
described in a previous work of authors (Beresneva & Avdoshin, 2018).

Let a complete weighted oriented graph G =<V, VXV > is given. Let
I1={0,1,..,N}, where N+1=|V|. Graph vertices are indexed as ind=V -],
(Vv eV)(Vw e V) v #w = ind(v) # ind(w). Thus, V = {vy, v4, ..., vy} is the set of vertices,
here i = ind(v;),i € I. Let v, be the depot, where vehicles are located, and v; be the destination
points of a delivery, i # 0.

The distance between two vertices v; and v; is calculated using a distance function ¢(v;, v;). Here
a real-valued function c(-,-) on V X V satisfies Vi, j, g € I (Reed & Simon, 1972):

o c(vi, v]-) > 0 (non-negativity axiom);

o c(v,v;) = 0ifand only if v; = v; (identity axiom);

o (v, ;) = c(v;,v;) (symmetry axiom);

o c(vyvy) < c(vi,v;) + c(v;,v,) (triangle inequality axiom).

Each destination point v;, Vi € I, is associated with a known nonnegative demand, d;, to be
delivered, and the depot has a fictitious demand d, = 0. The total demand of the set V' € V is
calculated as d(V') = Z'i‘lel dr.

Let K be a number of available vehicles at the depot v,. Each vehicle has the same capacity — C.
Let us assume that every vehicle may perform at most one route and K > K,,,;,, where K,,,;, is a
minimal number of vehicles needed to serve all the customers due to restriction on C. Clearly, next

condition must be fulfilled — (Vv; € V) d; < C, Vi € I, which prohibits goods transportation that
exceed maximum vehicle capacity.

Let introduce V°={v,},where wv,€V. Let us divide V in K+1 sets
S ={vOo V?,.. VK}, each subset, except for VO, represent a set of customers to be served for one
vehicle. S = {S} is a set of all possible partitions of V. Let ] = {0, 1, ..., K} be a set that keeps
indexes. Then (Vj € J) [V/| = 1. There should be no duplicates in any of subsets from S: (Vg €
N eNg #j=VInV/ = ). Also, all subsets from S must form set V. Thus, V = U*_, V7.
In this notation, V% = V% u V¥, vk € J\{0}. It is obvious that d(V°%) < C.
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Let introduce M* = {1,N'..,Nk}, N* = |v¥|, YK_ Nk = N. Then let M% = {0} u Mk, Let
¥ =UK_{i|i=ind(w),vv € V¥} be a set of vertex indices from Vk. Then I°% ={0}u
1, vk € J\{0}.

Let H* = {p*: M — [%%| p*(0) = 0 & (Vx € M%) (Vy € M¥) x + y = p*(x) # p*(y)} bea
set of codes of all possible permutations h* = (vpk(o),vpk(l), ...,Upk(Nk)) of V. These

permutations represent all possible Hamiltonian cycles of graph G < V(00 0k x 0k >
vk € J\{0}.
Weight of k¥ € H* can be found according to the formula 1:
Nk—1
f(h) =c (vpk(o)'vpk(zvk)) + Z ¢(Vpk(qy Pparn) M
q=0
Let S’ be a set of {VV°1,V02,...,V°%}, In this notation the weight of S’ is calculated as F(S') =
Y=t f(h*), Yk € J\{0}.
Overall, the formulation of CVRP is to find:
S%:F(8% = min F(S) (2)
se sall

3. Constructive heuristics
In this section the most popular constructive heuristics are described.

3.1 Sequential Insertion algorithm (SI)
Sequential Insertion algorithm (Laporte & Demet, Classical heuristics for the Capacitated VRP,
2002) constructs routes subsequently, one after another.

In the first step, a new tour toury, k < K, is initialized with a random unrouted node v;,i # 0, and
the depot v,. Thus, a tour (vy, v;, vy) i obtained.

In the second step, another unrouted vertex v;, j # 0, is chosen, such that its incorporation in the
current tour gives the least increase in a tour length and demand of a potential node v; does not
exceed vehicle capacity. So, the next two formulae must be hold:

o argmin vyetoury, (Vo vj) + (V) Var1) — c(Wa, Vay1);

Vg41 € toury,
vj & tourg

*  Diour, +d; < C, where Dy, is atotal demand of current toury,.

If all conditions hold then this unrouted vertex v;, j # 0 is inserted in a tour tour; between v, and
Va+1-

The second step is repeated until no more unrouted vertex v;,j # 0, can be feasibly inserted. In
this case a new tour toury, k < K, is initialized, and the procedure starts from the first step.

3.2 Improved Parallel Insertion algorithm

Parallel Insertion Improved algorithm (Laporte, Nobert, & Desrochers, Optimal routing under
capacity and distance restrictions, 1985) builds routes simultaneously. This method is a
modification of Sequential Insertion algorithm.

In the first step, the minimum number K., of feasible routes is defined as Ky, = X di /C.
All these routes tour, € Tours are initialized with K,,;,, different closest to v, unrouted nodes
v;, 1 # 0. Thus, K,,,;, tours (vy, v;, Vo) are obtained.

In the second step, a random unrouted node v;,j # 0, is inserted in some route tour at its best
insertion position. The next two conditions must be hold — incorporation of v; in this tour gives the
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least increase in a tour length among all other tours and demand of a potential node v; does not
exceed vehicle capacity. So:

e argmin wv,etoury, c(va, vj) + c(vj, va+1) — (Vg Vgs1);
Vg+1€EtoOUTry,
vjgtoury

®  Dioyr, +d; < C, Where D,y is atotal demand of current tour.

If all conditions hold then this unrouted vertex v;, j # 0 is inserted in a tour tour;, between v, and
Vat1-

The second step is repeated until no more unrouted vertex v;,j # 0, can be feasibly inserted in
some route toury. In this case a new tour toury, k < K, is initialized as (v,, v;, vy) and adds to set
of all tours Tours, and the procedure continues.

3.3 Nearest Neighbor heuristic (NN)

Nearest Neighbor heuristic constructs routes subsequently, one after another, in a greedy way.

In the first step, an unrouted node v;, i # 0, which is closest to the depot v,, is chosen. A new open
tour toury, k < K, is initialized with v; and v,. Thus, a tour (v, v;) is obtained.

In the second step, another unrouted vertex v;,j # 0, is chosen, which is the nearest to the last
added vertex and a demand of a potential node v; does not exceed vehicle capacity. So, the next
two formulae must be hold:

hd argminvi € toury, vj €& toury C(vi' vj);
®  Dioyr, +dj < C, Where Dy, is a total demand of current tour.

If all conditions hold then this unrouted vertex v; is added in the end of tour, after v;, and since
that time it turns to be the last added vertex.

The second step is repeated until no more unrouted vertex v;,j # 0, can be feasibly inserted. In
this case a new tour toury, k < K, is initialized, and the procedure starts from the first step.

3.4 Clarke and Wright Savings heuristic (CWS)

In the first step, all vertices v; € V,i # 0, must form |V — 1| routes. Thus, |V — 1| tours
(vo, v;, 1) are obtained.

In the second step, Vv; €V,Vv; €V,i#0,j#0,i+j, saving s(v;,v;) is calculated as
s(vi,vj) = c(vy, v) + c(vo,v;) — c(v;, v;). All savings are put in a list of S, S must be sorted in
a non-increasing order.

In the third step, the first unused saving in a list is taken. Then, existence of two routes tour, and
toury, x # y, having the next conditions, is checked:

e there is an edge (v;, v,) in route x and edge (v, v;) in tour tour;

® Dtourx + Dtoury <C.

If there are such routes then tour, and tour, are combined by removing edges (v;,v,), (vo, v))
and introducing edge (v;, v;). After that, despite of ability or absence these routes, the current
saving is skipped and the next one in the list is checked.

The last step works until K tours are left.

3.5 Variant of Clarke and Wright Savings heuristic (CWS_2)

Classical variant of Clarke and Wright Savings algorithm forms good tours in the first part of its
work mostly. However, it was noticed that it tends to produce less competitive tours towards the
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end because of periphery nodes addition. Thus, Yellow (Yellow, 1970) and Gaskell (Gaskell,
1967) suggested improved form of savings calculation. It is s(v;, v;) = c(v;, v,) + c(vo,v;) —
Ac(v;,v;). Here A is a parameter which responds for measuring the distance between the vertices
to be joint. In one report (Golden, Magnanti, & Nguyen, Implementing vehicle routing algorithms,
1977) it was mentioned that the best value of 1 is0.4.

3.6 Subgroup of Cluster-First-Route-Second heuristics

Subgroup of Cluster-First-Route-Second heuristics belongs to two-phase methods, which are based
on the decomposition of the CVRP solution process into two separate stages — clustering and
routing. In the clustering stage, a partition of the customers into routes is made, and in the routing
stage, the sequence of the customers on each subset is obtained.

In Cluster-First-Route-Second methods, nodes are first partitioned into different subsets called
clusters and then routes are determined by sequencing the customers within each subset.

3.6.1 Sweep

This Cluster-First-Route-Second method can be applied only for planar instances (Laporte &
Demet, Classical heuristics for the Capacitated VRP, 2002).

Clustering stage

Let us define v; € V as v; = (x;; y;), where x; and y; are the Cartesian coordinates of point v;.

In the first step, new normalized vertices v; = (x;; v;") = (x; — x0; Vi — ¥,) are introduced, where
the depot v," has new Cartesian coordinates (0; 0), Vi € |V].

Let v’ = (6;,1;) be a vertex with polar coordinate of v;", where 7, =x/2+y/? and 6; is
calculated using formula 3:

arctg (%)xl >0,y;,=20
i

arctg <&) +2m,x; >0,y, <0

4

6; = arctg (&) +m,x <0 3)
- L
E,xi = 0, Vi >0
3n

7,)(1' = O,yi <0

In the second step, a list V of all V_l' =(0,,1;),Vi€|V|,i #0, is calculated and is sorted in
increasing order by parameter 6;.

In the next step, a new cluster is initialized with {v,} and maximum number of first L vertices
from V7, such that ¥'-1 d; < C. Parameter L is not a constant, it can be other for different clusters
depending on weights of demands and total capacity. Then these used vertices are removed from
7, and the procedure is repeated until 7 = @.

Routing stage

At this stage for each cluster TSP Cheapest Insertion heuristic is applied which forms a cycle.

3.6.2 Fisher and Jaikumar algorithm

In contrast to Sweep algorithm, this Cluster-First-Route-Second method can be applied not only
for planar instances. Instead of using a geometric method to form the clusters, it solves a
Generalized Assignment Problem (GAP).

Clustering stage
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In the first step Vk = 1..K a vertex Vseea(k) € V\{Vo} is chosen. These K vertices form K clusters.
In the second step the cost cost,’fi of allocating each node v; € V,i # 0, to each cluster Kk is
calculated as costf, = c(v,, 1) + c(Vi, Vseeat)) — €(Vseea oy Vo)-

In the third step the algorithm solves GAP with cost,’ji, d; and C, which determines a minimum

cost assignment of items to a given set of bins of capacity C. The GAP can be solved using either
exact or heuristic techniques.

Routing stage
The final routes are determined by solving a TSP on each defined cluster.
According to this work (Sultana, Akhand, & Rahman, 2017), this algorithm gives way to the

algorithms described above and provides solutions with more solution quality. That is why it will
not be considered in later comparison study as it was already done.

3.7 Subgroup of Route-First-Cluster-Second heuristics

Subgroup of Route-First-Cluster-Second heuristics also belongs to two-phase methods. However,
in contrast to Cluster-First-Route-Second methods, these constructive heuristics at first solve TSP
for all nodes and only then break built cycle to K routes. Unfortunately, many studies showed than
these heuristics are applicable only if there is no constraint on the number of vehicles. In addition,
they are not competitive with other constructive heuristics in general (Laporte & Demet, Classical
heuristics for the Capacitated VRP, 2002).

4. Experiments and results

All algorithms are implemented as sequential algorithms in C++. The computational testing of the
solution methods for CVRP has been carried out by considering eight sets of test instances from
the next well-known database (Xavier). Total number of instances in sets A, B, E, F, G, M, P, X is
211. All instances inside one set have its own characteristics and a way of generation: cluster-
based / uniform / geometric distribution of clients, real-world / imitative cases etc. The integer
Euclidean metric is used for all instances. The naming scheme and data format for each instance is
described here (Heidelberg University). Shortly, the first letter in names shows the name of used
set, the figure after letter ‘n” shows the number of nodes and the figure which stands after letter ‘k’
presents the number of vehicles.
Experiment starts with the choice of a constructive heuristic H from the set {SI, FI, NN, CWS,
CWS_2, Sweep}. After that one dataset D is selected from the list of all benchmark datasets. Then
an instance file F from the chosen dataset D is taken as input for the algorithm H and the heuristic
is executed (only 1 time because all these algorithms do not use random generations, so all
obtained solutions are the same). After that we report solution quality £(H,F) found for the
algorithm H on the test F. Solution quality & (or percent above best-known, or gap) is calculated
using formula 4 (Toth & Vigo, An overview of vehicle routing problems, 2002):

F(SO) - Fopt(s)

Fope(S)

where F(S°) is a length of obtained solution and F,,.(S) is a length of optimal solution or best-
known one. And finally, among all &(H,F) from one dataset sample mean X.(H,D) =
ﬁzlﬂl €(H, F) is calculated which shows average gap for the algorithm H on the dataset D, where
|D| is a number of input files in dataset D.
The plan of experiments on constructive heuristics described in Fig. 1.

Input: constructive heuristics, datasets
1: foreach constructive heuristic H
2: foreach dataset D from datasets

-100%, “
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3: foreach instance file F from D

4: solution = run H on F

5: calculate e(H,F)

6: calculate X,(H,D) // average gap on dataset

Fig.1. Plan of experiment on constructive heuristics

It should be mentioned that each algorithm is subsequently launched on all 211 instances from 8
datasets, so no input file is missed.

A criterion of running time was not considered because all instances were solved in a time which
does not exceed 1 second. It is thought to be insignificant in comparison with time-consuming
metaheuristic work.

Fig. 2, 3 and 4 represent the results of experiments conducted over algorithms using sets B, P and
G of widely different types. The horizontal axis represents the name of instance data. The vertical
axis shows the solution quality.

Solution quality of constructive heuristics (set B), %
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Fig. 2. Solution quality of constructive heuristics, set B
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Solution quality of constructive heuristics (set P), %
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Fig. 4. Solution quality of constructive heuristics, set G.

Average gaps X.(H, D) of each algorithm on different data sets are presented in Table 1 and fig. 5.
These general figures can show an approximate overall effectiveness of algorithms. On the basis of
Table 1, all fig. 2, 3, 4, 5 and other results which cannot be shown here because of their large
volume, it can be easily seen that CWS algorithm (its column is made bold in the table) is a leader
for all input files, except some instances from dataset G. Its average gap varies from 3,4% till
11,0%. The closest competitor is its variant CWS_2, which has average solution quality in a range
[9,8%; 20,6%)]. CWS_2 algorithm is able to construct the best solutions only for some instances in set
B. In all other cases this algorithm nearly always takes second place and goes behind classical CWS.

Table 1. Average gaps of all heuristics for every set, %.
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Average gap X,(H,D) Constructive heuristic
in the dataset Sl Pl NN CWS CWS_2 Sweep
A (26) 68,7% 33,2% 39,7% 5,0% 12,7% 40,2%
B (23) 82,3% 34,0% 41,2% 4,3% 9,8% 31,7%
T E (11) 70,4% 30,0% 41,5% 6,4% 17,5% 36,4%
@ F(3) 42,5% 48,5% 74,6% 4,4% 20,6% 71,9%
= G (20) 24,8% 15,6% 16,3% 11,0% 18,4% 142,4%
g M (4) 83,0% 35,5% 44,6% 3,4% 12,0% 89,2%
P (24) 66,0% 25,6% 32,2% 6,9% 11,3% 31,4%
X (100) 99,7% 23,3% 27,4% 5,9% 11,9% 82,9%
Table 2. Percentage of unsolved instances for every set, %.
Percentage of unsolved Constructive heuristic
instances in the set Si Pl NN CWS CWS_2 Sweep
A (26) 0% 0% 0% 0% 0% 69,0%
B (23) 0% 0% 0% 0% 0% 50,0%
T E (11) 0% 0% 0% 0% 0% 43,5%
z F(3) 0% 0% 0% 0% 0% 63,6%
= G (20) 0% 0% 0% 0% 0% 66,7%
8 M (4) 0% 0% 0% 0% 0% 90,0%
P (24) 0% 0% 0% 0% 0% 50,0%
X (100) 0% 0% 0% 0% 0% 58,3%

There is only one algorithm that have a problem with finding an answer to the given problems — it
is Sweep. This heuristic is not able to construct a set of routes without exceeding the number of
vehicles for some input files. All the others coped with the task — they are NN, SI, PI, CWS and
CWS_2. Table 2 shows the percentage and the number of unsolved instances for all sets. In
average, Sweep algorithm cannot solve the instance without over limit in more than 50% cases. It
can be explained by the fact that the next vertex to be added is chosen by criteria of distance (polar

angle, for real) but not the capacity.

Average gap of constructive heuristics in the datasets, %
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Fig. 5. Average gap of constructive heuristics in the datasets
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Golden_5 (n=200, Q=900)

—e— Route 1
250 —e— Route 2
Route 3
—e— Route 4
—e— Route 5
D —
-250

=300 -150 0 150 300

Fig. 6. Solution for instance G-n200-k5

It was mentioned earlier that CWS is not a leader for some instances from dataset G. There are 8
instances when NN finds the best solutions but not CWS (fig. 4). This interesting change of the
leader is connected with the type of customers’ distribution — these instances have a form of rays
going from the center. If we look at fig. 6, where a solution for the instance is presented, we can
see that the idea of nearest neighbor works here the best way.

5. Conclusions

Overall, the next recommendation should be given to the problem which has described variant of
mathematical model of CVRP. In general, for all types of clients’ distribution the best algorithm to
be applied is Clarke and Wright Savings, however, in case of having input data in form of
concentric rays (like in fig. 6) it is better to use Nearest Neighbor algorithm. Also, a few instances
were solved best of all by Clarke and Wright Savings 2 algorithm, so it is important to have this
algorithm in mind, however the difference between it and CWS is not very significant (no more
than 1%). One more conclusion is that it is unreasonable to use Sweep heuristic as it is not able to
construct a set of routes without exceeding the number of vehicles for more than 50% of input
files. Finally, for our research it means that for all instances, except those 8 from set G, CWS
heuristic will be used as initial algorithm for metaheuristic, otherwise — we will apply NN.
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AnHoTanusi. TexHONOTHA paclpeleleHHOTO peecTpa OJOKYEHH CTaHOBUTCS Bce Oojee MOMyJspHOW U
HaXOAUT IPUMEHEHHE B Pa3JIMYHBIX 00NacTAX, B TOM 4YHCIC M B (PUHAHCOBBIX TeXHONOTHWAX. MHorue
ONIOKYEHH-TIIIaTGOPMBI TTOJIEPIKUBAIOT (YHKIHMOHAIEHOCTE CMapT-KOHTPAKTOB, KOTOpHIE IpeTHa3HaYeHBI
JUIS aBTOMATH3alUK 3aKITIOYEHHs] OTOBOPOB. VI3BECTHHI MPUMEpEI, Te OMIMOKH WM HEOPEKHOCTH B KOAe
CMapT-KOHTPAKTa IPHBOJAT K IIOTEPE aKTHBOB, HAIIPHMEP, N3-3a aTaKH 3JI0yMBIIUICHHUKA WM HETTOHUMAaHHUS
pa3paboTurkoM ocobOeHHOcTell OnokyelH-TuarpopMel. Ha ceromHsIIHMI JeHb CYIIECTBYET MHO)KECTBO
pa3sIMYHBIX MOAXOMAOB, KOTOPBIE IO3BOJSIOT CHENaTh CMAapT-KOHTPakTel Oe3omacHee. Cpeanm Hux
WHCTPYMEHTHI aHalIW3a KOJA, MOJENN BBIYMCICHHH M CEMaHTHKH $3BIKOB IPOrPAMMHpPOBAHHS CMapT-
KOHTPAakToB. B aToif paboTe MBI IpUBOAUM 0030p S3BIKOB INPOTPAMMHPOBAHUS CMapT-KOHTPAKTOB,
MIPUHIUIOB UX MOCTPOCHUS, a TakKe MOTEHIHAIbHBIE OIHOKM B MpOrpaMMme cMapT-KoHTpakTa. OcHOBHas
1eb 3TOro 0030pa — paccCMOTPETh TEKyIllee Ha MOMEHT HAIMCaHUsS CTaTbH COCTOSHUE SI3BIKOB CMapT-
KOHTPaKTOB W BO3MOXKHBIC HAalpaBJICHUS UII OYyAyIIMX HCCIEAOBAaHHWM, a TakKe II0Ka3aTb IOAXOJH,
UCHOJIb3YEeMbIe COOOIIECTBOM Il CO37aHus 6€30MacHOro U yI00HOTo (C TOUKH 3peHHs aOCTPaKLUM) A3bIKa.
XapaKkTepUCTHKH MHOXKECTBA SI3BIKOB, TaKHe KaK: YpOBEeHb aOCTpakiuu, mapaaurma, ThIOpHHI-NOJNHOTA,
MIPOEKT, TJIe SA3BIK HCIIONB3YETCs, MHCTPYMEHTHI Ul aHaiW3a KOJa, CHCTEMa OTPaHMYCHUS W TIIaBHBIC
0COOEHHOCTH — OBUIM PacCMOTpPEHBI U CBEIEHBI B Tabnuiy. [IpenocTapneHa qONOIHATENbHAS HHPOPMALUSL
0 sI3BIKaX, HAIPUMEp, O MOJIEIH BHIOHEHHA. Taroke MBI KPaTKO ONHCAITN U pa3/IeliiIa BCe HallICHHbIE HAMHI
YSI3BEMOCTH 11O UICTOYHUKAM HX BO3HHUKHOBEHHSI.

KuroueBbie ci10Ba: 610K4€iH; 6€30MaCHOCTH CMAPT-KOHTPAKTOB; S3bIKH IIPOTPaMMHUPOBAHHUS

Jas muruposanusi: Tropun A.B., Tronsuaun U.B., Mansiies B.C., Kupunenko S.A., bepesyn JI.A. O630p
SI3BIKOB JUIs G€30I1aCHOTO MporpaMMHUpoBaHus cMapT-koHTpakToB. Tpyast ICIT PAH, Tom 31, Bem. 3, 2019
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1. Introduction

Initially, blockchains were designed for cryptocurrency management based on transactions. Further
such systems involved smart contracts usage to enhance transactions, making them more
sophisticated. This enabled to move part of an application logic into the blockchain, thus allowing to
provide customizable redeeming conditions [1], develop crowdfunding systems [2], and other
applications based on blockchain technology [3]. Fundamentally smart contracts are programmable
objects beyond blockchain, intended to represent automatable® and enforceable? agreements [4].

Since smart contracts are essentially programs that are executed within the blockchain and written
in some programming language, bugs and errors are possible. Erroneous transaction behavior can
lead to financial damage. For example, a not-reentrancy of a function has caused $40 million loss
[5]. Moreover, due to the immutable nature of the blockchain, it is often impossible to fix a

! «Automatable rather than «automated» since parts of an agreement may require some human input.
2 Enforceable either by law or by tamper-proof computer code.
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contract with a bad® behavior that is already on the chain, i.e. contracts are irrevocably committed.
One possible approach to detect such unwanted behaviors and minimize the number of
vulnerabilities is to provide a way to formalize smart contracts properties and vulnerabilities. It
will help to specify vulnerabilities sources and facilitate reasoning about smart contracts.

In [6] provided by IOHK research®, an ontology that provides a set of basic conceptual primitives
is specified. It can be used to construct desired propositions about smart contracts. It is not
intended to be the only true ontology, rather the useful one. According to the ontology, blockchain
based smart contracts can be considered as computations over blockchain state, that include the
changing over time state itself as well as a transition function. And we will further refer to
modality properties as to relationships between states, possibility or necessity properties that
should be maintained throughout transitions.

These concepts allow thinking about smart contract behavior abstractedly over details. For
example, consider a Deadline-dependent Transfer, a smart contract controlling property transfer
between recipients®. Only Recipient 1 may transfer the Item during some time interval prior to the
deadline, while only Recipient 2 may transfer the Item once the deadline has been passed. A
modality property can be formulated in the following way. There always should be a blockchain
state where at least one system participant who controls the Item, being transferred, exists, i.e. the
absence of dead states in the blockchain.

Unfulfillment of those properties in blockchain based smart contracts may lead to money loss and
malicious attacks. For example, a vulnerable sequence of smart contract library calls in PARITY
wallet led to $150 million freezes on wallets [7].

State inconsistency and weaknesses may be caused by a number of different reasons such as
blockchain-specific behavior, execution environment bugs, a model of underlying programming
language that is not amenable to proof constructions, non-intuitive representation of programs in
languages with good models, unintuitive semantics of underlying programming language for
people who lack programming experience etc [8]. Also, some modality properties may never be
proved because of possible non-termination of a program, which basically depends on a certain
programming language.

Thereby, to make smart contracts secure it is desirable to be able to specify the intended behavior
and properties that they should fulfill. These properties fulfillment can be provided with machine-
checkable proofs and facilitated with more intuitive programming languages accompanied by tools
for static analysis and formal verification to reduce the number of errors.

To date, various approaches, languages, and tools have been proposed: extensive type systems and
various programming paradigms [9], programming languages that have easily checked termination
conditions [10, 11], high-level languages that encourages safer programming via abstractions [12,
13], and intermediate and low-level languages that ease formal verification and compilers
development [14-16].

Smart contract programming languages design is influenced by domain ontology, encountered
vulnerabilities and ease of reasoning about modality properties. So, in this paper, we concentrate
on the incorporation of known approaches used in design and development of smart contracts
programming languages, proceed through vulnerabilities and domain-specific concepts that have
been considered during design process, provide a classification of current efforts, and emphasize
topics for future research.

The paper is organized as follows. Section 2 provides a short evaluation of similar works. Section
3 gives a brief summary of blockchain architecture principles relevant to languages and tools

® Here, by a «bad» contract behavior, we mean any behavior that is unexpected or undesirable by the contract
owner, caused by any reason.
* JOHK company is one of the main customers of research in peer-to-peer networks. See https://iohk.io/about/
for details.
5 Between users or other smart contracts.
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design. Section 4 describes known vulnerabilities of smart contracts, classifying them for future
analysis. Section 5 provides a survey of smart contract programming languages and their design
ideas and principles, according to known vulnerabilities and blockchain architectures. In section 6
we discuss possible research gaps and future work. Section 7 concludes the paper.

2. Related works

Surely this paper is not the only one surveying smart contract programming languages, and we are
aware of a couple of similar works. So, [17] provides an overview of smart contracts programming
languages, security properties, and verification methods along with some classification of them.
However, despite a good coverage, the proposed survey is rather superficial in a sense that it
describes languages through the specification of their features, not going deep into design
foundations that have provided the features. Another work [18] gives an overview of some
distributed ledger systems, smart contracts languages, and technologies that might facilitate safety
and performance, or make new applications possible. The paper is not aimed entirely at languages,
hence it leaves the description without design foundations and any classification according to
whether desirable properties or design principles. [15] also contains some overview of existing
languages and their features, but the survey is performed from the perspective of comparison
between them and the language proposed in the paper.

In contrast, this work is intended to enhance language coverage, provide foundations and intuition
for reasoning, classification of languages, properties, and design fundamentals along with
vulnerabilities that have influenced them.

3. Background

Since smart contracts are computations on a blockchain, underlying blockchain protocol basically
sets the path for language and tools design. In this section, we review a few protocol details that
influence further development of languages. Substantially there are two widespread blockchain
architectures on top of which smart contracts are built to date — UTxO-based and account-based
blockchains that allow stateless and stateful smart contracts respectively.

3.1 UTxO

Unspent transaction output, UTxO, model was introduced with the emergence of BITCOIN
blockchain. A typical BITCOIN transaction contains a list of inputs that specify the funds that the
transaction issuer can transfer and a list of outputs, that represent the way these funds are intended
to be transferred. Each output can be used as an input for another transaction. For example, an
issuer can set the amount of currency for each output or specify conditions, under which a possible
receiver of funds can spend them, also they can specify themselves as the receivers to get so-called
change. A set of UTxO consists of all transactions outputs that have not been yet used as inputs.
Redeeming conditions for transaction outputs in BITCOIN are defined with programs written in
BITCOIN SCRIPT [10]. These programs describe properties that must be satisfied for the
redeemer to be able to use these transaction outputs as their transaction inputs in order to spend the
credits. The spender should provide input values to each locking script of referenced outputs of the
previous transaction such that all scripts evaluate to value true, e.g. they may provide their wallet
address and transaction signature to verify the authority.

Such scripts are stored within transactions and are being maintained only during a transaction, thus
they have no state. Further scripts have limited access to blockchain data and essentially they are
pure stateless functions of transaction data, i.e. of input parameters. Despite limitations, scripts
along with transaction signatures can express complex redeeming conditions such as multi-
signature payments, deposit providing, escrow, and dispute mediation, access to external data
using oracles, time-locks, payment channels, cross-chain atomic trades etc [19]. Throughout the
paper, we regard these scripts as stateless smart contracts.
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3.2 Account-based blockchains

Account-based blockchains maintain an explicit state throughout transactions. A state is a mapping
between account addresses and balances. Within these blockchain systems, each transaction is a
mapping between the states. Basically, these systems are transaction-based state machines.
ETHEREUM is an example of such a system [20]. In ETHEREUM smart contracts are similar to
users’ accounts in a sense that they have their own address and a balance. Smart contracts are
stored inside the blockchain and essentially these contracts are lists of functions that can be
invoked through users’ transactions or other contracts messaging. These functions are defined with
bytecode of the corresponding execution environment called Ethereum Virtual Machine, EVM.
Since any smart contract has a balance, it is a stateful function of a data transaction (or a message)
and blockchain state, in which the transaction takes place, so they can write to blockchain state or
read from it. Contracts state typically involves a stored amount of currency. However, in general, it
can have arbitrary persistent storage that is maintained throughout the transitions of the
blockchain.

3.3 Preventing the Denial-of-service attacks (DOS)

Despite the underlying blockchain model, smart contracts are computations that are replicated over
blockchain via consensus protocol. To prevent DOS-attacks the number of computations for every
program representing a smart contract should be restricted beforehand. Restriction mechanism
depends on the underlying programming languages properties. One of the main properties in the
context of smart contracts is halting, i.e. whether every program that has been written in it terminates
or not. BITCOIN SCRIPT program always terminates since language is not Turing-complete and it
does not have loops, or recursion, or any other mechanism that provides infinite computations.
However, the size of a program also affects the performance of the system behind it. Thus BITCOIN
SCRIPT programs are limited by the stack size and number of computationally heavy instructions,
i.e. transactions that contain a script that does not satisfy restrictions are rejected.

For programs written in languages that do not guarantee program termination, e.g. EVM bytecode,
program execution is limited via a gas system. Gas is basically an amount of cryptocurrency
specified for contract execution. Fixed units of gas are charged to a miner for every instruction
being executed. If the specified amount of gas is expired, execution of the contract stops.
Furthermore, EVM contracts also have a limited stack size.

4. Smart contract weaknesses

In this section, programming language-level vulnerabilities that may cause unfulfillment of modality
properties and possible mistakes are classified. It is worth to notice, that the most common property
arising in distributed systems is that results of computations should be deterministic. While many
smart contract programming languages have been designed with determinism in mind, sometimes
general purpose programming languages are used for development [21]. A detailed overview of
potential risks of non-determinism and causes can be found in [22].

We consider SOLIDITY language for stateful contracts since it is the most popular smart contract
programming languages and generally it was one of the first languages that revealed such
weaknesses, unfortunately on its own instance. Despite originally being known as unsafe, the
language is evolving and to date its compiler is able to warn about code that might misbehave.
However, Solidity has provided the foundation for the design of other languages. The most famous
errors that have caused contracts failure are DAO [5] and PARITY [23].

SOLIDITY vulnerabilities are classified in the following subsections based on what level they
occur on and the reasons that cause them. Code examples of the weaknesses could be found in [20,
24-28]. Possible attacks are discussed in [29]. Also, it is worth to mention, that SOLIDITY is a
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Turing complete language, meaning that in general fulfillment of particular modality properties
cannot be proved, even despite guaranteed termination due to gas limit.

4.1 Block content manipulation

Block of transactions in blockchains is formed by one of the participants who have the ability to
influence block content. Thus, careless blocks handling may cause a number of errors.
Front-Running (Transaction-ordering dependence): It is important to be careful of transactions
order. For example, Alice has deployed contract with possibility to sell a product and set a price
for it. Bob wants to buy the product, and Alice wants to set a higher price. Let’s assume, they want
to do it at the same time. If Bob’s request is the first, Alice loses money. In another case, Bob’s
transaction can be rejected, or Bob will spend more money than he expected.

Weak sources of randomness: Random values should be deterministic for all nodes in the network
due to consensus considerations. One way to get randomness is to use pseudorandom values.
Variables of contract, even the private ones, meta-variables of a block, or a hash of a previous and
next block cannot be used as a source of entropy. In some blockchains (including ETHEREUM) it is
possible to have influence over these variables during the validation process. A pseudo-random value
in smart contract code can be predicted by a malefactor. Precalculation can be done via code analysis.

4.2 Contract interaction

A smart contract should be able to interact with other contracts. The following vulnerabilities
appear due to the fact that smart contracts cannot rely on each other’s behavior.

Unchecked return values for low-level calls: There are three functions to send ether [30] from
account to account in ETHEREUM: send() and call() that return false if an error occurs but the
transaction execution continues, and transfer( ) that rolls back the transaction in case of error.
Low-level functions callcode() and delegatecall() behave in the same way as functions send() and
call() . Thus handling of false value of corresponding functions is needed to avoid undesirable
behavior of contract. According to Luu et al. [31], 27.9% of smart contracts in ETHEREUM
blockchain do not check returned values.

Reentrancy: An external contract can call back functions of a caller contract before the first invocation
has finished. It can lead to undesirable recursive function interactions and allow the callee contract to
take over the control flow. The example of this vulnerability is a famous DAO smart contract [5].
Callstack bound: A failure may occur when an external call is made, but the program stack has
reached its limit. Stack overflow is possible in smart contract languages. In EVM call stack is
limited to 1024 stack frames. If the exception is not properly handled by a contract, the malefactor
can use it to attack.

4.3 Resource limits

If the smart contract language is Turing-complete, there is a need in metering® mechanism to
prevent infinite execution. ETHEREUM charges a fee, named gas. Amount of gas is proportional
to the number of executed commands by EVM. Every transaction is bounded with the maximum
amount of gas as well as blocks.

Infinite loops: Mistakes and misprints in operators usage may keep contracts syntactically correct
but strongly affect their logic. For example, writing =+ instead of += in a loop terminating
condition may lead to unexpected program behavior and even to an infinite loop. Moreover, in this
case, excessive gas consumption may occur. It also includes situations when the number of
memory addresses being used is significantly increased, e.g. when the number of elements in a
map grows, it becomes too expensive to iterate over it.

® Metering is a way to limit and charge the execution of a smart contract.
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4.4 Arithmetics

In SOLIDITY arithmetics is available on unsigned integers only and the language does not provide
any arithmetic operations check for correctness. This class of mistakes mostly refers to common
programmer errors. In the case of smart contracts, they may lead to a huge loss of assets. Thus, it is
common to consider them as vulnerabilities in order to attract programmers attention.

Overflow and underflow: These vulnerabilities arise because numbers can have a fixed size. In

case of ETHEREUM, maximum value for uint(uint256) is 22°¢-1 and minimum — 0. A
programmer has to manually checks overflow and underflow.

Floating points and precision: SOLIDITY does not have fixed and floating point types. Instead, a
programmer has to emulate them via integers. All integer divisions are rounded down. Careless
handling of such operations may cause unexpected program behavior.

4.5 Storage access

The following vulnerabilities are caused by negligent memory usage and access.

Uninitialized storage pointer: Local structures, arrays, and maps link to storage zero address by
default. Using these objects without initialization will lead to overwriting whatever is in zero address.
Write to an arbitrary storage location: A smart contract can store some data and wrong variable
assignment can break it. SOLIDITY has reference types. Mistake with references can lead to
internal state corruption. If an array index is out of range, the exception will be thrown, and the
smart contract will be reverted.

4.6 Internal control flow

This class of vulnerabilities is caused by a complex control flow graph structure and an ability to
manipulate it.

Using inherited functions and variables: It is possible to use inheritance in smart-contracts
languages with the object-oriented paradigm. SOLIDITY allows multiple inheritance. If several
super-classes have a method or variable with the same name, their behavior in sub-class depends
on the inheritance order. It could shadow previously defined values or functions and lead to
undesirable results.

Using built-in functions: Programmers should be aware of using built-in functions and their
behavior. E.g., someone would like to use assertions to check program invariant. SOLIDITY
assert () function is intended for this purpose. In case of failure, this method throws an
exception and does not return the remaining gas. Thus, to check for changing values, such as input
data, it is recommended to use require () statement which in the same case does transaction
rollback and returns remaining gas.

Using deprecated functions: It is not clear what new compiler versions do with deprecated
functions. Therefore, it is not recommended to use these objects.

Locked assets: Contracts should provide a way to manage assets. Suppose in the example the
contract has a method to take assets but does not have code to give them back. Due to smart
contract code immutability in blockchain history, it is impossible to upgrade or fix this contract. It
will cause property loss.

4.7 Authorization

Authorization is a major part of a person identification mechanism, designed to verify the
permission for actions. Incorrect or insufficient authorization can lead to the following
vulnerabilities.

Incorrect initialization: When the smart contract was deployed to a blockchain, it should be
initialized. Often initialization contains sensitive operations such as a setting contract’s owner. An
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error in this action may violate the logic of the smart contract. In SOLIDITY, the constructor is a
special function, which is called once to set the contract’s state. In new SOLIDITY versions,
constructors are denoted by a special keyword that made the definitions more obvious. But in
earlier versions (less than 0.4.22) constructor is just a function with the same name as the class
has. Thus, a typo in constructors’ name makes it a usual function, which can be called by anybody
since default modifier for a function is public.

Function default visibility: Incorrect access modifiers usage or a lack of them can lead to undesirable
behavior. For example, calling the function that changes the contract owner with public access
modifier allows everyone to become its owner. Default modifier for SOLIDITY is public. Thus, it is
strongly recommended to explicitly define visibility for all functions and variables.

5. Smart contract languages

In this section, smart contract languages are considered with respect to their main features,
paradigms, and common properties such as Turing-completeness, metering mechanism, reasoning,
type system, code analyzers, etc. To reduce the number of subsections we have classified
languages with respect to their level of usage.

Low-level: These languages are designed for direct execution by the underlying execution
environment. Most concepts and principles of formal semantics, computational model, metering,
logic for reasoning about programs, and typing are often introduced on that level. Furthermore, to
date, smart contracts are mostly stored on the blockchain in low-level bytecode, which imposes
suitability considerations. Examples of such languages are BITCOIN-SCRIPT [10], EVM [32],
MICHELSON [33].

High-level: Languages with the idea of making the writing of contracts easier for developers via
readability and safer high-level syntactic constructs enhanced by a type system that provides
machine services abstractions. Safety aspect appears here and refers to the languages ability to
guarantee the integrity of these abstractions and abstractions introduced by the programmer using
definitional facilities of the language. In a safe language, such abstractions can be used abstractly
while in an unsafe language they cannot: in order to completely understand how a program may
(mis-) behave, it is necessary to keep in mind all sorts of low-level details such as the layout of
data structures in memory and the order in which they will be allocated by the compiler [34]. The
semantics of both levels should be considered here’. Examples of such languages are SOLIDITY
[35], FLINT [12], and LIQUIDITY [36].

Intermediate-level: Languages that present a compromise between a high-level source and low-level
target languages. As a general rule, they are designed in order to simplify program verification or
static analysis, relying on the computation model, type system, reasoning, semantics, etc.
Furthermore, they allow making unification of compilation, i.e. providing a language that can be
compiled for different platforms. SCILLA [15] is an example of such a language.

It is also useful to emphasize some desirable language properties that affect language design.

e  Reasoning — language behavior model should allow to specify modality properties and facilitate
proving of their (un-) fulfillment. Underlying calculus model and type system are aimed at this.

e  Safety — language abstractions should hold integrity property. Rigorous semantics promotes this.
e  Expressivity — basically language should be expressive to fit a possible various range of use cases.

e Readability — language representation of a contract behavior should be intuitive, i.e. be easy
to inspect and write with.

! Fundamentally safeness spreads to other levels since low-level language is an abstraction of its
implementation, e.g. a virtual machine.
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Table 1. Smart Contract Languages
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Vyper high-level beta Ethereum imperative EVM biyl.m:mle sy!:c‘m i Python-like syntax, safety
analyzers :
Yul ntermediate-| under de- | Ethereum object- EVM b ‘E:‘:m yes intermediate languoge for
level velopment oriented analyzers 5 future Solidity
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* To our knowledge there is no analyzer, which works with that smart contract language.
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Every smart contract language has domain specific instructions or/and types, e.g. cryptographic
primitives, assets types, messaging instructions. So we will not emphasize this aspect much.
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Notable features and models of several languages with respect to desirable properties are discussed
below while a summary of a more expanded set of languages is presented in the table on the Table 1.

5.1 Low-level languages

1) BITCOIN SCRIPT is an untyped® stack-based low-level language for stateless smart contracts
development in BITCOIN and handles transaction verification process. It is intentionally non-
Turing-complete with the restricted instruction set where some opcodes are removed e.g.
multiplication, division, strings operations, bitwise logic, due to possible overflow vulnerabilities
and implementation bugs. Everything is allocated on the stack of limited size words while a
program has access to some transaction fields e.g. a hash of transaction data, time field. Thus
every program is a pure function of transaction data, i.e. transactions are self-contained.

To our knowledge, BITCOIN SCRIPT has no formal semantics, which makes metering ad-hoc and
does not enforce formal verification. Furthermore, its stack-based nature and bytecode make smart
contracts less auditable since only bytecode is stored inside transactions. Metering is performed
via expensive operators counting and script size evaluation. However script’s input is arbitrary,
hence BITCOIN SCRIPT allows the specification of redemption properties like signature
checking, pay-to-public-key-hash, pay-to-script-hash, multisignature checking, and arbitrary data
storage inside transactions [1, 10, 48].

2) SIMPLICITY: is designed for extending BITCOIN SCRIPT capabilities. It is intended to
enhance expressiveness, while enabling static analysis that allows to efficiently bound the number
of computations, maintaining BITCOIN SCRIPT design of self-contained transactions, and
providing formal semantic to facilitate reasoning about programs. It is anticipated to be used as a
compilation target for high-level languages and deployed to sidechains [49]. SIMPLICITY is a
typed non-Turing-complete combinator-based language with terms based on Gentzen’s sequent
calculus. Every SIMPLICITY type is finite: it contains finitely many values. Hence SIMPLICITY
does not support recursive types and can express only finitary functions.

The core of SIMPLICITY consists of nine combinators for term construction with the
corresponding denotational semantics. The language is formalized in COQ as well as the
correctness of some functions built up from combinators, e.g. half-adder or SHA-256 function.
Generally, the completeness, i.e. the notion that any function between SIMPLICITY types can be
expressed with combinators, is verified in COQ.

Further, the operational semantics of SIMPLICITY is defined within the abstract machine called
BIT MACHINE, intended to ease bounding of the number of computations, i.e. metering. It is
designed to crash at anything that resembles undefined behavior. BIT MACHINE is an abstract
imperative machine which state consists of two non-empty stacks of data frames formed by an
array of cells. The machine has a set of instructions that manipulate the two stacks and their data
frames, and corresponding operational semantics is defined by translating a SIMPLICITY
expression into a sequence of BIT MACHINE instructions. It allows computational resources
measuring with respect to cells and frames, e.g. the number of executed instructions, copied cells,
maximum cells in both stacks at the given point, the number of frames in both stacks. Operational
semantics correctness and its correspondence to the denotational semantics are verified in COQ.
Furthermore, the set of core combinators can be extended for implementing a signature checking
that requires transaction data, thus SIMPLICITY programs can be built to implement the pay-to-
script hash scheme [50].

Summarizing, SIMPLICITY stateless nature and rather simple functional semantics without
recursion and unbounded loops facilitate equational reasoning, avoiding complex logic. It provides
means for formal verification of programs as well as static analysis more capable to effectively

& More precisely stack operates with byte vectors, which can be interpreted depending on the opcode.
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bound the number of computational resources. To date SIMPLICITY has a HASKELL
implementation under development [51].

3) EVM: is a bytecode language for Ethereum Virtual Machine. It is designed to support and
execute arbitrary computations over ETHEREUM account-based blockchain, i.e. programs with
loops and recursion. EVM is a stack-based, Turing-complete machine of 256-bit words with the
memory model of word addressed byte array. The machine also has a persisted storage which is
maintained between transactions and is a part of the blockchain state. It is a word-addressable
word array. Program code is separated from data. Access to and modification of data in different
types of memory is charged differently from storage — the most expensive to stack and memory
being equally charged. The formal execution model and the environment is specified in
ETHEREUM Yellow paper [32].

There are efforts on specifying formal semantics for EVM in OYENTE [31], F* [52], KEVM [42],
and LEM [53] that focus on formal verification tools and detecting and avoiding insecure features
of EVM, e.g. delegatecall, overflows, undefined call/return. Also, the poor human-readability of
bytecode is a flaw. ETHEREUM includes many implementations of EVM, e.g. in JAVA SCRIPT,
C++, PYTHON, and a promising WEBASSEMBLY implementation [54].

4) IELE: is a language defined within K-framework® [14]. It was designed to overcome EVM
drawbacks with an idea of correctness by construction and formal verification in mind. It is
intended to be secure and human-readable and to serve as a compilation target for high-level
languages, thus unifying compilers construction. IELE is a register-based untyped'® language:
instructions operate on and store their output in an infinite number of virtual registers and have
access to a persistent storage — the unbounded sparse array of arbitrary-precision signed integers.
The language implementation is generated from its formal specification defined in K-framework,
which provides generation of verification tools, debugger, interpreter, model checker, etc. IELE
has functions and defines a call/return convention where a called function expects a specific
number of parameters and returns a specific number of values or corresponding error status*’.
Furthermore, IELE avoids some insecure EVM features, e.g. by introducing delegatecall
functionality and maintains arbitrary-precision arithmetic. Its operational semantics specifies
contracts internal state, blockchain state, and transition rules, i.e. contract’s code, intra-contract
call stack, remaining gas, and the state of the local memory and virtual registers, storage content,
balances, etc. Thus IELE makes formal verification less tedious, enhances human-readability,
eliminates undefined, and implementation-defined behaviors, i.e. it is considered to be safe’?.

Gas costs for computation time are based on instructions asymptotic and the gas cost for memory
is based on peak memory consumption. Gas model is designed to allow arbitrarily large valued
instructions and to avoid artificial limits on the size of data or call stacks while preserving the
existing goals of the EVM gas model. However, while arithmetics may cause overflows in EVM,
in IELE it may cause out-of-gas exception, starting from some input size. Gas formulas are also
specified in K.

5) MICHELSON [33, 55]: is a typed stack-based language designed to be on-chain code for
stateful smart contracts in TEZOS. It is intended to be a more readable compilation target and
more amenable for formal verification.

A MICHELSON program supports high-level types (e.g. map, list, set, etc.) and receives an input
stack with parameters and storage being pushed on. It evaluates to a result stack with an output
value and new storage or can fail. The language does not support closures in the sense that every

® Framework used to produce implementation derived from formal specifications, based on logic rules.
10 Arbitrary-precision signed integer is the main datatype.
™ For reference, in EVM caller sends an arbitrary byte stream containing the call arguments values since
functions are represented as a set of JUMP labels.
12 |ELE is stated to be the first real-world language that is designed and implemented using formal semantics,
with a zero gap between the formal specification and the implementation.
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function has an empty environment. Messaging with other contracts is performed through passing
a storage and not maintains the stack between calls. The types are predefined™® and monomorphic,
further types of input, output, and storage of a contract are fixed and it is statically ensured that
resulting storage type is preserved. MICHELSON has a built-in type for cryptocurrency and
operations defined for this type are mandatory checked for underflow/overflow. Typing is done via
types propagation. Due to its computation model, MICHELSON has a straightforward semantics,
based on rewriting rules defined on stack and syntax. Also, it defines what is considered as well-
typed stacks and the resulting outputs. MICHELSON is currently implemented in OCAML via
GADT with an interpreter defined corresponding to the semantics while leaving the type checking
to OCAML. It is anticipated to replace current implementation with a one verified with either
COQ or F* [56].

6) PLUTUS CORE: is a typed language designed for use as a transaction validation language in
UTxO-based blockchain systems. Fundamentally it is eagerly-reduced higher-order polymorphic
A-calculus extended with iso-recursive types, higher kinds, and a library of basic types and
functions, hence it has a straightforward operational semantics. The language is meant to be a
compilation target since it is difficult to write and read but it is intended to be formally verifiable
in proof assistants.

PLUTUS CORE program is a closed term, and its execution is performed by (possibly non-
terminating) reduction of welltyped terms. All types can be normalized and normalization process
always terminates. Further, operations on types allow to deal with sized types, i.e. sized integers or
bytestrings that allows them to be tracked in the type system to facilitate charging for the
appropriate amount of gas and detecting overflows at the type level. The language has a specified
abstract machine intended to be amenable for a verification reference implementation. Moreover,
PLUTUS CORE has its formal specification defined in K [57, 58].

Transaction validation is performed similarly to BITCOIN SCRIPT. Validation is successful if the
PLUTUS CORE program reduces to a non-error value within an allotted number of steps. But it is
more extended in a sense that a program has a read-only access to world state passed through a
monad [59, 60].

PLUTUS CORE is an on-chain language for CARDANO blockchain and is embedded into
HASKELL. Furthermore, the blockchain system itself is implemented in HASKELL as well as
off-chain computations, e.g. wallets, it allows type checking on the level of the interaction between
off-chain applications and on-chain code.

5.2 High-level languages

1) SOLIDITY: is a very rich and expressive high-level object-oriented Turing-complete language
[35] for writing smart contracts for EVM with a syntax similar to JAVASCRIPT and C++. It has
static types, inheritance, libraries, complex user-defined types supporting, and other features. As a
consequence, that causes its prevalence as well as a large number of potential vulnerabilities (see
section V).

2) SOLIDITYX: is a high-level language [61] which compiles to SOLIDITY. SOLIDITYX is a
secure-oriented language, which means that it has a defense from some vulnerabilities by default,
for example, all access modifiers are private by default. However, SOLIDITYX is in beta
development now and it is not recommended to be used in production.

3) VYPER (aka VIPER): is a high-level language for implementing smart contracts for the EVM
[13]. It is PYTHONS derived programming language. VYPER is an alternative to SOLIDITY that
is aimed at code security, clarity, and unambiguity, for example, it excludes constructions that can
lead to misleading code. To achieve this VYPER does not support modifiers, class inheritance,
inline assembly, function overloading, operator overloading, recursive calling, infinite-length

13 A programmer cannot define their own types.
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loops, binary fixed point. The language also leverages overflow checking, array bounding, and
limited state modification.

4) FLINT: is a high-level statically-typed contract-oriented language aimed to write robust smart
contracts on EVM [12]. FLINT provides a mechanism to specify actors that can interact with a
contract, immutability by default, assets types, and safer semantics with overflows causing revert
of a transaction and explicit states.

5) BAMBOO: is a high-level language compiling to the EVM [62]. Its compiler is implemented in
OCAML thus BAMBOO is well amenable to formal verification. BAMBOO creates clarify state
transitions and avoids reentrancy problems by default. However, it does not support loops and
assignments into storage variables, except array elements, which improves the ability of contracts
to be verified but complicates their development.

6) LOGIKON: is a high-level logical-functional language compiled to YUL [63]. LOGIKON
program represents a set of logical constraints statically and formally verified.

7) IVY: is a language [64], designed to simplify programming of stateless smart contracts for
BITCOIN. Compare to BITCOIN SCRIPT, in IVY program it is possible to use named variables,
named clauses, domain-specific types, syntax sugar for function calls.

8) LIQUIDITY: is a functional, statically and strongly typed language, compiled down to
MICHELSON. It has OCAML syntax and keeps safety guaranteed by MICHELSON, while
providing high-level constraints. LIQUIDITY has a formal specification of the compilation
semantics [65] and supports decompilation back from MICHELSON, based on the graph produced
by symbolic execution that is eventually transformed into LIQUIDITY AST. This feature greatly
enhances readability, since stack-based MICHELSON code is rather hard to inspect manually.

9) CHAINCODE: is a smart contract program, written for HYPERLEDGER FABRIC [21]
blockchain. CHAINCODE can be developed with GO, NODE.JS or JAVA. The code should
implement a special interface to interact with the blockchain network. Unlike ETHEREUM smart
contracts, CHAINCODE does not have account address or associated assets, but the smart contract
can have a mapping of the real assets to the internal state. CHAINCODE has the similar
conception to database stored procedures. When a transaction is created, CHAINCODE is called to
perform operations according to the transaction data. Possible operations are: read, update or
delete data, stored in the ledger. Also, it is possible to invoke or read the state of another
CHAINCODE, if the caller has enough permissions.

5.3 Intermediate-level languages

1) YUL (JULIA or IULIA): is an intermediate language [66]. It can be compiled to a number of
backends: EVM 1.0, EVM 1.5 and eWASM. It is planning to use YUL as an intermediate
language in the future versions of the SOLIDITY compiler. YUL can be used for "inline
assembly" inside SOLIDITY.

2) RHOLANG: is a functional, concurrent, based on rho-calculus [47] language [67], used in
project RCHAIN. A smart contract in terms of RCHAIN is a process, which has persistent state, its
own code, and associated address. Execution of code is done by applying the reduction rule of rho-
calculus. RHOLANG has behavioral types [68], reflection, reactive API, asynchronicity.
Synchronization primitives for parallel execution of transactions are messages and channels.
Messages are the way to communicate smart contracts with each other, sending values through
channels. A user has to pay a cost in special tokens, named Phlogiston, to the node in the system
for computational resources. These tokens will be used for executing smart contract’s code. Rate-
limiting mechanism looks like the gas system in ETHEREUM. Unlike EVM, where gas metering
is done on the VM level, manipulations on Phlogistons are injected in smart contract’s source code
by RHOLANG compiler.

3) SCILLA: is intended to be an intermediate level language as a translation target for high-level
languages to facilitate program analysis and verification before compiling to executable bytecode.
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SCILLA is a typed language built on stateful smart contracts, i.e. contracts that have a state
represented with a storage and that can communicate either with other contracts via messages or
with the off-chain world by raising events or with blockchain explicitly reading blockchain data.
The language design is aimed to facilitate formal reasoning providing clear and principled
semantics.

Specifically, its semantics is based on communicating automata that separate contract specific
computations called transitions and blockchain-wide interactions, i.e. messaging with other
contracts, thus making transitions atomic. Atomicity is achieved through allowing only tail-calling
communications which eliminate reentrancy problems. However non-tail calls are needed for some
computations e.g. passing and saving some value back from the callee, it is implemented with
explicit continuations mechanism. Nevertheless, possible nonterminating execution can be caused
by non-well-founded recursion, which is going to be handled with gas usage. Further, SCILLA
specifies pure, i.e. that change the state and impure transitions and those reading blockchain data,
e.g. block number with OCAML based syntax.

SCILLA has been shallow-embedded in COQ, specifying such properties as contract terminology,
contract state, and transitions along with blockchain states, which allows properties verification in
isolation. So its design implies leveraging of formal reasoning to prove different modality
properties, e.g. safety™, liveness' or termination for well-founded recursive functions. It is
anticipated to enhance support for automating the proofs of safety/temporal properties.

4) LLL: is a Lisp-like language [69] for EVM. Main purpose of LLL is to provide a little bit
higher level of abstraction upon EVM bytecode, i.e. programmer has more high-level
constructions to work with the stack. Also language has more functionality over the base set of
EVM opcodes, such as multiary operators (they can be applied to one or more arguments, the
result of following code (+ 1 2 3 4 5) is 15), including files, control structures, and macro
definitions. LLL has an analog of variables, it makes automatic memory management for saving
values.

6. Discussion

We briefly described notable approaches for specification of smart contracts intended behavior and
analysis of behavioral properties. However, this survey is nevertheless incomplete. The area of
blockchain and smart contracts is under active research. The community tries to apply different
approaches and ways in the area of smart contract languages and their execution environments
development. Some of them are Turing-completeness, paradigm (e.g. imperative, object-oriented,
functional), level of abstraction, a way to limit code execution (metering systems such as
ETHEREUM gas, time bounds, number of instructions) and a formal theory on which a language
is based.

In the rest of the section, we discuss contributions that have not been classified in previous
sections, propose aspects that may worth future researching and related work, and summarize
possible pros and cons of provided aspects.

Recall that most smart contracts in blockchains are irreversible, i.e. they are hard to fix once they
are deployed. One approach to mitigate this is a design pattern provided in [70, 71] that leverages
using delegatecalls. It suggests deploying contracts with another dispatcher contract. The
increased number of messages makes analysis and reasoning more complicated since dispatcher
contracts should be robust and safe then. Another approach is platforms that allow upgradable
contracts [72].

Arguable concept is the representation in which contracts are deployed to a blockchain. Most of
the systems included in our survey store on-chain code in some low-level form. Such form hardens

4 These are invariants that hold through the lifetime of a contract, exposing that nothing should go wrong.
15 Basically, it states that something should eventually happen.
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auditability, while also may serve as a uniform compilation target. That facilitates the development
with different languages. There are platforms where contracts are stored as programs written in
high-level safe languages [72]. Another possible approach for this is decompilation from low-level
byte code to more high level code like in MICHELSON and LIQUIDITY case. However, to our
knowledge, only this couple of languages have formalized semantics of compilation, while none of
the known works provides the correctness of interpretation and interpretation after compilation at
all, i.e. the correctness of the compiler or the commutativity of the implied diagram.

One more problem is a metering system for smart contracts, such as ETHEREUM gas and its
analogs. Gas estimation is in general undecidable. It could be useful to find mechanisms to predict
gas consumption. Improper estimation may lead to vulnerabilities (e.g. DoS-attacks), or to fails
during code execution (e.g. ETHEREUM out-of-gas exception). Gas consumption depends on
many factors such as memory usage and blockchain state. Various adaptive methods like type
system are already surveyed PLUTUS [58], rigorous semantics with asymptotic analysis as in
IELE [14], or dynamic adjustment as adaptive gas cost mechanism in [73] may be promising, as
well as methods based on symbolic paths exploration and resource analysis [74, 75]. For example,
PLUTUS design of unbounded integers allows metering statically due to its type system, while
unbounded integers in IELE allows only dynamic gas evaluation. One may apply techniques like
RAML [76]. Gas reducing optimization are also worth considering®.

Since smart contracts use cases are yet to be researched, it is undesirable to restrict either
statefulness of contracts or Turing-completeness of languages they are written in. The compromise
between an ability to run arbitrary computations on the blockchain and amenability to reasoning
defines future research topics. For instance, in [9] dependent types of IDRIS language are
leveraged for writing provable smart contracts, that are compiled down to run on ETHEREUM.
Languages based on models, which better describe an interaction between contracts based on
message passing may become future research objectives, e.g. languages based on process calculus
[77]. Extensive type systems in such systems also worth researching, e.g. behavioral type systems
or linear epistemic ones [78]. Type annotating while writing a contract with such languages is
often non-trivial as well as robust and safe contracts development in general. There are researches
aimed at domains formalizing, e.g. finances and at the design of simpler languages that are
embedded in some safe language for only domain purposes [79]. Such domain specific languages
tend to be visual to ease the development process for non-experts in programming. Approaches
aimed at actor’s behavior are as well interesting. There is a DSCP contracting protocol for trading
proposed in [80]. The protocol was verified using game theory and statistical models, such as
Markov decision processes.

There is still another point about properties to consider. It is modality properties formulating, an
i.e. specification of such a property a smart contract should satisfy. If the property of unfulfillment
can be proved, it would prevent some exploit, e.g. already mentioned DAO. Some such properties
can be seen in [81]. It proposes BITML — Bitcoin Modelling Language that leverages process
calculus to describe interactions between participants and generate BITCOIN transactions
according to symbolic semantics. In [82] EVM is formalized in LEM for modeling smart contracts
behavior with some properties defined.

To outline the discussion, it is worth to notice that many researches avoid the infrastructure around
the language, i.e. development environments, testing and deployment tools, extensive API
libraries. However, these are essential components of successful development and a field for a
plenty of practical studies, since to date only ETHEREUM has a rather complete infrastructure.

18 Due to safety considerations, such optimization should be proven to be semantically equivalent. However,
we are not aware of any related results.
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7. Conclusion

As smart contracts platforms are intended to reasonably automate the economy, smart contracts
should be safe and robust. In this paper, we have presented an overview the state of art of smart
contract programming languages. We have classified weaknesses and vulnerabilities smart
contracts are prone to. Languages calculus models, semantics, and type systems have been
surveyed as well as other properties according to reasoning, safety, expressiveness, and
readability. In the end, we have summarized related work and possible future research topics.
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AHHOTammsi. B cBa3u ¢ Oonbmumu 0O0bEMaMH KOJAa B COBPEMEHHBIX NPOTPAMMHBIX MPOAYKTaX, B
MporpaMMax BCerJla CyHIECTBYET LENbId Ha0Op Majlo3aMETHBIX OIMHOOK WM Ne(EKTOB, KOTOPHIE CIIOKHO
00HApYXUTh TPHU TIOBCETHEBHOM WCIIONB30BaHNH HIIM B XOJ€ OOBIYHOTO TECTUPOBaHWS. MHOTHE Takwe
OmMOKKA MOTYT OBITh HCIOJBH30BAaHBI B Ka4eCTBE MOTEHIMAIFHOTO BEKTOpA aTaKH, €CIM OHH MOTYT OBITh
OKCIUTYaTHPOBAHBl yIANEHHBIM IOJIb30BATENIEM ITOCPEICTBOM MAaHWUIYJIIUN Hal BXOAHBIMH JaHHBIMHU
nporpammel. B nanHo# paboTe mpeacTaBieH MOAXOA K aBTOMATHUECKOMY OOHApyXEHHIO YsS3BUMOCTEH
0e30MacHOCTH C MCIOJIB30BAaHUEM MEXKIPOLIETYPHOT'O CTATUYECKOTO aHalIM3a MOMEYEHHbIX AaHHBIX. Llenb
JTAHHOTO MCCJIEJ0BaHUs — pa3paboTka MHOPACTPYKTYphl aHaNM3a MOMEYEHHBIX JaHHBIX, TPUMEHUMOM IS
obHapyxeHHsl ys3BUMOCTel B mporpammax Ha s3bikax C m C++ u pacimpsieMoil Ipu MOMOIIH OTACNIBHBIX
JIETEKTOPOB. JTOT HMHCTPYMEHT OCHOBBIBACTCS Ha aJrOpPUTME pelIeHus 3afauyd  MexnpouenypHbIX,

177



Shimchik N.V., Ignatyev V.N. Vulnerabilities Detection via Static Taint Analysis. Trudy ISP RAN/Proc. ISP RAS, vol. 31, issue 3, 2019. pp.
177-190

Koneunbix, Juctpubyrushbix [Togamuoxects (IFDS) npu nmomomun e€ cBefeHUs K CHEUHAIBHON 3a1aue o
JOCTHXKUMOCTH Ha Tpade M cHocoOEH BBINOJHATH MEXKIPOLEAYPHBIH, YYBCTBUTENbHBIH K KOHTEKCTY,
HEYYBCTBUTEJBHBIH K IyTSM aHaIN3 MporpaMM, IpeAcTaBieHHBIX B Buue LLVM-Outkoma. Amnammsa
MIOMEYCHHBIX MJaHHBIX HEJNOCTaTOYHO M IIOJy4eHHS XOPOUIMX pe3yldbTaToB, ITOITOMY YIIy4IICHUS
CYIIECTBYIOIINX METOJIOB, MBI NIpEAJIaraeM JOMOJIHUTE €r0 eI OJHUM 3TAaloM aHaln3a, KOTOPEIH OCHOBAH
Ha CTaTHYECKOM CHMBOJIBHOM BBITIOJNIHEHHHU. [1s1 QMIBTpAlMy pe3yNbTaTOB IIEPBOTO JTarla BEITOIHIETCS
QHAJIU3, YyBCTBUTEIBHBIN K MyTSAM M YYMTHIBAIOLINHA pa3Mepbl perioHOB naMATh. OLeHKa pe3yabTaToB Obuia
nposeneHa Ha Juliet Test Suite m mpoekTax ¢ OTKPHITHIM HCXOIHBIM KOJOM, HMEIOLINX IOIXOMSIINS
MyOIMYHO U3BECTHBIE YA3BUMOCTH u3 0a3bl qanHbix CVE.

Ki1roueBble cj10Ba: CTaTHUECKUN aHAIN3 KOJIA; aHAJIU3 TIOMEYCHHBIX JJAHHBIX; YSI3BUMOCTH

Jas uurupoBanusi: [umunk H.B., UruateeB B.H. Ilouck ys3BUMOCTEH Npu MOMOIIM CTaTHYECKOTO
aHanmm3a noMedeHHbIX naHHbx. Tpymer UCIT PAH, tom 31, Bem. 3, 2019 r., ctp. 177-190 (Ha aHTimiicKOM
si3bike). DOI: 10.15514/ISPRAS-2019-31(3)-14

1. Introduction

In the paper, we consider a specific subset of all possible software vulnerabilities — ones which are
caused by utilizing unchecked user-provided data in critical functions or code instructions. This
class includes but is not limited to vulnerabilities allowing such important attacks as SQL
Injection, Buffer Overflow and XSS attacks.

One group of methods used to represent and discover such vulnerabilities is called taint analysis.
In general, taint analysis starts from so-called taint sources — pre-defined functions, which provide
special «tainted» data. For example, we may say that the result of a read() call will contain
untrusted data and thus call it a taint source. Besides that, any value dependent on tainted data is
declared to be tainted itself.

There are also so-called taint sinks — special functions or instructions which should never accept
tainted data as arguments. Continuing our example, it is not safe to use values, obtained from
read() call, as a buffer index, since this may lead to a memory corruption and a variety of other
problems, thus we may call any pointer dereference instruction a taint sink.

Taint analysis is expected to report such potentially dangerous data flows for a manual or
automated verification.

Taint analysis may be performed both as a part of dynamic and static analysis and each approach
has its own advantages and drawbacks.

Dynamic analysis is performed during program execution and thus has low false positive rate, but
it requires a lot of test runs and it could be close to impossible to explore all possible execution
paths in a non-trivial program due to path explosion problem — this is important since some
vulnerabilities could actually be hidden on complex execution paths, which are hard to discover
using dynamic analysis or testing.

Static analysis on the contrary doesn’t execute the analyzed program but processes model instead.
Depending on a specific algorithm, this could enable an analyzer to explore almost all possible
execution paths, which is a significant advantage in terms of security, but is also likely to increase
number of false positives due to inconsistencies between program and its model.

In this work the term “taint analysis” will be used to refer to “static taint analysis” and we define
taint sources as all functions providing untrusted data and taint sinks as all instruction parameters
or function call arguments which may cause undesired program behavior if one allow an attacker
to pick an arbitrary value for it.

We propose some extensions to the interprocedural context-sensitive taint analysis algorithm
originally defined in [1]. Implementation of the algorithm is based on the LLVM compiler
infrastructure and uses LLVM bitcode as an intermediate representation.

The paper is organized as follows. In Section 2 we briefly discuss the general idea of IFDS
algorithm and its application to the taint analysis problem. Section 3 describes several approaches
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developed to make memory model used by taint analysis more precise and our improvements of
indirect calls resolution. Section 4 summarizes our attempts to decrease false positive ratio by
performing additional verification step for all reported wvulnerabilities. Section 5 reports
experimental results. In the last section, we summarize the results of the work and present
directions of future research.

2. Related Work
This section describes the characteristics of the styles used in this document.

2.1 IFDS Framework

Reps et al. [2] introduced an efficient, context-sensitive and flow-sensitive dataflow analysis
framework which is able to solve a large class of interprocedural dataflow problems.

This class of problems is called IFDS (Interprocedural, Finite, Distributive, Subset) problems and
consists of all datafiow problems in which the set of dataflow facts is a finite set and dataflow
functions distribute over the meet operator (either U or n). The algorithm solves an IFDS problem
in a polynomial time by transforming it into a problem of reachability along interprocedurally
realizable paths. The complexity of the algorithm is shown to be O(ED?) in general case and
O(ED) for locally separable problems, where E is the number of edges in the interprocedural
control flow graph and D is the number of dataflow facts. According to the algorithm, the program
should be represented as a directed super graph G = (N, E), which contains a union of all
functions’ control flow graphs (CFG) with some special hodes and edges described below.

There is a single entry and exit node for every function in a program.

Every call statement is represented with two adjacent nodes: a call-site node and a return-site node.
For every such statement there is an intraprocedural edge from call-site to the corresponding
return-site node, an interprocedural edge from the call-site to the corresponding called function’s
entry node and an interprocedural edge to the return-site coming from the corresponding called
function’s exit node.

The general idea of the algorithm is to construct a directed exploded super graph G, = (N,, E,)
with N, = N X D set as nodes (where N is the set of super graph nodes and D is the set of dataflow
facts), in which any node (s, d) is reachable from a special start node iff the dataflow fact d holds
at node s.

Later several extensions to the IFDS algorithm were proposed by Naeem et al. [3], such as
constructing nodes of a super graph on demand (which is important when dealing with large D
sets) and exploiting existing subsumption relationships between elements of D set to perform more
efficient analysis. It has been reported that these extensions are often necessary when applying the
IFDS algorithm to non-separable problems, such as alias set analysis.

2.2 IFDS based taint analysis

Flowdroid [4] is one of the most well-known implementations of the IFDS framework for data
leaks detection in Android applications. It demonstrates a possibility to perform taint analysis in
terms of IFDS framework and also explains how to combine on-demand backward alias analysis
with a regular forward taint analysis. In Flowdroid, dataflow set D is defined as the set of access
paths, plus a special «true» fact [4]. An access path consists of a base value (such as a local
variable or parameter) with potentially empty ordered list of fields and could be written e.g. like
x.f.g, where x is the name of the base object, f is the name of the dereferenced field of x object
and g is the name of the dereferenced field of x. f object.

Dataflow fact x holds at node s iff an object, which is accessible through this access path at s, may
contain tainted data here. x being tainted implies the fact that all object, accessible through this
object (such as already mentioned x. f. g), are also considered tainted.
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3. Taint Analysis Stage

Our experience with the development of vulnerabilities detection tool based on taint analysis
shows that resulting warnings contain a lot of false positives. Particular results evaluation makes it
possible to discover 2 main roots of the problem: path-insensitivity and inaccurate sizes of tainted
objects. It’s unclear how to resolve both issues without complex memory model, which would
allow to build path and object size conditions. We deal with it by using external symbolic
execution engine, forcing it to execute the exploded graph subset corresponding to any specific
warning.

Initial warning set is generated by the tool based on [1] and is greatly inspired by Flowdroid
design. It uses LLVM as intermediate representation. Due to a low-level nature of LLVM bitcode,
we use another definition of access path: an access path consists of a base value (which is an actual
LLVM value) and an ordered list of dereference offsets. This definition is suitable for referencing
both structure fields (since in LLVM bitcode it is possible to calculate a fixed offset for any
structure field) and memory locations, accessible with a help of simple pointer arithmetics. In this
paper we will use [pointer, offset] to denote value, accessible through dereference of pointer value
plus offset bytes, [integer] to denote value of the integer, and [ 4] to denote a special «true» fact. It
is possible to specify a list of offsets to define a sequence of consecutive dereferences.

Let’s consider an example on fig.1, written in C language.

1 extern void *a;

2 extern void *b;

3 void source (int *pointer) {
4 scanf ("$d", pointer);
5 }

9 void sink (int size) {

7 memcpy (a, b, size);

8 }

9 void foo (int *t) {

10 source (t) ;

11 sink (*t);

12}

Fig. 1. Example of a program with interprocedural taint flow

Omitting insignificant details, it is possible to say that

o scanf function call on line 4 is a taint source, since it changes the value pointed to by the
pointer parameter to an arbitrary value chosen by the user;

e memcpy function call on line 7 copies size bytes from the object pointed to by b variable to
the object pointed to by a variable. We may call it a taint sink, since it is dangerous to specify
size values greater than actual size of objects pointed to by a or b;

e source function’s entry-to-exit subgraph can be summarized with the path edge (source-
Entry,[4]) — (source-Exit,[pointer,0]), i.e. value of [pointer,0] becomes unconditionally
tainted;

e sink function’s subgraph can be summarized with the path edge (sink-Entry,[size]) —
(Sink,[size]), i.e. tainted data would reach a taint sink if the value of [size] is known to be
tainted at the entry of the sink function;

e foo function’s subgraph can be summarized as (foo-Entry,[Z]) — (source-callsite,[2]) —
(source-retsite,[t,0]) — (sink-callsite,[t,0]) — (Sink,[size]), i.e. tainted data unconditionally
reaches a taint sink.

Unlike in known implementations and Flowdroid we don’t store the whole exploded super graph,

because it requires too much memory for regular industrial project with millions of lines of code
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even if this graph is constructed on-demand. To solve this issue another analysis mode was
developed, which doesn’t require exploded super graph edges to be constructed. The existing IFDS
analysis engine was supplemented with function summaries (similar to [3]) and explicit taint
traces, which makes it possible to show user where the tainted data originate from and how did it
get to the taint sink without the need to store the graph itself.

As we noticed during analysis of selected open source projects, taint sources are usually located
far from each other in a program and thus their taint flow subgraphs are rarely intersecting. To
decrease memory consumption, we have added an ability to run a separate analysis for every taint
source. Therefore, exploded graph nodes and summaries can be cleared, but the total analysis time
could increase since parts of the program graph can be potentially analyzed more than once.

The second significant difference with other implementations is that each request for a set of
aliases for any specific tainted value is handled in a separate local environment with its own IFDS
solver and exploded super graph. The graph is cleared after the call and only the resulting aliases
set is preserved so that it could be reused both in main taint analysis and when calculating other
aliases sets.

Remaining improvements are discussed in following subsections 3.1 and 3.2 with more details.

3.1 Unresolved function calls

When examining a call site, we assume that it is trivially easy to determine the called function by
the generated bitcode. Unfortunately, C and C++ programs contain calls, whose targets couldn’t be
determined until runtime. There are three main sources of such unresolved calls, described below:
1) virtual functions;

2) external function;

3) indirect calls.

C++ virtual function is a member function declared within a base class and overridden by the

method in the derived class. When performing a virtual call, the called function is determined by

the actual type of the object and may vary in runtime. Such calls were already handled in the
previous implementation of the algorithm [1] by adding interprocedural edges to all possible
overrides.

Another case of a call with unknown called function is an external call. There are two main kinds

of external calls: library functions and system calls. In both cases the analyzed program doesn’t

contain called functions’ definitions and thus we cannot add any “call-site to entry” and “exit to
return-site” edges to the call and has to rely on “call-site to return-site” intraprocedural edge only.

By default, we assume that an external function can change values of all its arguments, unless it

contradicts with language semantics, so the corresponding facts are not propagated further. We

also assume that external function doesn’t change value of any global variable and leave it tainted.

Usually such assumptions lead to an undertainting and thus we’ve developed several ways to deal

with this issue.

1) Since there is a limited number of system functions and most of them are well-documented, it
is possible to create summaries (models) for most frequently used ones manually. Our tool
also provides the list of external functions encountered during analysis, which makes it
possible for user to prepare summaries for them. It’s also possible to specify custom sources,
sinks and propagators using similar files in JSON format — those summaries are applied at
“call-site to return-site” edges.

2) For an open-source library it is possible to compile it into LLVM bitcode and then link it
together with the analyzed program’s representation using llvm-link program, which is a part
of LLVM infrastructure.

3) If some specific parameter of an external function has type with const qualifier, which
specifies that its value should remain unchanged after invocation, we derive a rule for
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propagating taint through the corresponding argument in every call of this function.
Unfortunately, a lot of type-related information, including constancy, may be lost during
compilation, so we had to add several modifications to the Clang compiler in order to store
this information in the LLVVM metadata.

Lastly, there is another type of calls where the memory address of the called function is calculated

at runtime — such calls are named indirect calls. It is possible to say that a virtual call is just a

special case of such indirect call. C developers sometimes use indirect calls to simulate virtual

calls functionality available in C++ and thus it could be important to support such calls. For
example, such technique is used in security-critical OpenSSL library.

We’ve evaluated several ways to handle indirect calls, described below. Firstly, we make the

following assumptions for an indirect call:

a) the indirect call is never used for invocation of any external function, thus the analyzed
program contains definitions for all possible candidate functions;

b) the set of all possible candidates is completely determined by the program itself, which means
that for all possible target function there is a path in the program where the address of the
given target is taken and transferred to the indirect call instruction.

If (A) is considered to be false, such indirect call is actually an external call and should be handled

as appropriate, otherwise we can examine following approaches.

1) The naive approach is to take every function definition with compatible parameter types and
consider as a candidate. The problem of this approach is that all functions with 0 parameters
are indistinguishable and most functions with 1-2 parameters are divided into several large
clusters. If we also assume (B) to be true, this approach could be slightly improved by
excluding functions, whose address was never explicitly taken in the program.

2)  Another approach relies on the assumption that both functions and variables in a program are
usually named according to their semantics. In this case it should be possible to compare
similarity between call instruction and different call candidates to choose the most likely
called function. Unfortunately, the function and variable names are virtually never plain equal
and while it should be possible to write an automated heuristic, its results would be unreliable
due to lack of formal specifications regarding naming. Such a heuristic would need to put
«encrypt string», «EncryptString», «EncryptUTF», «encstr» names into the same similarity
cluster, but differentiate between «encrypt» and «decrypt» function names. Common
abbreviations, such as «Context — ctx» and «Source — src» may also pose a problem. Right
now, we are using a semi-automated solution, where the naive approach is used to generate a
.txt file with «expression name» — «{called function names}» mapping, which can be filtered
by a user for further analysis runs.

3) Assuming both (A) and (B) are true, it should be possible to implement an interprocedural
backward-dataflow analysis to find possible candidates for an arbitrary indirect call. We
suppose that one of the problems of such analysis is that its results are used to add missing
interprocedural edges to the super graph, but at the same time they are dependent on the super
graph structure, thus it should be performed as an iterative process. We don’t have a working
implementation of this approach by now.

3.2 Memory model

As it was already mentioned in Section 3, we use an access path-based memory model with an
access path defined as a combination of base value and an ordered list of dereference offsets.

In the current implementation, offsets are represented with either constant integers or a special A-
offset, which is used to denote an unknown offset. This A-offset has a special behavior: given any
pointer ptr and a constant offset a, access path /ptr,A] is considered to be subsuming [ptr,a], i.e.
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the statement b = ptr[a] would propagate taint from either one of these access paths to [b],
but the statement ptr[a] = 0 would remove taint from the second one only.
Usage of arbitrary integer offsets instead of object fields in access paths, what is required to
achieve complete support of all C++ features, leads to an extremely large D set, which has a great
impact on worst-case complexity of the algorithm. Thus, it is necessary either to make sure that
transfer functions would work with a limited subset of D for any given program, or to limit path
length in the exploded super graph.
While this special offset enables us to give a simple and efficient representation for complex
expressions like s->packet+len+left, where s->packet is a pointer and len and left
are non-constant offsets, it inevitably leads to an overtaint problem, because A-offset doesn’t
restrict the set of possible values and any two A-offsets are considered to be equal. While it is
possible to extend this model to achieve more precise analysis, it’s required to keep reasonable
size of the D set. We’ve evaluated following approaches.

1) A relatively simple extension of the model is to introduce “unknown non-negative” offset A+,
which is included into “unknown” A-offset. Let us assume that an instruction writes tainted
data into a single element with unknown index of an array field of an object. As a result the
whole object becomes tainted, because resulting access path will be equal to
[this,offsetof(field) + A] = [this,A]. If the used index is nonnegative, because it corresponds to
an unsigned variable, it’s possible to achieve better precision, tainting only consequent part of
the object with the help of A+. This approach has allowed us to slightly decrease number of
false positives on LibTIFF library, but it hasn’t proved to make any difference in other cases,
since buffers are usually accessed via pointers and this situation seems to be rather an
exception.

2) The access path is the core of used memory model. It’s possible to use interval domain to get
better granularity and precision. The model requires to define several predicates, such as that
one access path corresponds to the memory region included into region of another access
path. Since access path construction and predicate calculation for interval domain is
significantly slower and the total number of created access paths (the size of the D set) grows
significantly too, the total analysis time becomes unacceptable.

3) We also tried to implement another extension of memory model which uses symbolic
expressions instead of integer offsets in access path. But this approach requires to gather
constraints for these offsets using LLVM-instructions which are usually ignored by the IFDS
engine, because values of these variables are not tainted. Therefore, it’s better to build a
dedicated symbolic execution engine and integrate it with existing IFDS engine or to build
taint analysis immediately on symbolic execution [5]. Because of this we decided to use an
existing symbolic execution tool as a second analysis stage.

4) We also considered using a region-based memory model, similar to the one proposed in [6],
since that would allow us to merge all aliases in a single data fact, instead of propagating
them independently. We don’t have a working implementation of this approach.

4. Analysis Results Refinement Stage

One of the likely reasons of false positives is the lack of path-sensitivity in the IFDS algorithm.

Let’s consider an example based on a typical buffer overflow test from the Juliet Test Suite for

C/C++ on fig.2.

There is a single taint source fscanf(data) and a single taint sink buffer[data]. Due to path-

insensitivity of the algorithm, it reports a dangerous data flow between those instructions, but in

reality there is no realizable path from source to sink, because that would require variable

globalFive to be equal to 5 and not to be equal to 5 at the same time.

There are different ways to solve this issue. We propose performing a two-stage analysis: the first

step is done by a relatively fast and simple analyzer, which is able to detect most errors in the
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program but also produces a high amount of false positives and a second one is performed by a
slower but more precise path-sensitive analyzer, whose task is to confirm or reject reports from the
first stage.

Similar two-staged approach, consisting of static and guided dynamic analysis was proposed for
example in [7] [8]. Preliminary static analysis helps to avoid path explosion problem in dynamic
analysis, since it is necessary to check only those execution paths, which were already discovered
by the first stage.

1 extern int globalFive;

2 int data = -1;

3 if (globalFive == 5) {

4 fscanf (stdin, "%d", &data);
5 }

6 if (globalFive != 5) {

7 int buffer[10] = { 0 };
8 if (data >= 0) {

9 buffer[datal] = 1;
10 }

11 )

Fig. 2. Example for path insensitivity problem

We propose an analogical combination of two static analyses: IFDS-based analysis and symbolic
execution. Unlike building taint analysis using static symbolic execution without IFDS framework,
as we have already done for C# in [5], or as it is done for C and C++ in Svace [9], two-staged
approach allows to deal with following issues. Every general-purpose static analyzer is required to
balance between analysis precision and performance. We can enable very detailed and precise
analysis because it’s necessary to handle only minimal amount of possible dangerous paths, found
by the previous stage. Hence states explosion problem together with conditions simplification for
analyzer with states merging are solved.

We decided to use an existing symbolic execution engine for a second stage and the main
requirement was that it should work with program representation in LLVM bitcode format to ease
exchanging data between stages.

As an experiment, we consider a simpler form of report confirmation — a path confirmation. In this
case the only task of the second analyzer is to confirm that the source-sink path is realizable, and it
doesn’t need to know anything about the vulnerability itself. Hereafter we plan to build more
precise condition for each type of detected error. For example, considering usage of tainted data as
an array index, we can ensure proper sanitizing by building condition to check if the index is out of
bounds.

4.1 KLEE

KLEE [10] is a well-known open-source symbolic execution engine which is actively developed
since 2008 and has more than one hundred related publications [11].

It analyses programs in LLVVM format and is able to mix both concrete and symbolic execution. To
enable symbolic execution, the program should be explicitly annotated with special functions,
which are used to mark symbolic values to be created, conditions to be checked etc. This should be
done either manually, or by linking the program with a special implementation of system libraries,
such as uClibc [12].

We have tested a simple way to transfer information about taint sources and sinks in program to
KLEE by instrumenting bitcode file with necessary special functions calls.

The path confirmation problem was modeled as follows.
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Every warning trace contains an ordered list of instructions (tracepoints) in a program along the
path from source to sink, which are important to demonstrate to user the taint flow. For every
tracepoint except the last one corresponding to the sink, a special global variable tracepoint_i_j is
created, where i is the index number of the current report trace and j is an index number of the
tracepoint.

At the first tracepoint of every trace i we insert an LLVM instruction, corresponding to the

assignment

tracepoint i 1 = 1;

At every other tracepoint j of the trace i we insert LLVM instructions, corresponding to the code

if (tracepoint i (j-1))

tracepoint i j = 1;
At the sink we insert an equivalent of the code
if (tracepoint i (j-1))

klee report error(...);

In these terms, the error would be reported iff KLEE has found a realizable path which visits all

tracepoints of the trace in a proper order.

Unfortunately, while the concept seemed to be working for simple test cases (and even there were

some difficulties with external functions), the general idea has proved to be not so easy to properly

implement.

In particular, we encountered following issues.

e KLEE doesn’t support memory regions with symbolic size. It means that it’s necessary to
explicitly specify size for every input string and memory buffer, which is inappropriate for us.
This problem is addressed in [13].

e KLEE as is can’t start analysis from an arbitrary point of the program. It is acceptable for
tests generation, but it is not very suitable for our purpose, since we are interested in
simulating of a relatively small subpath from source to sink. In addition, many libraries don’t
have an entry point at all. The problem is addressed in [14].

e By design KLEE uses program traversing strategy which is aimed to increase code coverage.
However, we were not satisfied with the existing “covering-new” heuristic and would need to
implement another one for directed symbolic execution similar to [15].

e By default, KLEE works on self-contained isolated programs that don’t use any external code
(e.g. C library functions), but in practice most programs use external functions calls. To solve
this issue, it is possible to link the program with the library or model representation or to
automatically generate stub definitions for unknown functions.

After successful experiments on artificial tests, we’ve tried KLEE to automatically confirm our

reports on the relatively small library LibTIFF, but we haven’t managed to find a way to reach

even the taint source.

As a conclusion, we’ve decided that it would be too hard to adapt this tool to our problem and it is

better to use a static analysis approach for now.

4.2 Svace

Svace [16] is a static analysis tool for bug detection developed at the Institute for Systems
Programming, Russian Academy of Sciences. It supports analyzing program written in various
programming languages, including C, C++, C# and Java.

Unlike the previous tool, it performs purely static analysis, which means that it doesn’t necessarily
require a full model of the analyzed program and is suitable to analyze libraries without executable
files.
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We started with creating a symbolic execution based checker for Svace, which analyses the
modified LLVM bitcode file to confirm the existence of a realizable source-sink path for traces of
warnings reported by the first stage.

For the proof of concept, report traces are represented in a following manner.

1) Temporarily we don’t use any tracepoints, other than the first corresponding to the source and
the last one corresponding to the sink.

2) All unique sources appearing in any reported source-sink pair are sorted and enumerated. If
tainted data from the source haven’t reached any sink, such source is ignored.

3) For every source, a global variable source i tainted is created, where i is the source’s index
number.

4) A special function call taint variable(source i tainted) is inserted after every source
statement in the program to tell the analyzer that the variable is tainted.

5) A special function call check tainted(source i _tainted) is inserted before every sink
statement appearing in a source-sink pair, where i is the corresponding source’s index
number.

For every function containing either taint_variable or check tainted call, a summary is created.
Summary contains intraprocedural reachability condition of the corresponding source or sink.
Similar summaries are created for every caller function and contain conjunction of call reachability
condition and condition from the callee translated into the caller context. Error condition is equal
to the conjunction of the current path condition, the source reachability condition and the sink
reachability condition. The resulting condition is passed to a solver for every function call,
containing sink. If the resulting condition is UNSAT checker classifies corresponding report as
false positive.

Hereafter we plan to check the reachability condition of the whole path or set of paths, instead of

source to sink subpath. For example, the entry point can be considered as the entry of nearest

function containing source to sink path. We also want to filter out sanitized taints by checking
corresponding security conditions.

5. Testing Results

First of all, we performed empirical evaluation of some of the memory usage enhancements
mentioned in Section 3. We have launched analysis 4 times on libssl library from OpenSSL
version 1.0.1f with following configurations:

1) baseline configuration, with most enhancements disabled,;

2) current default configuration;

3) default configuration without separate sources analysis;

4) default configuration with full exploded graph instead of currently used taint traces.

This library contains 3 taint sources and was chosen for the demonstration because it contains the
well-known «Heartbleed» (CVE-2014-0160) vulnerability, which was successfully found by the
analyzer. Also, we have to mention the fact that baseline configuration exceeds 20 Gb RAM usage
limit on a full openssl executable — it contains 162 taint sources and has a huge taint flow graph
mostly because of extensive use of cryptographic library libcrypto. Thus, mentioned enhancements
seem to be necessary for the analysis of programs with vast taint flow graphs (Table 1).

Table 1. Evaluation of memory consumption

Run # Reports # Iterations Time Memory
1 75 3614 thous. 45s 938 MB
2 75 3619 thous. 55s 318 MB
3 75 3 614 thous. 53s 367 MB
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4 75 3619 thous. 45s 580 MB

Another launch without «const» qualifier handling in external function calls mentioned in
Subsection 3.1 showed decrease in amount of reported warnings from 75 to 67, amount of covered
functions from 141 to 136 and decrease in amount of algorithm iterations performed from 3.61
millions to 3.02 millions.

Regarding two-stage analysis concept, we performed an evaluation on the set of artificial tests,
which was created during development of the first stage analyzer. While these tests were not
designed to test path confirmation, that allowed us to find some obvious implementation flaws and
compare analysis time of both stages.

The first stage analyzer has been launched for every test from the set with up to 4 tests being
analyzed simultaneously.

On the next run it was supplemented by the second stage analyzer, which has been launched for
176 tests from the set in which first stage analyzer produced at least a single report to be confirmed
(Table 2).

Table. 2. Evaluation of analysis time on artificial tests.

Stage # Tests # Passed Time
First 272 269 1m 32s
Both 176 168 18m 36s

Out of 8 tests, incorrectly filtered out by the second stage analysis:

e were caused by the lack of indirect and virtual calls support in the second stage analyzer

e were caused by incorrect interpretation of traces produced by a backward analysis checker

e 2 has failed because of merged or duplicated reports, which seems to be an implementation
issue

The substantial slowdown of the second stage analyzer is most likely caused by the fact that Svace

is a general-purpose tool and performs a lot of actions which are not necessary for the path

confirmation checker. Also, it requires more time to bootstrap and initialize analysis, which makes

difference because every test file was analyzed in a separate instance.

We’ve also checked two-stage approach on Juliet 1.3 test suite for C/C++ [17] with and without

work-in-progress Svace checker. The first stage was launched on a program which consists of all

unix tests from directories, corresponding to CWE121, CWE122, CWE124, CWE126 and

CWE127. There were 2688 taint sources in the analyzed program. Many tests from the set are

ignored by the analyzer because they don’t contain any taint sources and use a hardcoded invalid

index instead.

Then we tried to confirm the results from the first stage with two versions of second stage

analyzer: with path confirmation described in subsection 4.2 and another one, which also tries to

filter out sanitized taint paths (marked with *, see Table 3).

It should be noted that the first stage analyzer is not yet able to utilize more than a single thread,

while the second stage analyzer was allowed to use up to 4 threads during analysis, hence the

difference in analysis time and memory consumption.

Table. 3. Evaluation of two-stage analysis on the Juliet Test Suite 1.3 for C/C++.

Stage # Reports True positive rate Time Peak Memory
First 2424 41% 16m 13s 19GB
Second 2424 41% 13m 10s 8.9GB
Second” 984 100% 14m 9s 9.8GB
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We don’t have a working solution for security conditions checking right now, but for the purpose
of proof of concept, we’ve implemented a simple addition to the current path confirmation
checker, which should check that all LLVVM values corresponding to the access paths from the
reported trace are able to have arbitrary high or negative values within the current data type —
otherwise such a taint path is filtered out. This is not a proper implementation of security
conditions checking, but is enough to demonstrate filtering out most false positives on this
particular test suite.

As it can be seen from the evaluation data, path confirmation checker alone is not enough to
improve analysis results on the selected test suite, because it doesn’t contain tests with unrealizable
paths between source and sink. However, if supported with a security conditions checker, this
approach should be able to significantly decrease number of false positives among reported
warnings.

It is also interesting, that while Svace has its own set of buffer overflow and tainted data checkers
which cover much greater set of test cases in the test suite, 152 out of our 984 reports seem not to
be reported by Svace’s own checkers.

We’ve also tested two-stage analysis on the libssl library, which contains “Heartbleed”
vulnerability.

First stage analyzer was able to find the taint path from the BIO_read call in function ssI3_read_n
to the memcpy call in dtlsl_process_heartbeat, but also produced more than 70 other reports,
which are most likely false positives.

After increasing default limits on procedure analysis time and max annotation size, the second
stage analyzer was able to reduce total number of reports to 62 (48), while keeping the true
positive report (Table 4).

Table. 4. Evaluation of two-stage analysis on the libssl library from OpenSSL 1.0.1f .

Stage # Reports “Heartbleed” found? Time Peak Memory
First 73 + 1Im51s | 0.4GB
Second (default | 1 - 2m27s | 3.3GB

limits)

Second 62 + 5m29s | 6.6 GB
Second” 48 + 5m42s | 6.9 GB

In case of LibTIFF library and CVE-2018-15209 vulnerability, we could not confirm the true
positive taint path with the second stage analyzer, because that would require handling of indirect
calls which is not yet supported by the checker.

Therefore, our testing shows that the concept seems to be promising, but still requires further
refinement.

6. Conclusion

Performing taint analysis for vulnerability detection via pure IFDS approach has several
limitations in comparison to existing buffer overflow checkers, such as [9]: it doesn’t make any
assumptions about buffer size and is unable to detect several cases even from Juliet Test Suite,
because there are no taint sources. For example, if a constant array index is used to access memory
outside of array bounds. Moreover, considering error detection problem, pure static taint analysis
generates too many alarms to be able to find few vulnerabilities uncaught in an industrial project.
The majority of false alarms are introduced by path-insensitivity and overtainting due to
inconsistencies between a program and its memory model. Our experience shows that addons to
simple and efficient memory model used by IFDS lead to unreasonable analysis slowdown and
offer just a minimal results improvement. Therefore, a postprocessing of results is required.
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Proposed approach with two-staged analysis looks promising but requires a lot of enhancements to
achieve industrial level quality and there are no guaranties that it is even possible.

We are going to continue our research by developing other types of report confirmation in Svace
infrastructure, since despite all listed limitations, the tool has a potential to discover serious
vulnerabilities, such as «Heartbleed» in OpenSSL and CVE-2018-15209 in LibTIFF.
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Abstract. Cryptographic protocols are the core of any secure system. With the help of them, data is
transmitted securely and protected from third parties' negative impact. As a rule, a cryptographic protocol is
developed, analyzed using the means of formal verification and, if it is safe, gets its implementation in the
programming language on which the system is developed. However, in the practical implementation of a
cryptographic protocol, errors may occur due to the human factor, the assumptions that are necessary for the
possibility of implementing the protocol, which entail undermining its security. Thus, it turns out that the
protocol itself was initially considered to be safe, but its implementation is in fact not safe. In addition, formal
verification uses rather abstract concepts and does not allow to fully analyze the protocol. This paper presents
an algorithm for analyzing the source code of the C# programming language to extract the structure of
cryptographic protocols. The features of the implementation of protocols in practice are described. The
algorithm is based on the searching of important code sections that contain cryptographic protocol-specific
constructions and finding of a variable chain transformations from the state of sending or receiving messages
to their initial initialization, taking into account possible cryptographic transformations, to compose a tree,
from which a simplified structure of a cryptographic protocol will be extracted. The algorithm is implemented
in the C# programming language using the Roslyn parser. As an example, a cryptographic protocol is
presented that contains the basic operations and functions, namely, asymmetric and symmetric encryption,
hashing, signature, random number generation, data concatenation. The analyzer work is shown using this
protocol as an example. The future work is described.

Keywords: cryptographic protocols; C#; parser; verification; tree; analysis; source code

For citation: Pisarev |.A., Babenko L.K. C# parser for extracting cryptographic protocols structure from
source code. Trudy ISP RAN/Proc. ISP RAS, vol. 31, issue 3, 2019. pp. 191-202. DOI: 10.15514/ISPRAS-
2019-31(3)-15

Acknowledgment. The work was supported by the Ministry of Education and Science of the Russian
Federation grant Ne 2.6264.2017/8.9.

C# napcep Ans U3Bne4YeHUs CTPYKTypbl Kpuntorpadgpuieckmnx
NPOTOKONIOB U3 UCXOAHOrO Kopaa

U A. INucapes, ORCID: 0000-0002-2055-1841 <ilua.pisar@gmail.com>
JLK. babenrxo, ORCID: 0000-0003-2353-7911 <lkbabenko@sfedu.ru>
FOoucnvlil hedepanvruiii ynusepcumem, Kageopa ungopmayuonnoii besonacnocmu,
Taeanpoe, Pocmosckas obnacme, 347928, Poccus

AnHotammsi. Kpunrorpaduueckue NpOTOKONBI SIBISIOTCSA SIAPOM 000 3amumenHoit cucremel. C ux
TIOMOIIBIO TIEPENAIOTCS JJaHHBIE, KOTOpble HYKHAIOTCS B 3aluTe OT TpeTbux Jmm. Kak mpasuio,
KpHITOTpadMUECKUH IPOTOKOJI pa3padaThIBaeTCs, aHATN3UPYETCs ¢ UCTIOIb30BAHIEM CPEICTB (OpMATBLHON
BepuduKanmuu M, ecim OH Oe3omaceH, pealn3yeTcss Ha S3bIKE IPOrPaMMHpPOBAHMS, HAa KOTOPOM
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paspabatbiBaercst cucremMa. OHAKO NPH NPAKTUYECKON peaM3aluy KpUNTorpaguueckoro npoTokoia MoryT
BO3HHMKAaTh OIIMOKM M3-32 YENOBEYECKOro (hakTopa, HPEAINONOKEHUH, KOTOpble HEOOXOAMMBI IS
BO3MOJKHOCTH pealn3alliyl MPOTOKOJIA, YTO BIEYET 3a COOOH MoAphIB ero GezomacHocTH. TakuM oOpasom,
OKa3bIBAaCTCsI, YTO CaM NPOTOKOJI W3HAYAIBGHO CYMTANICS 0E30MacHBIM, HO €ro pealu3alys Ha caMOM Jielie
Hebe3omacHa. Kpome Toro, ¢opmanbHas Bepu(HKaIHs UCIOIb3YeT JOBOJBGHO aOCTpaKTHHIE MOHATHS U HE
MI03BOJISIET TIOJTHOCTBIO NPOAHAIM3UPOBATh NIPOTOKOJ. B maHHOI craThe MpeACTaBIEH alrOPUTM aHAIN3a
UCXOJHOTO KOJa s3blka mporpammupoBanust C# Ui H3BJICYECHHMS CTPYKTYPHl KpPHITOrpaduyecKux
npoToKoyIoB. OmucaHbl OCOOCHHOCTH PpEANU3alMH NPOTOKOJIOB Ha IPAaKTUKE. AJTOPUTM OCHOBaH Ha
OINpEeNIeICHUH  KIIFOYEBBIX 00JacTeil Koma, coiepxkammx croenuduyeckue i  KpUOTorpadu4eckux
MPOTOKOJIOB KOHCTPYKIIMH, U ONPEACICHUH LIEOYKU IPe0Opa30oBaHui MEPEMEHHBIX U3 COCTOSIHUS OTIPABKU
WM TIOJTy4YeHHs COOOIIEHHH 0 NX HAaYaJbHOM MHULIHAIM3AIMU C YY€TOM BO3MOKHBIX KPHITOTPAQHISCKIX
npeoOpa3oBaHUi U COCTaBJIEHHs JepeBa, M3 KOTOpOro OyIeT H3BJIeYeHa YIPOIIEHHas CTPYKTypa
KpUNTOTpaduIecKoro IPOTOKONA. ANTOPHTM peannu3oBaH Ha s3bIKe mHporpammupoBaHus C# ¢
HCTIONb30BaHMEM  CHHTaKCHYecKoro aHaimm3aropa Roslyn. B kauectBe nmpumepa mpencraBieH
KpUNTOrpauueckuii IPOTOKOJ, KOTOPBI COAEPKUT OCHOBHBIC ONEpalud W (QYHKIHH, a HMEHHO:
ACUMMETPHYHOE M CHMMETPHUYHOE INM(POBAHUE, XCUIMPOBAHHE, IOIIUCH, FEHEpalus CIy4aiHbIX YHCel,
KOHKaTeHaIUsl JaHHBIX. PaboTa aHanu3aTopa NOKa3aHa C HCIOJb30BAHMEM 3TOTO IPOTOKOJA B KauecTBE
npumepa. Onmcana Oyaynias padora.

KawueBble cioBa: kpuntorpaduyeckue mnpotokonsl; C#; mapcep; BepU(HKAIUS, ICPCBO; aHAIM3;
HUCXOIHBINA KOJI.

Jas uwutupoBanus: I[lucapes UW.A., bBabenko JLK. C# mapcep /s W3BICUCHUS CTPYKTYPHI
KpHunTorpapuIecKix MpoToKoIoB 13 ucxomanoro kona. Tpynst UCIT PAH, tom 31, Bemm. 3, 2019 1., ctp. 191-
202 (na anrmmiickoM s3bike). DOI: 10.15514/ISPRAS-2019-31(3)-15

Buaaronapaoctb. PaboTa BeImoNHEHa Npu moanep)kke MuHHCTepcTBa 00pa3oBaHUS W Hayku Poccuiickoit
Depepanuu, rpanT Ne 2.6264.2017/8.9.

1. Introduction

The problem of verifying the security of cryptographic protocols is relevant nowadays despite the
existence of a large number of already verified protocols. The need to use self-written protocols
that use lightweight cryptography for 10T, mobile robots, as well as the imperfection of formal
verification of protocols is a new challenge for verification methods, in particular, the possibility
of verifying the security of cryptographic protocols implementation. Nearly all protocols are
changed and supplemented during implementation, and for their initial analysis, for example, by
means of formal verification this is not taken into account. Also there can be programming
mistakes and logic flaws on source code. So we need verify cryptographic protocols on their last
developing iteration - on implementation level for more attack finding which can help make any
system more secure. Due to this fact this work is actual nowadays. The primary task in this matter
is to extract the structure of the protocol from the source code. At the moment there are works in
which the problem of extracting an abstract model from the source code of programming
languages C [1-3], Java [4-6], F# [7-12] is being considered. Most of them require a special
programming style for the possibility of use these algorithms or the use of additional annotations
in the source code. The paper proposes to analyze the source code of the C# programming
language. There are no other works, in which code analysis would be carried out, not involving the
use of annotations or a special programming style.

2. Cryptographic protocols

Cryptographic protocols are a set of cryptographic algorithms and functions, with a correct
combination of which is obtained a secure process of transferring messages between the parties.
Protocol security is defined as complying with security requirements, the main of which are
mutual authentication of the parties, protection against time attacks such as replay attacks, privacy
and integrity of the transmitted data. Below is an example of a test protocol that does not have a
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special meaning, but contains all the basic cryptographic algorithms and functions: asymmetric
and symmetric encryption, hashing, signature, random number generation.

A - B: Eyp(A,Na)

B - A: Epys(Na,Nb, B)

A - B: Epp(Nb, k)

B - A: Ex(M1, Epy 4 (M2)), Hash(M1)

A - B: E,(M1,M2,M3), Signg.,(M1, M2, M3)

6. B — A: E,(M3)

At the beginning of this protocol, messages 1-3 use the Needham-Schroeder public key protocol
(NSPK) [13] for mutual authentication of the parties. In message 3, in addition to the random
number Nb, the key k is also transmitted for further communication between the parties using a
symmetric cipher. In message 4, M2 data is transmitted, asymmetrically encrypted on partys' A
public key, and some M1 data. All this is encrypted symmetrically using the key k, after which the
data hash M1 is applied. In message 5, side A applies its M3 data to the previously sent data M1
and M2, encrypts all this symmetrically on key k, applies a signature and sends this message to
side B. In message 6, B sends A M3 data encrypted symmetrically on key k.

akrwbdPE

3. Features of the cryptographic protocols implementation

There are a number of problems with the implementation of cryptographic protocols. One of the
problems is the dynamic size of messages. In the programming language, the transfer of messages
between the parties is implemented using sockets. In this case, the party that receives the message
must know in advance the size of the buffer to receive. For example, in the protocol described in
the previous paragraph, in the first three messages random numbers and identifiers of the parties
with a fixed length are used. In this case, everything is simple and at the reception of the message
by the party, it will expect a previously calculated static message length. However, messages 4-6
use data M1, M2, M3, which may have different lengths. For example, in message 4, M1 data can
be a video file, the length of which can vary from 1 MB to several GB. And the question is how to
tell the receiving party the size of the receiving buffer. There are various options for how this can
be done, for example, to add information about its length to the beginning of a message, to put a
mark at the end of the message. Let us consider in more detail the option with the addition of
information about the length of the message. This option involves the use of additional data before
the main message, which will contain the size of the future message. An example of a message
with additional size information is shown in fig. 1.

Buffer size Message

Fig. 1. Additional information about the size of the message

The receiving party in this case receives a fixed array of bytes, which contains the size of the
message, after which the second portion takes the rest of the message knowing in advance its
length.

A send: Buffer size, Message

B receive (4 bytes): Buffer size

B receive (Buffer size): Message

Since Message is usually encrypted and, in the context of a protocol, its transmission is protected,
the question arises of how to protect information in Buffer size. All security requirements are
important for us, except secrecy. To ensure them, you can, for example, use the signature of this
area with timestamps. Thus, the transmission, for example, message 4, will have the following
form when implementing the protocol:

B - A: Buffer size, T, Signgg (Buffer size,T), Ex(M1, Epsa(M2)), Hash(M1)
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Another way is to get data into a fixed-length buffer until the buffer becomes empty. In this case,
problems can also arise as shown in fig. 2.

Receive in buffer 1 | Message part 1

Receive in buffer 2 | Message part 2 Intruder’s part

Fig. 2. Intruders' attack on the addition of real data

The result is that the message will be received longer than necessary and in some implementations,
in which further processing of the message by the receiving party is tied to the use of the message
length, some data may be imperceptibly corrupted when decrypting and dividing the data into the
message elements (random numbers, keys, etc.). In order to avoid this, various methods of
controlling the length of a message are also used.

4. Source code analysis algorithm

As an example for describing the operation of the algorithm, the previously considered protocol
was taken and implemented in the C# programming language in the form of a client server
application.

A > B: Epxp(A,Na)

B - A:E,;,(Na,Nb,B)

A > B: Eprpg(Nb, k)

B > A: E; (M1, Epy4(M2)), Hash(M1)

A - B:E,(M1,M2,M3), Signg,,(M1, M2, M3)

. B - A:E,(M3)

The analysis algorithm uses the C# Roslyn source code parser [14]. With it you can get the tree
structure of the source code, and you can use filters. We need these filters:

1) InvocationExpressionSyntax — call expressions;

2) VariableDeclarationSyntax — declaration of variables;

3) AssignmentExpressionSyntax — an assignment expression;

4) IfStatementSyntax — statement with a condition statement.

Using filters, you can get the desired expression, after which you can view the tree structure of this
expression. For example, using «AssignmentExpressionSyntax» we can find the expression
«Mlencl = RSA.Encrypt (M1, true)». The derived linear tree structure of the expression is
shown in fig. 3.

SU A wN e

L b @ 0] AssignmentExpressionSyntax SimpleAssignmentExpression Mlencl = RSAEncrypt(M1, true)
y b @ [1] IdentifierNameSyntax IdentifierName Mlencl
L @ [2] InvocationExpressionSyntax InvocationExpression RSA.Encrypt(M1, true)
b @ [3] MemberAccessExpressionSyntax SimpleMemberAccessExpression RSA.Encrypt
: W [4] IdentifierNameSyntax IdentifierName RSA
b @ [3] IdentifierNameSyntax IdentifierName Encrypt
p @ [6] ArgumentListSyntax ArgumentList (M1, true)
(b @ 7] ArgumentSyntax Argument M1
(@ [8] IdentifierNameSyntax IdentifierName M1
p @ [9] ArgumentSyntax Argument true
b & [10] LiteralExpressionSyntax TrueliteralExpression true
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Fig. 3. Tree structure of expression in a linear form

The main purpose of using this parser is to find the transition from one variable to another. In this
case, we are interested in the transition Mlencl — M1. This is achieved by searching for data
such as «ldentifierName» together with the use of a black list of expressions. For example, it uses
the call of the «Encrypt» method, as well as the previously declared object of the asymmetric
encryption class «RSA», which are present in the black list, and M1enc1 and M1 that we need can
be obtained from here, where the first element will be the variable to which the value will be
assigned, and the rest of those that are lower and not included in the black list will be the new
value assigned.

The algorithm is based on the definition of important code sections containing constructs specific
to cryptographic protocols. Ultimately, the task is to find a chains of variables transformation from
the state of sending or receiving messages (socket send/receive) to their initial initialization (static
initialization, load from file, etc.), while taking into account possible cryptographic
transformations (hash, encryption, etc.). In the course of building a chain, a tree is constructed, the
nodes of which are variables with additional information about them, including data type
definitions for the final leaves of the tree and cryptographic algorithms in the tree nodes. The tree
structure allows you to describe all the chains of data transformations, since the data in the
message is combined in various ways, the chains can be strongly branched and joined. Below is a
fragment of the source code for the implementation of a part of the cryptographic protocol
(messages 1-3) from participant A.

1 ce

2 Socket socA =

3 new Socket (ipAddress.AddressFamily,
4 SocketType.Stream, ProtocolType.Tcp);
5

6 socA.Connect (remoteEP) ;

7

8 RNGCryptoServiceProvider rng = new
9 RNGCryptoServiceProvider () ;

10

11 byte[] A = new byte[] { 132, 114 };
12 byte[] B = new byte[] { 15, 245 };
13

14 byte[] Na = new byte[64];

15 rng.GetBytes (Na) ;

16

17 byte[] M1l = new byte[2 + 64];

18

19 Array.Copy (A, 0, M1, 0, A.Length);
20 Array.Copy(Na, 0, M1, 2, Na.Length);
21

22 //1

23 byte[] Mlenc;

24 using (RSACryptoServiceProvider RSA =
25 new RSACryptoServiceProvider())

26 {

27 RSA.ImportParameters (

28 rsaPB.ExportParameters (false));

29 Mlenc = RSA.Encrypt (M1, true);
30 }

31

32 socA.Send (Mlenc) ;

33

34 //2
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35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
61
62
63
64
65
66
67
68
69
70
71
72
73
74
75
76
77
78
79

byte[] MGet2Encr = new byte[256];
socA.Receive (MGet2Encr) ;

byte[] MGet2;
using (RSACryptoServiceProvider RSA = new
RSACryptoServiceProvider())
{

RSA.ImportParameters (
rsaSA.ExportParameters (true));

MGet2 = RSA.Decrypt (MGet2Encr, true);
}

byte[] BFromServer = new byte[2];

byte[] NaGet = new byte[64];

Array.Copy (MGet2, 0, BFromServer, 0, 2);
Array.Copy (MGet2, 0, NaGet, 0, 64);

if (!NaGet.SequenceEqual (Na) &&
!B.SequenceEqual (BFromServer) )
{
socA.Shutdown (SocketShutdown.Both) ;
socA.Close();
return;

}

byte[] Nb = new byte[64];
Array.Copy (MGet2, 64, Nb, 0, 64);

byte[] k = new byte[32 + 16];
rng.GetBytes (k) ;

byte[] M3 = new byte[0];
M3 = Nb.Concat (k) .ToArray () ;

//3

byte[] M3enc;

using (RSACryptoServiceProvider RSA = new

RSACryptoServiceProvider())

{
RSA.ImportParameters (rsaPB.ExportParameters (false));
M3enc = RSA.Encrypt (M3, true);

}

socA.Send (M3enc) ;

First you need to define the declaration and initialization:

objects of class Socket.

class objects of the standard library cryptographic algorithms, such as the
RSACryptoServiceProvider asymmetric encryption algorithm, the
RNGCryptoServiceProvider random number generator, etc.

The variables of the class object Socket: [socA], classes of cryptographic algorithms are defined:
[rng, RSA].

To find variable of the Socket class object, the sending and receiving messages is searched. In this
case, there are 3 such constructions. At this stage, you can construct an interaction scheme of the
following form:
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1.
2.
3.

A—- B:M1
B - A:M2
A - B:M3

To determine the structure of the message, it is necessary to build a tree, the nodes of which
contain variables with additional information. Consider an example for determining the content of
the first message. The order of the algorithm is as follows,

1.

The expression of the first message socA.Send (Mlenc) is taken as the root of the tree. It is
necessary to understand the contents of the variable Mlenc.

First you need to find the declaration of the variable Mlenc using the filter
VariableDeclarationSyntax. However, in our case, the variable is declared, but not initialized
(line 23). In this case, the filter AssignmentExpressionSyntax is used and you can find in line
29 the assignment of the value to our variable. Mlenc is added as a child node with the «var»
tag, which means it is just a variable.

The simplest case of assignment is when the value of one variable is assigned to another. In
this case, the situation is more difficult. The variable M1enc is assigned the value of the result
of the work of the Encrypt method for an object of the asymmetric encryption class
RSACryptoServiceProvider, which takes two parameters as input: what to encrypt and flag
whether to use optimal asymmetric encryption with addition (OAEP padding). At the current
stage, we remember that the content of the variable M1 was asymmetrically encrypted and
assigned to the variable for sending message 1. In the tree structure, this is displayed as
adding a child node M1 with the note «<AsymENC», which means that the value of the variable
M1 is encrypted using an asymmetric cipher.

Similar to paragraph 2, we are looking for the initialization of the variable M1. Using the first
filter, you can find out that the variable is a one-dimensional array (line 17). Using the second
filter, you must find the assignment of values to our array. These are lines 19 and 20. Two
children Na and A with the mark «var» are added to node M1.

For variable A, the final value can be found using the first VariableDeclarationSyntax filter
(line 11). This is where static initialization occurs in the source code. It is enough for a person
to simply understand that this is the initial value, but for the automated determination of this
fact it is necessary to understand that this is not a variable. One way to solve this problem is
to re-search the right side of the expression, and since more in the design code of the
assignment is not detected, this value is final. In the tree structure for node A, the initialization
leaf is added «new byte [] {132, 114};» marked «DATA», which means the presence of some
semantic data in the variable A.

For the Na variable, the search is carried out further. Using filters, we look for the declaration
of the array and its initialization. The declaration occurs in line 14, and initialization occurs in
line 15 by calling some method of the rng variable, which in turn is an object of the
RNGCryptoServiceProvider class of random numbers, thus, the value of this variable is
defined as a random number. The last leaf «rng.GetBytes (NaPrev);» is added to the tree
structure marked «<RANDOM», which means generating a random number.

Further search initialization for current leaves gives nothing, therefore the structure of the tree
is considered final. The output tree view is shown in fig. 4 in the «Full tree» area and it
corresponds to the following chain: Send (Mlenc) -> Mlenc = E (M1) -> M1 = {A, Na} -> A
= new byte [] {132, 114}, Na = rand (). You can also see short tree structure and result
message from it.

5. Return data problem

At the moment there is a problem in determining the returned data. For example, in message 1, a
random number Na is sent, and then in the second message it is sent back. By default, there are
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currently two data concepts: DATA and RANDOM. All that is not a random number — is considered
semantic data, for example: keys, identifiers, transferred files, etc. And at this stage, all values are
considered different. For example, for the following protocol:

= — 5y
8 ' DA UsersyllyahDesktophSource Protocols Verifier\Analysis\ Analysis\bin\Debuginetd& 1 Analysis.exe =R |_ih| |

Full tree:
+= gsoch.Send(MHienc)
+= Mlenc:

+- bute[] A = new byte[] { 132, 114 }.

Short tree:
+= goch.Send(Mlenc)
+- M1: AsymENC

+- byte[] A = byte[] { 132, 114 }: DATA
+- rng.GetByt al: RANDOM

tm :
ASYNENC{DATA , RANDON )

Fig. 4. Output for composing the structure of a single message

1. A- B:Ek(Na,A)

2. B - A:Ek(Nb,B)

The result of the work will be as follows:

1. A - B:SymENC(RANDOM,DATA)

2. B — A:SymENC(RANDOM, DATA)

And in our context, the default DATA in the first message is different from the one in the second
message. If the protocol takes the following form:

1. A- B:Ek(Na,A)

2. B - A:Ek(Nb,Na)

There is a problem. Na just comes back, and on the receiving side we need to understand that this
is the same data. For example, when processing message 2 (lines 34-58), we can trace the
separated parts. In line 50, the value of the random number Na is obtained, after which it is
checked for coincidence with what was sent in line 52. Most often in the context of cryptographic
protocols, returned values are used for mutual authentication. There can be 2 types: the return of
the same number or the return of a function from this number. In both cases, the return value is
checked for a match with the one sent earlier. In our case, this is line 53. However, another value is
checked here — identifier B. In this case, one of the solutions to this problem would be to find the
situation when the variable was sent, and then a value is checked for a match with this variable. In
this case, you can assume that this is the case of the return value. However, there may be a number
of problems, in particular, just the occurrence of an error in writing code, or simply the absence of
such a check of the return value. At the moment, the abstract notion of the type of the RETURN
variable is used. This means that a variable of this type was returned in the current message.

6. Protocol output structure

Using the algorithm presented in the preceding paragraphs, the complete output structure of the
protocol is constructed according to the messages. It is obtained both in short form for formal
verification, and in full form for dynamic verification. The full view contains the last variable,
before serving in the cryptographic function, the names of the last variables and their initial
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initialization, for example, static in the code or loading data from a file. Dynamic analysis will be
considered in further work and therefore the contents of the full protocol can be changed.
Short view:

1. A - B: AsymENC(DATA,RANDOM)

2. B - A: AsymENC(RETURN,RANDOM, DATA)

3. A - B: AsymENC(RETURN, RANDOM)

4. B - A: SymENC(DATA, AsymENC (DATAY)), HASH (DATA)

5 A - B:SymENC(RETURN, RETURN, DATA), Sign(RETURN, RETURN, DATA)
6. B — A: SymENC(RETURN)

Full view:

1) A - B: AsymENC(DATA,RANDOM)

M1 | byte[] A = new byte[] { 132, 114 } | rng.GetBytes (Na)
2) B— A: AsymENC(RETURN,RANDOM,DATA)

M2 | socB.Receive (MGetl) | rng.GetBytes (Nb) |

byte[] B = new byte[] { 15, 245 }

3) A - B: AsymENC(RETURN,RANDOM)

M3 | socA.Receive (MGet2Encr) | rng.GetBytes (k)

4) B - A: SymENC(DATA, AsymENC (DATA)), HASH (DATA)

ForEncM4 | byte[] MlforSend = File.ReadAllBytes ("Messl.txt") | M2forSend
| bytel] M2forSend = File.ReadAllBytes ("Mess2.txt") | MlforSend |

byte[] MlforSend = File.ReadAllBytes ("Messl.txt")
5) A— B:SymENC(RETURN,RETURN,DATA), Sign(RETURN,RETURN,DATA)

ConcatMess5 | socA.Receive (MGet4d) | socA.Receive (MGetd) |
byte[] M3forSend = File.ReadAllBytes ("Mess3.txt") | ConcatMess5 |
socA.Receive (MGet4d4) | socA.Receive (MGet4d) |

byte[] M3forSend = File.ReadAllBytes ("Mess3.txt")
6) B — A:SymENC(RETURN)
M3From5 | socB.Receive (MGeth)

7. Experiments

For testing parser on real project we take our previous project - e-voting system based on blinded
intermediaries [15], which implemented on C# language. It consists 3 main components: Voter
application, Authentication server, Voting server. The protocol in main voting stage is:

AS = V:Eyqs(Ngs)

Vs - W Evvs(Nb' st)

VS - AS Easvs(Nasvs)

V — AS: E,qs (N, userData, E,,s(N,s, N, filledBallot))

AS - VS: Egsps (Nysps, Evys (Nys, Ny, filledBallot)))

VS = AS: Eggps (Np, Nogps, “good”)

VS = V:E,,s( N, Ny, checkID)

Before the protocol session keys vas, vvs, asvs were generated with ECDHE (the Diffie-Hellman
protocol on elliptical curves using ephemeral keys and signing the secret parts) protocol. So at the
beginning of the main voting protocol session keys are created. It is necessary to say that Nb is a
number of blinding, a non-random random number, which is regenerated each time. It is
introduced in order to add some data before the semantic random number for making full search
more complicated (in particular, it is necessary to select two encryption keys for message 7 in
order to find userData). Randomly generated random numbers are sent to authenticate the parties
as shown in (1)-(3). The message (4) uses the principle of blind intermediaries. The voter encrypts
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his vote filledBallot on the session key with VS, applies his personal data to the ciphertext, and
encrypts it on the session key with AS. AS hashes the sent personal data, searches for the hash in
the database and, and, if detected, redirects the message to the VS component. VS memorizes the
vote, generates a checkID through which the user can check his vote after the end of the election,
and sends it to the user.

Code organization of cryptographic protocols in this project is simple. Message sending or
receiving located in methods' block, so there is no difficult code structure. Our parser was
launched for this project and we cad this result:

1. A - B:SymENC(RANDOM)

C = B: SymENC(RANDOM,RANDOM)

C - A: SymENC(RANDOM)

B —» A: SymENC(RETURN,DATA, SymENC(RETURN,RANDOM, DATA))

A — C: SYymENC(RETURN,RETURN)

C - A: SymENC(RANDOM,RETURN,DATA)

C - B: SYymENC(RETURN,RETURN,DATA)

As we can see from output cryptographic protocol structure was extracted correctly. It is necessary
to say that in message 4 A gets «SYymENC(RETURN,RANDOM,DATA)», but in message 5 it sends
this like «<RETURN». So side A doesn't know key for decryption and for it this is some data that
was sent to it and it sends this data to another side so there is 1 element «KRETURN» instead of 3.

N R LN

7. Future work

Future work primarily includes a segmentation of DATA semantic data into classes:

1) party identifiers;

2) keys;

3) timestamps;

4) authentication Codes;

5) data received from the user.

It is also an important point to determine the ownership of a key by any of the parties in the case of
asymmetric encryption, and to the list of parties in the case of symmetric encryption. Support for
protocols involving more than two parties will also be needed. In addition, a complete solution to
the problem of accurately determining the returned data is necessary to make it possible to build a
complete structure of a cryptographic protocol and its further analysis using formal verification
tools. After obtaining the structure of the cryptographic protocol, it is necessary to develop an
algorithm for automated translation into the specification language of the most well-known
protocol verification tools, such as Avispa [16], Scyther [17], ProVerif [18], and others. It is also
necessary to improve the parser. At the moment, the structure can only be retrieved from areas of
code where all functions for sending and receiving messages are combined into one block, for
example, into the body of a function or class method. In the future, it is planned to improve the
parser to work with complex code structures.

8. Conclusion

An algorithm was presented for analyzing the source code of the C# programming language for
extracting the structure of cryptographic protocols, based on identifying important code sections
that contain cryptographic protocol-specific constructions and determining the chain of variable
transformations from the sending or receiving status to their initial initialization, taking into
account possible cryptographic transformations to compose a tree, from which it is possible to get
simplified structure of a cryptographic protocol. An example of a protocol containing all
cryptographic functions is given. The output structure of the cryptographic protocol is shown.
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Successful practical testing on real e-voting system based on blinded intermediaries is done. For
the further possibility of the application of formal verification of protocols and dynamic analysis, it
is necessary to make an additional classification of semantic data, determine whether the keys
belong to any party or parties, and also solve the problem with the returned values.
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Abstract. Multiway trees are one of the most popular solutions for the big data indexing. The most
commonly used kind of the multiway trees is the B-tree. There exist different modifications of the B-trees,
including B*-trees, B"-trees and B™*-trees considered in this work. However, these modifications are not
supported by the popular open-source relational DBMS SQLite. This work is based on the previous research
on the performance of multiway trees in the problem of structured data indexing, with the previously
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which allows to use B-tree modifications (B*-tree, B™-tree and B™*-tree) as index structures in the SQLite
RDBMS. The modifications of the base data structure were developed as a C++ library. The library is
connected to the SQLite using the C-C++ cross-language API which is developed in the current work. The
SQLite extension implements the novel algorithm for selecting the index structure (one of B-tree’s
modifications) for some table of a database. The provided SQLite extension is adopted by the SQLite
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AnHotammsi. CHIBHO BETBSIIMECS JACPEBbs SBISIFOTCS OJHUM M3 HauOoyiee MOMYJSPHBIX PELICHUH Uit
HHJIEKCUpoBaHMs Oonpmmx 00BEMOB maHHBIX. Hambonee pacmpocTpaHEHHOW pa3sHOBHIHOCTHIO CHIIBHO
BETBSAIINXCS JIEPEBBEB SBIIOTCS B-mepesbs. CyIIIeCTByIOT pas/uyHbIe Mo;(nquam/m B-nepeBreB, B ToM
umciIe, paccMaTpHBacMble B HacTosmeil paGore BY-mepesbs, B -mepesbs u B™Y-mepeBbs, ommako naHHbe
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MOIMGUKAMN HE IOJICPKUBAIOTCS MO YMOJYAHMIO B momyisipHod pemsinuoHHOW CYBJl ¢ OTKPHITBIM
ucxoaHeM kozoM SQLite. JlanHast paGoTra BBIIOJHSETCS Ha OCHOBE MPOBEIEHHOIO paHEe HCCIICIOBAHHS
3 PEeKTHBHOCTH CHIIBHO BETBSIINXCS JIEPEBLEB B 3a]ade MHIEKCHPOBAHUS CTPYKTYPUPOBAHHBIX IAaHHBIX, C
UCIOJIb30BaHUEM Pa3pabOTaHHOi B pamMkax Hero C++-OHOIMOTEKH CTPYKTYP AAQHHBIX — CHJIBHO BETBAIMXCS
JepeBbeB. B 5TOM HcceoBaHuy 650 paspaGotano B Y-1epeBo Kak CTpYKTypa JaHHEIX, COBMEINAIOMAs B
cebe ocHOBHEIE cBoiicTBa B*-mepeBa n B -nepeBa. Takke B HCCIEIOBAHHE GBUTH H3MEPCHBI SMITHPHUCCKHE
BBIYMCIIUTEIbHBIC CIOXKHOCTH Da3IMYHBIX onepauuii Hajy B-nepeBoM u ero mMomupukauusMu U o0bEM
noTpeOsieMOod ITaHHBIMH OIEpalMsIMH  OllepaTUBHOW maMsaTH. llenplo HacTosimed paOoTHI  sSBISETCS
pa3pa60TKa PACIIMpPEHHs [ peJ‘IHL[I/IOHHOI/I CVYB]I SQLite, mo3Bosisromero Uemonb308aTh Moaudukanmu B-
nepesa (B*-nepeso, B -IIEPEBO U B" *-NepeBo) B KauecTBe MHAESKCHPYIOIUX CTPYKTYp AaHHBIX B PCYBJI
SQLite. Momudukaiuu 6a30Boi CTPYKTYphl JaHHBIX ObLTH pa3paboransl B Buge C++-6ubinoreku. JanHas
6ubnuoTeka noakroyaercst K SQLite, ucrnosb3ys paspaboTaHHbIN 11t He€ B paMKax Hacrosiuel pabotst API
Ha seike C. Pacumpenwe mis SQLite Takke peanusyerT HOBBIA aIrOpUTM BBIOOpA HMHICKCHPYOIIECH
CTPYKTYpbl HaHHbIX (omHOW u3 Moaubukauuid B-mepeBa) mis 3amaHHOi Tabnuupl B 6a3e JaHHBIX.
[IpennoxenHoe pacmupenue wucnoiabp3yercs kommoHeHToM SQLite EventLog Oubmmorexku LDOPA
ITOPUTMOB M CTPYKTYp AaHHBIX U process mining. Kpome Toro, mpoBeaéH KCIEPHMEHT 110 CPaBHEHUIO
SMITMPHYECKON BBIYMCIHMTEIBHON CIIOKHOCTH OMNEpalii Ha JepeBbsAX pPa3HBIX THIOB B pa3pabOTaHHOM
pacmpenuu it SQLite.

KuaroueBbie ciioBa: B-nmepeBo; unnexcuposanue nanubix; SQLite; CYBI; PCYB]l; cuibHO BeTBsIeecs
ZIepeBo

Jas uutupoBanus: Purma A.M., IlllepmakoB C.A. Kommonent-pacmmpenue PCYBJ] SQLite s
HHICKCUPOBaHUs JaHHBIX Moaudukauusamu B-nepesseB. Tpyast CIT PAH, tom 31, Beim. 3, 2019 r., crp.
203-216 (ua anrmuiickoM si3eike). DOI: 10.15514/ISPRAS-2019-31(3)-16

Baarogapuoctu. Padora BeimonHeHa mpu mnopuepixkke POOU (mpoekr Ne 18-37-00438) u IIporpamMmer
GbyHIaMeHTATBHBIX HcclieqoBaHui HalOHAIBHOTO HCCIEeI0BATEIbCKOrO YHHBEPCUTETa — BhICIICH MIKOIIBI
9KOHOMHKH.

1. Introduction

Last decades, the amount of data volume is growing substantially, which exposes the well-known
problem of big data [1]. Many companies and laboratories need to collect, store and process big
data. There exist many algorithmic and software solutions to cope with these problems. One of
these solutions is using indices which are usually represented by data structures such as hash tables
and trees.

Using indices creates a new problem — when data are stored on slow carriers, it is more efficient to
load data batches from a storage instead of splitting to individual elements. Multiway trees solve
this problem. One type of them is a B-tree which was initially described by Bayer and McCreight
in 1972 [2]. The B-tree also has several modifications. In this paper, the following B-tree
modifications are considered: B*-tree [3], B'-tree [4] and B™*-tree (the latter is developed by the
author of this paper data structure, which combines the main B*-tree and B™-tree features) [5].

This paper extends the research made in the framework of the term project [5].

One of the popular open-source relational database management systems (RDBMS) is SQL.ite [6].
It is used in mobile phones, computers and many other devices. However, this RDBMS does not
support using B*-tree or B’-tree as data index structures by default.

The main goals of the work are the following:

e to add B-tree modifications such as B*-tree, B -tree and B™*-tree to SQLite;

e to develop and implement an algorithm that would allow selecting the appropriate indexing
data structure (B-tree, B*-tree, B'-tree or B™*-tree) when a user manipulates a table.

The work includes linking of B-tree modifications from a C++ library (developed by the author of

this work previously) to SQLite using a C-C++ cross-language APl and developing an algorithm

for selecting an indexing data structure.

204



Purim AM., Hlepimakos C.A. Komnonent-pacimpenre PCYBJ] SQLite 11t HEASKCHPOBaHMS JaHHBIX MonuduKatmsmu B-nepesben. Tpyost ICIT PAH, Tom
31, Bbim. 3, 2019 1, c1p. 203-216

The rest of the paper is organized as follows. Firstly, B-tree, B*-tree, B -tree and B™*-tree are
shortly described. After this, the SQLite, its indexing algorithms and extensions are presented.
Then, the B-tree modifications C++ library and connecting it to the SQLite RDBMS is described.
After this, our previous researches conducted using this library are presented. These researches
have proved the main theoretical B-tree modifications complexity hypotheses and they show the
abilities of this library. Then, the indexing approach, the methods for outputting the index
representation and information and the development of algorithm of selecting the index structure
for table are discussed, after which the experiment conducted using the developed in this work
SQLite extension is described. After this, the main points of the paper are summarized in
conclusion and used references are presented.

2. B-tree and its modifications

2.1 B-tree

The B-tree is a multiway tree. It means that each node may contain more than one data key.
Furthermore, each node except of the leaf nodes contains more than one pointer to the children
nodes. If some node contains k keys than it contains exactly k + 1 pointers to the children nodes
[2].

The B-tree depends on its important parameter which is called B-tree order. The B-tree order is

such a number ¢ that:

o for each non-root node, the following is true:
t-1 < k < 2t- 1, where k is the number of keys in the node [2];

e for root node in the non-empty tree the  following is  true:
1 < k < 2t- 1, where k is the number of keys in the node [2];

e  for root node in the empty tree the following is true: k = 0, where k is the number of keys in
the node [2].

B-tree operations complexities are the following (t is the tree order, n is the tree total keys count):

o for the searching operation: time complexity is O(tlog,n), memory usage is O(t) and disk
operations count is O(log,n) [2];

e for the nodes split operation (the part of the insertion operation): time complexity is 0(t),
memory usage is 0(t) and disk operations count is 0(1) [2];

o for the insertion operation (includes the nodes split operation): time complexity is O(tlog.n),
memory usage is O(tlog,n) for simple recursion and O(t) for tail recursion and disk
operations count is 0(log,n) [2];

e for the deletion operation: time complexity is O(tlog,n), memory usage is O(tlog,n) for
simple recursion and 0(t) for tail recursion and disk operations count is O (log:n) [2].

B-tree is usually used as the data index [2].

The example of B-tree is shown on the fig. 1.

_— —— = —

(O E BT [ ] (EE T IE e (A =] [FE E IR0

Fig. 1. The B-tree example, tree ordert = 6

2.2 B-tree modifications

B-tree is the B-tree modification in which only leaf nodes contain real keys (real data), other
nodes contain router keys for searching real keys. Leaf nodes in B*-tree contain t < k < 2t
keys, where t is the tree order, the rules for other nodes are the same as in B-tree [3]. Keys

205



Rigin A.M., Shershakov S.A. SQLite RDBMS Extension for Data Indexing Using B-tree Modifications. Trudy ISP RAN/Proc. ISP RAS, vol.
31, issue 3, 2019. pp. 203-216

deletion in B*-tree is expected to be faster than in B-tree since it is always performed on the leaf
nodes.

B’-tree is the B-tree modification in which each node (except of the root node) is filled at least by
2/3 not 1/2 [4]. Keys insertion in B”-tree is expected to be faster than in B-tree.

B"™*-tree is the B-tree modification developed by the author of this paper which combines the main
B*-tree and B™-tree features together. In this data structure only leaf nodes contain real keys (real
data) as in B*-tree and each node (except of the root node) is filled at least by 2/3 as in B -tree.

3. Implementation and tools

3.1 SQLite and its extensions

The SQL.ite is the popular open-source C-language library which implements the SQL.ite relational
database management system (RDBMS) [6]. The SQLite default index algorithms are hash-table
and B-tree. The SQLite does not implement B*-tree and B"-tree based indices.

Nevertheless, SQL.ite supports loading its extensions at run-time, which can add new functionality
to the SQLite. For example, it can be a new index structure implementation. One of such
extensions is the R-tree. The R-tree is a B-tree modification which allows to index geodata. It is
loaded by the SQLite as the extension and delivered together with the SQLite RDBMS default
build.

3.2 B-tree modifications C++ library

The B-tree modifications C++ library was developed by the author of this paper previously. It
contains B-tree, B*-tree, B'-tree and B"*-tree implementations written in C++ [5].

In the current work this library is connected to the SQLite as the run-time loadable extension. For
this goal the C-C++ cross-language API is implemented. It is possible to do using the extern "C" {
... 4 C++ statement. The other tasks are to implement base SQLite extension’s methods and to use
Makefiles to make this extension run-time loadable correctly. The extension provides module for
creating virtual tables (tables which encapsulate callbacks instead of simple reading from database
and writing to database) based on this module.

3.3 Research conducted using the library

The B-tree modifications C++ library was previously used for conducting a research on the
performance of multiway trees in the problem of structured data indexing by the author of this
paper [5].

The CSV files with random content were generated for the indexing, with sizes of 25000, 50000,
75000, 100000 rows. The value of the first cell of each row was considered as a key («nhame») of
the row and was saved in the tree together with the bytes offset of the row in the indexed CSV file.
The charts of different dependencies were built using the Python 2.

The chart with the indexing time dependence on the tree order for a file where the «names» (keys)
of the rows are uniformly distributed, with the size of 25000 rows is shown on the fig. 2.
According to this chart, B"-tree and B™*-tree have a better time performance on the keys insertion
than B-tree and B'-tree, as expected. These results are confirmed by the experiments with other
parameters (for example, on the larger files with different keys).

However, the better time performance of B™-tree and B™*-tree on the keys insertion has a cost of a
larger memory usage as shown on the fig. 3.

The monotonous dependence of the keys searching on the tree order is not detected as shown on
the fig. 5.

The B’-tree and B™*-tree require more memory during the keys searching than the B-tree and B*-
tree as shown on the fig. 6.
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In addition, the B*-tree and B™*-tree have a better time performance on the keys removing than B-
tree and B’-tree as expected and shown on the Fig. 7. This chart also proves that the B™-tree has
the best time performance on the keys removing among all the considered in this paper multiway
trees and that the dependence of keys removing time on the tree size is logarithmic.

Therefore, the main theoretical hypotheses were confirmed [5].

25000 indexing_time_tree types partially_equal names

17000 --—— btree
—— bplustree
bstartree
—— bstarplustree

16500 -

[
&
=]
(=]
(=1

exingTime

na

15500 -

14500 -

1000 1250 1500 1750 2000
tree order

-~

500

=18
o
=1

Fig. 2. The chart with the indexing time dependence on the tree order for a file where the «names» (keys) of
the rows are uniformly distributed, with the size of 25000 rows
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Fig. 3. The chart with the indexing memory usage dependence on the tree order for a file where all the
«namesy (keys) of the rows are equal, with the size of 25000 rows
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Fig. 4. The chart with the indexing disk operations count dependence on the tree order for a file where all the
«namesy (keys) of the rows are equal, with the size of 25000 rows
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Fig. 5. The chart with the index searching time dependence on the tree order for a file where the «names»
(keys) of the rows are uniformly distributed, with the size of 25000 rows
Also, indexing using B"-tree or B™*-tree requires more disk operations than indexing using B-tree or B*-tree
as shown on the fig. 4.
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Fig. 6. The chart with the index searching memory usage dependence on the tree order for a file with real
(not randomly generated) data
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Fig. 7. The chart with the keys removing time dependence on the tree size

4. Working with indices while manipulating DB data

4.1 Table creation, data search and updating

In the current work B-tree modifications based indices are built over the existing SQL.ite table
implementation which is represented in the storage as pages of a B-tree by default.

The table creation and main data operations (inserting, searching, deleting and updating) use the
methods presented in the Table. 1.

Table. 1. Main extension methods

Method Purpose

btreesModsCreate(sqlite3*,  void*, int, | Creates a new table.
const char* const*, sglite3_vtab**, char**)

btreesModsUpdate(sqlite3_vtab*, int, | Inserts, deletes or updates a
sqlite3_value**, sqlite_int64*) value of a row in the table.

btreesModsFilter(sqlite3_vtab_cursor*, int, | Searches for a row in the table.
const char*, int, sqlite3_value**)

The extension with the B-tree modifications based indices provides module for creating virtual
tables. User should create a virtual table using the module called btrees_mods in order to use one
of the B-tree modifications as index for the table. When a user creates such virtual table, the
btreesModsCreate() method of the extension is called and the matching real table is created in the
database. Also, one of B-tree’s modifications is created using the algorithm of selecting the
index’s structure (see the section 5) and the information about the created table and index’s
structure (including the name of the file with the B-tree or its modification and the attributes of the
primary key of the table) is stored in a special table.
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When a user inserts a row into a table, the btreesModsUpdate() method of the extension is called
and a corresponding record for the index structure is created. The record consists of the primary
key value of this row and the row id. This record is saved as a data key into the index structure (B-
tree or one of its modifications).

When a user searches for a row in a table, the btreesModsFilter() method of the extension is called
and the value of the primary key of the row being searched is compared with the keys of the index
structure. During the key searching only the primary key value part of the tree’s keys is compared
with the value of the primary key of the row being searched. If the necessary tree’s key is found,
the row id is extracted from the key and a row found in the table by the row id is considered as a
result of the searching.

When a user deletes a row from a table, the btreesModsUpdate() method of the extension is called,
the primary key of the deleted row is found in the index structure using the same approach as in
the search case. The found key is deleted from the index structure.

When a user updates the value of the primary key of a row in a table, the btreesModsUpdate()
method of the extension is called. The old value of the primary key is deleted from the index
structure and the new value is inserted to the index structure.

4.2 Index structure’s graphical representation and main information
outputting

Also, the several methods are available to output the index structure’s graphical representation and
main information. They are presented in the Table. 2.

Table. 2. Index structure’s information and graphical representation outputting extension methods

Method Purpose

btreesModsVisualize(sglite3_context*, int, | Outputs the graphical
sglite3_value**) representation of the table’s index
structure (tree) into the GraphViz
DOT file.

It is called after the SQL query
such as SELECT
btreesModsVisualize(“btt”,
“btt.dot”),;, where btt is the table
name, btt.dot is the outputting
GraphViz DOT file name.

btreesModsGetTreeOrder(sqlite3_context*, int, | Outputs the order of the tree used
sglite3_value**) as the table’s index structure.

It is called after the SQL query
such as SELECT
btreesModsGetTreeOrder(“btt” );,
where btt is the table name.

btreesModsGetTreeType(sqlite3_context*, int, | Outputs the type of the tree (1 — B-
sqlite3_value**) tree, 2 — B*-tree, 3 — B'-tree, 4 —
B™*-tree) used as the table’s index
structure.

It is called after the SQL query
such as SELECT
btreesModsGetTreeType(“btt” );,
where bitt is the table name.
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SQLite version 3.26.8 2018-12-81 12:34:55

Enter ".help" for usage hints.

Connected to a .

Use ".open FILENAME" to reopen on a persistent database.
sqlite> .load ./btrees_mods

sqlite> CREATE VIRTUAL TABLE btt USING btrees_mods(id INTEGER PRIMARY KEY, a INTEGER, b TEXT);
sqlite> INSERT INTO btt VALUES (4, 2, "ABC123");
sqlite> INSERT INTO btt VALUES (7, 3, "def");

sqlite> SELECT * FROM btt WHERE id 4;

4|2|ABC123

sqlite> SELECT * FROM btt WHERE id

7|3 |def

sqlite> SELECT * FROM btt WHERE id

4|2 |ABC123

7|3 |def

sqlite> .tables

btrees_mods_idxinfo btt btt_real
sqlite> SELECT * FROM btt_real;

sqlite> SELECT * FROM btrees_mods_idxinfo;
btt|1|@|id|INTEGER|4|tree_18291557263897.btree
sqlite> DROP TABLE btt;

sqlite> .tables

btrees_mods_idxinfo

sqlite> SELECT * FROM btrees_mods_idxinfo;
sqlite> .exit

Fig. 8. SQLite extension’s usage example

4.3 SQL.ite extension’s usage

The developed in this work SQLite extension’s usage example is presented on the screenshot (fig.
8).

The provided SQLite extension is adopted by the SQLite EventLog component of the Library for
Dynamic Operational Process Analysis (LDOPA) [7].

5. Algorithm of selecting the index structure

In this work an algorithm for selecting the index structure for a table is developed and

implemented in the following way.

The algorithm considers B-tree’s modifications (B*-tree, B™-tree and B™*-tree) for using as an

index structure.

The algorithm is executed at the start of each operation on the table (search, insertion, deletion or

update of the table’s row) which uses the btrees_ mods module. The algorithm consists of the

following steps.

1) If the current total number of the operations on a tree is equal to 0, or more than 10000, or not
a multiple of 1000, then the algorithm stops, otherwise it goes to step 2.

2) Ifthe current number of the modifying operations (key insertions, key deletions) on the tree is
less than 10 % of the current total number of the operations on the tree, then the algorithm
stops, otherwise it goes to step 3.

3) If the current number of the key insertion operations is more than p = 73.97 % of the total
number of the modifying operations on the tree, then the algorithm selects the B -tree as the
index structure and goes to step 5, otherwise it goes to step 4.

4)  The algorithm selects the B™*-tree as the index structure and goes to step 5.

5 If the new index  structure has been selected at the  steps
3 — 4, then the algorithm rebuilds the existing index structure replacing it by the new selected
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index structure and copies all the data stored in the previous index structure to the new index
structure.
The tree order of the B-trees and their modifications used in the SQLite extension developed in
this work equals 750. For selecting this tree order the average times (for all the four tree types — B-
tree, B*-tree, B'-tree and B™*-tree) of performing 1000 modifying operations (insertions and
deletions) on the tree were measured, for each of the tree orders from 100 to 1000 inclusive with
the step of 50 (100, 150, 200, ..., 1000). The least average time was achieved for the tree order of
750 and it was equal to 9.55 ms (for 1000 modifying operations on the tree).
The p = 73.97 % constant was selected in the following way. The splines for the plots of the
average time of performing 1000 modifying operations (insertions and deletions) on the tree
depending on the percentage of the insertions among all the modifying operations were drawn for
all the four tree types (B-tree, B*-tree, B™-tree and B™*-tree) using the Python 2 language. The
abscissa of the intersection point of the splines for B -tree and B™*-tree was equal to p =
73.97 %. This intersection point is shown on the fig. 9.
The B*-tree is used as the default index structure in the developed SQLite extension since its
operations have the least memory usage according to the previously conducted experiments (see
the section 3.3).

6. Experiment conducted using the developed SQLite extension

The experiment on the counting the empirical computational complexities of operations on the
trees of different types is conducted using the developed in this work SQLite extension. The
operations’ times were counted using the SQLiteStudio GUI manager [8]. The results are
presented in the Table 3.

plot_time_750

B-tras

B+-tree e
B*-tree — —

B 4-tres

Fig. 9. The splines for the plots of the average time of performing 1000 modifying operations on the tree
depending on the percentage of the insertions among all the modifying operations.
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Table. 3. Experiment results

Operation on the table Total execution Mean
time (ms) execution time
per row (ms)
Table creation 20 -
First 500 rows insertion 10301 20.6
Next 500 rows insertion 10322 20.6
1001st row insertion (including the | 40 40
B*-tree into the B -tree rebuilding)
Next 499 rows insertion 9386 18.8
Last 500 rows insertion 9032 18.1
First 500 rows deletion 11558 23.1
Next 500 rows deletion 10708 21.4
1001st row insertion (including the | 62 62
B -tree into the B *-tree rebuilding)
Next 499 rows deletion 9418 18.9
Last 500 rows deletion 8863 17.7
1000 rows insertion 18890 18.9
Next 5000 rows insertion (including | 92395 18.5
the B™*-tree into the B-tree
rebuilding)

According to the data in the Table. 3, the key insertion into the B”-tree was faster than into the B*-
tree during the experiment. The key deletion from the B™-tree was faster than from the B -tree
during the experiment. Also, the key insertion into the B™-tree was slightly faster than into the B™-
tree during the experiment.

The search in a table took about 1 ms on all the B-tree modifications considered in this work.

7. Conclusion

The big data problem currently affects the world. There are many mathematical and software
solutions for collecting, storing and processing big data including the data indexing. Many of the
index data structures are tree-based ones such as B-tree and its modifications. B-tree is used as an
index structure in many DBMSs including the popular open-source RDBMS SQL.ite. However, the
SQL.ite does not support its modifications which may be more appropriate for some tasks than the
original B-tree. In the current work this problem is elaborated.

Firstly, the B-tree modifications C++ library is connected to the SQL.ite as the extension using C-
C++ cross-language API. After this, the algorithm of the index structure selection is developed and
implemented and the experiment is conducted using the developed in this work SQL.ite extension.
The developed B™-tree has smaller running time for keys insertion and deletion than B-tree,
however it has greater memory usage, which is confirmed by the experiments conducted using the
B-tree modifications C++ library.

This work tests new data indexing approaches using the SQLite as an example. The results of the
work can be used by researchers and professors in this field and their students. The developed
SQL.ite B-tree modifications extension can be used by all the developers who use this DBMS.
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1. Introduction

The use of automata in description of a dynamic systems’ behavior has been known for a long
time. The key point of this approach to the description of systems is a representation of the object
under study in the form of a discrete automatic device — automaton (State Machine or Transition
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System). Under the influence of input sequences (or external factors) an automaton changes its
state and produces reactions. There are many types of such automata: the Moore and Mealy
machines [1], the cellular automaton [2], and others. The knowledge of the features of the object
under study can provide enough information to select the appropriate type of automaton for the
object’s behavior description. In some cases, it is convenient to use an infinite model. But finite
models are mostly common. In the latter case, the sets of states, input actions (or states of the
environment), and output reactions are finite.

Our work deals with cellular automata (CA). The theory of cellular automata began to take shape
quite a long time ago. The work of John von Neumann [3] might be considered as the first work of
the cellular automata theory. Today, a large number of studies devoted to cellular automata are
known [4, 5]. Note that a major part of these works is devoted to the simulating of spatially
distributed systems in physics, chemistry, biology, etc. [6]. The goal of the simulation is to find the
states of the cells of a CA after a predetermined number of CA cycles. The resulting set of states in
some way characterizes the state of the process or object under study (fluid flow rate at individual
points, concentration of substances, etc.). Thus, the task of simulating a certain process or object
by a cellular automaton can be divided into two subtasks. First, the researcher must select the
parameters of the automaton (the dimension of the grid of cells, the shape of the cells, the type of
neighborhood, etc.). And secondly, programmatically implement the behavior of the selected
cellular automaton. Our work is focused on the second task — the software implementation of the
cellular automaton.

In itself, the concept of a cellular automaton is quite simple and the idea of software
implementation is obvious. However, the number of required calculations and the structure of
these calculations suggest the use of modern supercomputers with a large number of cores and
supporting large-block parallelism. In this case, the cell field of the automaton is divided into
separate blocks. Processing of blocks is done in parallel and independently from each other. At the
end of each processing cycle, the task of combining the processing results of each block arises.
This problem was solved in [7] in the original way. The experimental study in [7] of the efficiency
of parallelization was carried out on clusters with 32 and 768 processors. Despite the high
effectiveness of this approach, it has some issues. First, this approach assumes that a researcher
has an access to a cluster. Supercomputers are quite expensive and usually are the property of
some collective access center [8]. Of course, after waiting a certain time in the queue, access to the
cluster is possible. But another difficulty arises: a special skill is needed to write parallel programs
in order to organize parallel sections of the program correctly. And this leads to the fact that it
takes a certain number of experiments with the program to debug it before use. The latter means
multiple times of waiting in a queue for a cluster, which, of course, delays the moment of
launching actual (not debugging) experiments with cellular automata.

We offer an alternative approach for software implementation of cellular automata, which is based
on the use of modern graphics adapters. Modern graphics adapters are also well-organized
supercomputers, consisting of several specialized computational cores and allowing execution of
operations in parallel. Compared to clusters, graphics adapters are available for a wide range of
users and we believe that their capabilities are enough to implement cellular automata. In addition,
there are special source development kits or frameworks (for example, ThensorFlow [9]) that can
exploit multi-core graphics adapters and help a researcher quickly and efficiently create a software
product, without being distracted by thinking about parallelizing data flows and control flows. In
this paper, we demonstrate an approach to implementation of cellular automata on graphics
adapters based on TensorFlow.

In order to use this tool, we propose to describe the set of states of an automaton cells’ by the main
data structure used in this framework, namely, the tensor. Then we describe the process of
evolution of the automaton in terms of tensor operations. A well-known cellular automaton, the
Conway’s Game of Life, is used as a working example.
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The paper is structured as follows. Section 3 presents the basic concepts and definitions
concerning the theory of cellular automata. Section 3 provides a description of the game Conway’s
Game of Life, its features and rules of operation. Section 4 is devoted to a detailed presentation of
the proposed approach for software implementation of cellular automata on graphics adapters. The
results of computer experiments with the implementation of the Conway’s Game of Life and
comparison with the results of a classical sequential implementation are presented in section 5.

2. Preliminaries

The Moore machine (finite, deterministic, fully defined) is a 6-tuple A = (S, 3,1, 0, p,), where S
is the finite nonempty set of states of the machine with a distinguished initial state § € S, | is the
finite set of input stimuli (input signals), O is a finite set of output reactions (output signals),
@:S x I - S is a fully defined transition function, ¥»: S — 0 is a fully defined function of
output reactions. If at some moment of time the Moore machine (S, 3,1, 0, @,) is at the certain
state s € S and the input signal i € I arrives, then the machine changes its state to the state
s'" = ¢ (s,i), and the signal o = ¥ (s") appears at its output. The machine starts its operation
from the initial state § with the output signal  (8). It is important to note that originally Moore
defined the machine so that the output signal of the machine is determined not by the final state of
the transition, but by the initial one (i.e. in the definition above instead of o = 1 (s") should be
o = Y(s)). However, for our purposes it is more convenient to use the definition we have
specified.

Let Z be the set of integers. Consider the set of all possible integers pairs (i,j) € Z X Z. With each
pair (i,j) we associate some finite set of pairs of integers N; ; € Z X Z, called the neighborhood of
the pair (i, j). Pairs of N;; will be called neighbors of the pair (i, j). The sets N; ; must be such that
the following rule holds: if the pair (p, g) is the neighbor of the pair (i, j), then the pair (p + Kk,
g+ 1) is the neighbor of the pair (i +k, j+ 1), where k and | are some integers. Note that the
cardinalities of all neighborhoods coincide and the sets will have the same structure. For
convenience, we assume that all neighbors from N; ; are enumerated with integers from 1 to | N; ; |,
where | N; j | is the cardinality of the set N; ;. Then we can talk about the first, second, etc. neighbor
of some pair (i, j). If the pair (p, q) is the n-th neighbor of the pair (i, j), then the pair (p +k, g + I)
is the n-th neighbor of the pair (i + k, j +I).

Consider the set of Moore machines of the form 4; ; = (S, §i_]-,S|NiJ|,S, @, Y) such that Y (s) = s.
Here i and j are some integers, B™ is the n-th Cartesian power of the set B. The machines
corresponding to the neighbors of the pair (i, j) are called neighbors of the machine A ;.
Neighboring machines will be numbered as well as the corresponding neighboring pairs (that is,
the first neighbor, the second, etc.). We specifically note that (i) for each machine A; ; the set of
states is the same, i.e. S; (ii) for each machine A; j, the set of output signals coincides with the set
of states, that is, also S; (iii) as an output signal, the machine gives its current state; (iv) all
machines have the same transition function and the same function of output reaction; (v) as an
input signal, machines take tuples of states (of their neighbors), the number of elements in the
tuple coincides with the number of neighbors, that is, equals to | N; ; |; (vi) machines differ only in
their initial states. Let at a given time moment the current state of the first neighbor of the machine
A j is equal to s,, the state of the second neighbor is s, ..., the state of the n-th neighbor is s,,
where n=|N; ;| Then the tuple (s, Sz, ..., Sn) is the input signal of the machine A; ; at this very
moment. All machines accept input signals, change their states and provide output signals
simultaneously and synchronously. That is, some global clock signal is assumed.

The resulting set {Ai,]-| N EZXZ} of the Moore machines is called a two-dimensional
synchronous cellular automaton (or simply cellular automaton — CA). Each individual Moore
machine of this set will be called a cell. The set of states of all cells the CA at a given time
moment will be called the global state of the cellular automaton at this time moment.
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The transition rules of cells from one state to another (the function ¢), the type of neighborhood of
the cells (the sets N; j), the number of different possible cell states (the set S) define the whole
variety of synchronous two-dimensional cellular automata.

For clarity, one can draw cellular automata on the plane. For this, the plane is covered with figures.
Coverage can be arbitrary, but of course, it is more convenient to do it in a regular way. Classic
covers are equal squares, equal triangles and equal hexagons. The choice of one or another method
of covering the plane is dictated by the original problem a CA is used for and the selected set of
neighbors. Next, the cover figures are assigned to the cells of the cellular automaton in a regular
manner. For example, let the plane be covered with equal squares, so that each vertex of each
square is also the vertex of the other three squares of the coverage (fig. 1a). Choose the square of
this coverage randomly and associate it with the cell Aqp. Let the cell A;jj be associated with a
certain square. Then we associate the cell A; ., with the square on the right, the cell A;.q; with the
square on the left, the cell A;j. , with the square above, and the cell A;;.; with the square below
(fig. 1b). Cell states will be represented by the color of the corresponding square (fig. 1c)

Apo
* »
‘41 - d .
"1|',.I—I Al.j -"1."_j+]
a) b) c)

Fig. 1. A CA represented on a plane covered by equal squares: a) the coverage of the plane; b) association of
the cells with the squares; c) colour representation of cells’ states (for the case |S|=2, «white» — state 0,
«blacky» — state 1)

The resulting square based representation of a CA on a plane is classical one. In our work we
consider only this representation.

For the square based representation of a CA, the neighborhoods shown in fig. 2 are the most
common.

a) b)

Fig. 2. The neighborhood (grey cells) of a cell (the black one) by a) von Neumann, b) Moore Geometric
figures

If a given cellular automaton models a process (for example, heat transfer), then the various global
initial states {§i,]-| (i,/)) € ZxZ} of the cellular automaton correspond to different initial
conditions of the process. According to the definition of cellular automata introduced by us, the set
of cells in it is infinite. However, from the point of view of practice, especially in the case of an
implementation of a cellular automaton, a set of cells have to be made finite. In this case, some of
the cells lack some neighbors. Therefore, for them the set of neighbors and the transition function
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are modified. Such modifications determine the boundary conditions of the process being
modeled.

3. Conway’s Game of Life

In the 70s of the 20th century, the English mathematician John Conway proposed a cellular

automaton called the Conway’s Game of Life [10].

The cells of this automaton are interpreted as biological cells. The state «0» corresponds to the

«dead» cell, and the state «1» — «alive». The game uses the Moore’s neighborhood (Fig. 2b), i.e.

each cell has 8 neighbors. The rules for the transition of cells from one state to another are as

follows:

o ifacellis «dead» and has three «alive» neighbors then it becomes «alive;

e ifacellis «alive» and has two or three «alive» neighbors then it remains «alivey;

o ifacell is «alive» and has less than two or more than three «alive» neighbors then it becomes
«deady.

For the convenience of perception, the behavior of each cell of the cellular automaton Conway’s

Game of Life can be illustrated using the transition graph (fig. 3).

N=3 or

N=2 NZ3

N=3

Fig. 3. Cell Transition Graph of the Conway’s Game of Life, where N is the number of «alive» neighbors
Geometric figures

Despite the simplicity of the functioning of the automaton, it is an object for numerous studies,
since the variation of the initial configuration leads to the appearance of various images of its
dynamics with interesting properties. One of the most interesting among them are moving groups
of cells — gliders. Gliders not only oscillate with a certain periodicity, but also move through the
space (plane). Thus, as a result of experiments, it was established that on the basis of gliders
logical elements AND, OR, NOT can be built. Therefore any other Boolean function can be
implemented. It was also proved that using the cellular automata Conway’s Game of Life it is
possible to emulate the operation of a Turing machine.

4. Features of Conway’s Game of Life Parallel Implementation

According to our definition, a set of states of a cell is finite. It is obvious that, in this case, without
loss of generality, we can assume that the set of states is the set of integers from 0 to |S| - 1, where
|S] — is the cardinality of the set of states. Therefore, the global state of the cellular automaton can
be represented as a matrix A. The element A;; of this matrix is equal to the current state of the cell
Aij. We call the matrix A the matrix of the global state of the cellular automaton. If there are no
restrictions on the number of cells, then matrix A will be infinite. As have already been mentioned,
the number of cells has to be limited from a practical point of view, that is, it is necessary to
somehow choose the finite subset of cells. After that, only selected cells are considered. In this
case, the ability to describe the global state of the cellular automaton by the matrix is determined
by which cells are selected. We assume that the following set of cells is selected: {4; ;| (1 <i <
m) A (1 <j<n)}, where m and n — two fixed natural numbers. In this case, the global state
matrix is obtained naturally.

Since we use the TensorFlow framework for implementation of a CA, we should work with
concepts defined in it. The main data structure in TensorFlow is a multidimensional matrix which
in terms of this framework is called a tensor. However, in many cases, such a matrix may not
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correspond to any tensor. The tensor in the n-dimensional space must have n° 9 components and is
represented as (p + g)-dimensional matrix, where (p, q) is the rank of the tensor. And, for example,
a 2 by 3 matrix does not follow these restricions. But the convenience of data manipulation
provided by the framework justifies some deviations from strictly defining the tensor. Therefore,
in the case when we are talking about the software implementation of a cellular automaton using
TensorFlow, we will consider the notion of the global state matrix of a CA and the notion of the
global state tensor of a CA as equivalent.

Fig. 4. Some initial global state of the finite state machine for the Conway’s Game of Life

Thus, the evolution of the global state of a cellular automaton can be represented (within
TensorFlow) as a transformation of the components of the global state tensor. Such a
transformation will be called the evolution of the tensor.

Thus, the logic of the transition of the cellular automaton from a given global state to the next
global state will be described using operations on tensors. In particular, for the software
implementation of Conway’s Game of Life in our work such operations are the convolution of
tensors and the “restriction” of the components value. Let us consider a small example.

Let some initial global state of the cellular automaton (fig. 4) be given.

Black cells are a «alive» cell (state 1), zero means that the cell is «dead» (state 0). The
corresponding tensor of the global state has the form (1):

0 0 0 0 0 0 0 0 O O
00 00 O0OOO0OTOTO OO
00 00O0OOTO0OTOTG OO
983015888
1
T_0000100000 )
00 00O O0OOO0OTOTG OO
00 00 0OO0OTOTU OO
0 000O0OO0OO0OTO0ODTOTP O
‘0 0 0 0 00 0 0 0 O

The next state of a cell of the cellular automaton of the Conway’s Game of Life depends on the
number of living neighbors of this cell. We suggest using convolution to count the number of
living neighbors of a cell. Since set of neighbors in the Conway’s Game of Life are specified by
the Moore neighborhood, the convolution kernel will have the form (2):
1 1 1
S = [1 0,5 1] )
1 1 1

Note the special role of the element S,, = 0,5. This element corresponds to the cell for which the
number of living neighbors is calculated. Let the number of living neighbors of a certain dead cell
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be calculated. Then it will turn out to be integer because component S,, will be multiplied by the
state of the dead cell (and it is equal to 0), and in the sum the number S,, will not participate. It
will turn out to be half-integer in the case when the number of living neighbors of a living cell is
calculated. This is important when the cell has two living neighbors. Then the dead cell must
remain dead, and the living cell must live. That is, if after the convolution the counted number of
living neighbors turns out to be 2 (the cell is dead, it has 2 living neighbors), then in its place
should be 0 in the tensor of the global state of the cellular automaton in the next cycle. If, after
convolution, the counted number of living neighbors is 2.5 (the cell is alive, and it has 2
neighbors), then in its place should be 1 in the tensor of the global state of the cellular automaton
in the next cycle.

Constructing a convolution with the kernel S of the tensor T, we obtain the new tensor C, where at
the intersection of the i-th row and j-th column there is an element corresponding to the number of
living neighbors for the cell A;;. Note that we obtain a tensor (m — 2) x (n — 2) when constructing a
convolution with a kernel of size 3 x 3 of an arbitrary tensor of the size m x n. In order to save the
initial dimensions of the global state tensor of a cellular automaton, we will set the elements in the
first and last row and in the first and last column of the global automaton tensor to 0. We will
append these zero rows and columns to the result after the convolution is completed. Appended
elements in the formula (3) are highlighted in gray. The mentioned fact suggests that some of the
subsequent computations are superfluous (namely computations on the appended elements). The
amount of extra computations for the global state tensor with dimensions m x n will be (2m -
2) +(2n—2). Then, the part of extra computations in the amount of useful computations is
(2m-2)+(2n-2) — 0(% + %)

(m-1)(n-1)

0 0 0 0 0 0 0 0 0 0
00 0 0 0 0 0 000
00 0 1 2 2 100 0
0 0 1 35 25/1 0 0 0

1o o 1135 45/ 4 1 0 0 0

t= 00 1 3 [25/2 0 0 0 O (3)
00 0 1 1 1 0 0 0 0
000 O o 0 O0O0TO0O
000 0O o 0 O0O0TO0O
0 0 0 0 0 0o 0 0 0 0

Taking into account the agreement on the half-integer value of the number of living neighbors, the
integer part of the value of the tensor component C determines the number of living neighbors of
the cell, and the presence of the fractional part means that the cell was alive in the previous step.
According to the rules of the Conway’s Game of Life it is necessary to transform the tensor C in
order to determine the global state of the cellular automaton in the next step. Components with
values in the range [2.5, 3.5] should take the value 1 (cells are alive). The remaining components
should become 0 (cells are dead). Among the classical operations on tensors there is no operation
that would allow to express the required transformation. However, the framework used in our
work was created primarily for the problems of the theory of artificial intelligence, namely, for
implementation of neural networks. The data flow there is the flow of tensors (a tensor as an input,
a tensor as an output). Computational elements, that change data, are layers of the neural network.
So, for example, in our case for the convolution we use a two-dimensional convolution layer with
the kernel S (formula (2)). Any tool for neural network implementation ought to have the special
type of layers — activation layers (layer of non-linear transformations). These layers calculate
activation functions (some non-linear functions) of each element of the input tensor and put the
result into the output tensor. TensorFlow offers a standard set of non-linear activation functions. In
addition, it is possible to create custom activation functions. We built our own activation function
based on a function from a standard set of functions, called a Rectified Linear Unit (ReLU). The
function ReLU is defined as follows (formula (4)). Its graph is shown in fig. 5:
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ReLU = max(0, x) 4)
Taking into account the required transformation of the components of the tensor C described
above, we suggested the function presented in (5):

8 = ReLU(4(x — 2,125)) — ReLU(4(x — 2,125)) — ReLU(4(x — 2,125)) + ReLU(4(x — 2,125))  (5)

y
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Fig. 5. Diagram of ReLU function
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Fig. 6. Diagram of the transition function of the Conway’s Game of Life

As a result of applying the function & to each component of the tensor C, the tensor of the global
state of the cellular automaton will take the following form (formula (6)).

0 0 0 0 0 0 0 0 O 07
0000 O0OO0OUOTO OO
000 O0O0OOTOTO OO OO
028135888
" 1
T_0001100000(6)
000 O0O0OOOTO OO OO
000 O0O0OOUOTG OO O
000 0O0OOOTOOTO
‘0 0 0 0 00O O O 0O O

Thus, the software implementation of the Conway’s Game of Life using TensorFlow is a two-layer
neural network. The first layer is convolutional, with the kernel from formula (2). The second
layer is the activation layer with the activation function from formula (5).

5. Experimental results

We have implemented the described approach for the cellular automaton of the Conway’s Game of
Life in Python. Since there was no one in our group familiar with TensorFlow, but we have some
experience in Keras [11], the implementation was built using Keras as a kind of wrapper over
TensorFlow. Keras is a high level interface to various low-level artificial intelligence libraries,
including TensorFlow.

The resulting program was launched on a graphics adapter with CUDA support. For comparison
with the classical implementation of the cellular automaton of the Conway’s Game of Life on a
uniprocessor system, we used the implementation of [12].
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R-pentamino located in the middle of the field (fig. 4) was used as the initial global state of the
cellular automaton of the Conway’s Game of Life in the experiments.

We took a square game field (the matrix of the global state of the cellular automaton) with
dimensions m x m, where m varied from 10 to 350 with the step 10. For each m, we calculated
1000 subsequent global states of the cellular automaton. The execution time was measured. The
calculations were repeated 10 times. Time was averaged. All experiments were conducted on a
computer with the following characteristics: Intel Core i5-3470@3.2 GHz CPU, 8 GB RAM,
Windows 7-x64 OS, GeForce GTX 650 Ti graphics adapter (1024 MB RAM, 928 MHz base
frequency, 768 CUDA cores).

Dependency diagrams of the program execution time on the «lengthy of the square field side m of
the game are shown in fig. 7 and 8. We also built regressions. The regression curves are shown in
fig. 7 and 8 as well. A second-degree polynomial was chosen as the regression hypothesis.
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Fig. 7. Results of experiments with a single-threaded implementation
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Fig. 8. Results of experiments with CUDA (Keras+TensorFlow) implementation

It can be noted that for small values of m, the execution time of a single-threaded program is
smaller than the execution time of the multiprocessor (the graphics adapter) implementation
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proposed by us. However, as m grows, the situation changes and the proposed multiprocessor
implementation begins to outperform the classical single-threaded implementation. We associate
this with the overhead of transferring data from the computer’s general RAM to the graphics
adapter’s RAM and returning the result from the graphics adapter’s memory to the computer’s
memory. When the dimensions of the game field of the Conway’s Game of Life are small, the time
of actual calculations of the global states of the cellular automaton is much less than the time of
transmission of information. As the field size grows, the computation time of the cellular
automaton state becomes significant and the multiprocessor implementation on the graphics
adapter begins to outrun the single-threaded speed.

Obviously, the dependence of the execution time of programs on the “length” m of the square field
side of the Conway’s Game of Life must be parabolic. With the growth of m, the number of cells
grows as m?, each cell needs to be processed once per cycle. Therefore, the number of operations
must be of the order of m? According to the obtained results we constructed regression
polynomials of the second degree. Regression curves are in good agreement with experimental
data (Fig. 7, 8). It may seem that for a multithreaded implementation the dependency should be
different. However, we note that when the number of cells becomes much more than the number
of cores in a multi-core system (in our case, the graphics adapter had 768 cores), then processing
will be performed block by block: first comes one block of 768 cells, then another, etc. Thus, m%K
operations will be done, where K is the number of cores, that is, also of the order of m?,

6. Conclusions

In this paper, a tensor approach to the software implementation of cellular automata is described
and programmatically implemented. The approach is focused on launching programs on multi-core
graphics adapters. The program is implemented in Python using TensorFlow and Keras as an
interface to TensorFlow. TensorFlow allows automatically generate and run multi-threaded
programs on multi-core graphics adapters.

The effectiveness of using the developed approach was shown during a series of computer
experiments. For the experiments the Conway’s Game of Life was chosen. If the number of cells
in the automaton is less or equal to the number of cores, then the maximum acceleration can be
observed. If the number of cells exceeds the number of cores, then the parallel sections of the
program are executed sequentially. This means that with a very large size of the playing field the
type of dependence will be parabolic when using a graphics adapter. The latter is confirmed by
regression analysis.
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o0namany 3HAYMTENBHBIM pecypcoM mapaiienusma. JlIs 3amad  MOJETIMpPOBaHHS KOMOMHHPOBAHHBIX
muHaMudecknx cucteM (KJIC) TunmdeH 3HAYUTETBHBIN pecypc Mapaulesin3Ma, IIOCKOIbKY B JaHHOM KJlacce
MareMaTHYeCKuX MoJjeneil (TeopeTHdyeckd OecKoOHeYyHOMepHOe) (a3oBoe MPOCTPAHCTBO OOBEKTOB
YIpaBJICHUSI C PaclpeieSeHHBIMH II0 TPOCTPAHCTBY MapaMeTpaMu sIBISETCS H30JMPOBaHHBIM. Ilenbio
paboThl  sBISeTCs HccienoBaHue 3(GEKTUBHOCTH IPOTPAMMHOM —peali3aliid Ha IapajulesIbHBIX
BBIUMCIIMTEIBHBIX CHCTEMax Kjlacca 3aJad MOJCIMPOBAHMS BIHMSHUS THUIOBBIX HENUHEHHOCTEH U
HECTAI[OHAPHOCTU Ha BbIXOoAHbIe BekTop-GyHkuun KJC. B kadecTBe mprMepa pacCMOTpeHa HENUHEHHas
cucTeMa crabHIM3alMi TO/IBIDKHOTO OOBEKTa yMpaBieHHs (pakeThl ¢ y4eToM yHpyrux nedopmanuii ee
KOpITyca).

KnioueBble ci10Ba: KOMOMHHMpPOBAaHHBIE JUHAMHYECKHE CHCTEMBI, MPOILECCOPHl C MacCIITaOHpPyeMBIMU
apXUTEKTypaMu
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Jst nurupoBanusi: Mensauuyk J[.B. MoznennpoBanue cucTeMBI YIIIOBOH CTaOMIIN3alUK Ha MIPOLECCOPax ¢
MaciitabupyemsiMu  apxutekrypamu. Tpyaet CIT PAH, tom 31, Bbm. 3, 2019 r., crp. 229-240 (ua
anriickom si3bike). DOI: 10.15514/ISPRAS-2019-31(3)-18

1. Introduction

Currently, cluster systems are widely used, in the nodes of which one or several processors with a
large number of cores are used. Examples include computing systems with new Intel Xeon
processors with scalable architecture or computing systems with Intel Xeon Phi coprocessors that
are used as virtual cluster nodes. Parallel computational architectures of this class are effective
only when solving problems with a significant parallelism resource. In this case, classes of
mathematical models that are effectively implemented on Intel Xeon Phi, will be effectively
implemented on modern scalable Intel Xeon architectures.

Hybrid dynamical systems (HDS) [1, 2] are mathematical models of a number of technical systems
containing control objects with lumped parameters and connected to them across the boundaries of
control objects with distributed parameters (see fig. 1). HDS is characterized by input and output
vector functions. The nonlinear system of angular stabilization of the movable control object with
deformable body is the example [3, 4]. HDS are systems of ordinary differential equations (ODE)
and partial differential equations (PDE) connected by means of boundary conditions (BC) and
constraint's conditions (CC) under appropriate initial conditions (IC). For the problems of HDS
modeling a significant resource of parallelism is typical, since the (theoretically infinite-
dimensional) phase space of control objects with distributed parameters is isolated.

x(1)
—>

y(t)
—

HDS

Fig. 1. HDS Structural scheme

2. Related work

MPI technology is standard for cluster systems with distributed memory, and both optimization of
MPI itself [5] and parallel libraries [6] and algorithms based on it are relevant. Examples are
problems of mathematical physics [7, 8], graph theory [9], sparse matrix factorization [10].
Optimization of parallel algorithms for cluster systems with many-core processors was considered
in [11, 12]. If adaptive algorithms of numerical modeling are used or nodes of the cluster have
different capacities, dynamic balancing of computational load is required [13]. For dynamic
balancing of computational load on cluster systems, the MPI-MAP parallelization pattern was
previously implemented [3]. The main theorems on the stability of linearized HDS are formulated
and proved in [1, 2]. In work [4] adaptive algorithms of HDS parametric synthesis are offered.
Modeling of systems of angular stabilization of movable control objects with deformable body was
considered in [14, 3, 4].
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3. Problem formulation

The purpose of this work is to study the effectiveness of the software implementation on parallel
computing systems of the class of modeling problems of the influence of typical nonlinearities and
nonstationarity on the output vector function of the HDS. We consider a similar [4] system of
angular stabilization of the movable control object (the rocket taking into account the deformations
of its body), but providing stabilization both with respect to the vertical direction and with respect
to the longitudinal axis, as well as a smooth change in the time of the thrust force of the rocket
engine.

4. Parallel algorithms for modeling of hybrid dynamical systems

HDS with piecewise continuous input vector function x(t), x:R — R¥x and continuous output
vector function y(t), y: R - R correspond to equations

y = f(X, Y! h! p! H' utt); u = F(u! X, Y! Y! H: lltt): re)

G(uy,wls =0,5=00;h = [ H(u,wds 1)

y(0) = yo,u(r, 0) = uy(r)
Here r € R¥ — are independent spatial coordinates of individual points of the object with
distributed parameters, Q c R¥ — area occupied by an object with distributed parameters,
f: RNV x RV x RVh x RM» x RVe x RVt - RNy, h:R - R, u(r,t), w:RM xR - RM
distributed output vector function, operators F:(RM x R - RM:) x (R - RMx) x (R - RM) x
(R = R¥) x R¥1 x RVt — (RMr x R — RMuw), G: (R¥ x R - RM:) x (R - RM) x RMe —
(R¥ x R -» RM9), H:(RM x R - RM) x R¥+ - (R - RVr) correspond to partial differential
equations, boundary conditions, and coupling conditions; p € R¥» — feedback parameters;
p € RV — the parameters of model nonlinearities; p, € RNt — parameters characterizing the
unsteadiness of the system from the point of view of the automatic control theory; the point at the
top indicates the time t differentiation. When p = p, = 0 HDS (1) becomes linear stationary.
After parametric synthesis, numerical simulation of the effect of typical nonlinearities and
unsteadiness on the output vector function of a nonlinear HDS (1) is performed. In this case, the
input vector function x(t) and the initial conditions y,, u,(r) are fixed, and the components of the
vectors p and p, change with a fixed step within a parallelepiped. The element-by-element
transformation of sequence (u]-,utj), j=1,2,3,... into a sequence of values characterizing the

maximum and standard deviations of function y(¢; w;, ptj) from y(¢; 0,0) is parallelized
(M ) = (1,027, ) = 123,50, = omax |y(t;n ) —y(t;0,0)]

<t<tmax
o rtm Y )

v, = [tk [y V(6 1 1) — Y(5 0,0) 2| ey >> 1

The transformation (2) can be adapted to the "two-layer” MPI-OpenMP scheme, where a separate

MPI-MAP executing process performs the transformation of

(e, ) = Lm} > {(v,,v,)7,) = Lm} ©)
by parallelizing calculation of the values on the right side (3) based on OpenMP.
Numerical integration of the initial boundary value problem (1) is implemented by the Galerkin’s

projection method [4] and subsequent application of the BDF method to the resulting Cauchy
problem for the system of ordinary differential equations.

5. Model of stabilization system

The object moves with respect to a fixed coordinate system Oyx,y,2, (see fig. 2) under the action
of force P, attraction to the Earth and external disturbing horizontal force F, = (0, Feyo,FeZo)T.
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2

Fig. 2. Structural scheme

The coordinate system Oxyz is connected to the body 1, and r; = (xy,y1,2,)" and B; =
(B11, P12, Br3)" characterize its linear and angular displacements relative to 0Oyxoyoz,. Linear
1, = (x5, ¥, 2,)" and angular B, = (Ba,1, P22, B23)" displacement of body 2 with respect to Oxyz
is caused by the elastic displacement u = (u,, u,, u,)" = u(x, t) of the centerline of the hull. The
rotation angle a = (a;, ay, a3)T of the body 2 relative to 0,x,y,2, Mmeasures the gyrostabilizer,
and the control moments of the forces MJ.(C), j =1,2,3 are formed. Under the action of MZ(C) and

M3(C) body O rotates at angles By = (0, Bo2, Bo,z)" relative to Oxyz. The moment Ml(c) acts on the
body 1 and compensates for the rotation of the movable object relative to the longitudinal axis. Let
wy = (Wo,, W, Wo, ) Q= (Qy, 0, Q, )7¥,oQ, = Q) Q5,, Qg )T be the relative and
absolute angular velocities of bodies 0, 1, 2; Q = (Q4, Q5,Q5)", M = (M,, M,, M3)T be the internal
forces and moments acting in the cross sections of the body. Here x(t) = (F;yo(t), F, (N7 and

y(©) = (Brz(t), Baz(t), Bra(t), Ba2(t), Bri(t), P21 ()T are input and output vector functions,
p = (P, P2 ..., p12)" are feedback parameters. The model equations of the nonlinear stabilization
system are given in Appendix A. The set of parameters p = (uq, u,, 13)T characterizes typical
nonlinearities, and the parameter p, = {u,}, @, = 0 characterizes a smooth change in the
characteristic overload according to the law

a,(t) = a™™ 4 (@™ — gMMye-uat t >0, g™ < q, < o™ (4)
At p = 0, the model equations are linearized and decomposed into three independent subsets
corresponding to the motion in the Oyx,y, and Oyx,z, planes (by virtue of symmetry, they pass

into each other), as well as to the rotation relative to the longitudinal axis. In this case, ps.; = p;,

j = 1,5, correspond to the stabilization system in the vertical direction, and p,;, p;, correspond to
the stabilization system with respect to the longitudinal axis.
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6. Numerical simulation results

In the numerical simulation of the output vector functions of the nonlinear angular stabilization
system, the components of the input vector function were given as F,  (t) = 1(¢), F,,(t) =

1(t) — 1(t — 1), where 1(t) is the unit jump function of Heaviside. For stabilization system with
a set of parameters

Jo =0.02,m; = 0.3, ], = 0.07, m, = 0.2, ], = 0.05, a = 0.166667, a™™ = 0.2, o™ = 2,
¥ = 0.01, /1 = 0.1, /5 = 0.05, J = 2, u; = 0.08, u, = 0.15, 5 = 0.055, p, = 0.05 (5)
The feedback parameters of the stabilization system in the direction of vertical p; = pg = 6.347,
Py =p; = 13.12, p3 = pg = 17.59, p, = py = 14.03, ps = p;, = 5.951 were chosen on the
basis of an adaptive algorithm of parametric synthesis of the family of linearized models of HDS
[4]. Since the stabilization of the object with respect to the longitudinal axis is intended to
compensate for the slow accumulation of errors due to nonlinear effects, the feedback parameters
p11 = 0.04, p,, = 1 are selected in the central part of the stability region.

Fig. 3 presents the results of numerical simulation of the components g, , and fS; 3 of the output
vector functions of the original nonlinear unsteady HDS (shown as a solid line) and its linear
stationary analog at u; = u, = usz = s = 0 (shown as a dashed line). The significant difference
of the results is explained by the fact that the dimensionless overload a, decreases smoothly, with
the decrease of a, in the considered range of overload changes in the linear stationary system, the
attenuation of transients decreases, and the characteristic value of the output vector function
increases. Nevertheless, parametric synthesis by the linearized model allows to stabilize the
original nonlinear system in the vertical direction in the entire range of overloads. As follows from
the results presented in Fig. 4, the selected values of the feedback parameters p;, and p,, allow to
stabilize the movable control object with respect to the longitudinal axis, i.e. to compensate for the
slow accumulation of errors due to nonlinear effects.

BW_Z Bl,}
0.08
iy 0.24
0 oo \
-0.08 0.16 ! \
’ \\
-0.16 0.08 |
1
1
-0.24 ol \
=
-0.32 -0.04
0 10 20 30 t 0 50 100 150 200 1
Fig. 3. Stabilization in the vertical direction
Bri I
0.005
0 , A A I\ ..
-0.005
-0.01
0 10 20 30 40 t

Fig. 4. Stabilization with respect to the longitudinal axis
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Fig. 5 shows the dependences of the parameters u; € [0,0.055] and u, € [0,0.05] at fixed y, and
U, maximum v, and standard v, deviations (see eq. (2)) of the output vector function of the
nonlinear HDS on the output vector function of the linearized HDS for t,,,, = 250. As follows
from the data presented in Fig. 5, when changing the overload according to (9) the greatest
influence on the output vector function of the nonlinear HDS has parameter pu,, characterizing the
unsteadiness of the system.

- =0 =0.08 1,=0.15
0,25 0,3
0,2 0,25
015 01s
0,1 _ g
0,05 004125  “g0s 0,04125
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£ 0 o ) o 0 o
AV o & = \HV 3 - =
SRS . & & ¢
.0_0_0&‘14 #0,05-0,1 0.1-0,15 ®0-0,05 ®0,05-0,1 0,1-0,15
=0 11,=0 11,=0.08 p,=0.15
0,12
0,12
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=~ 0,04 )
%.04 0,04125
0 0 0,020625
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“ 0 =
P e
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IO-'.‘LO‘&114 =0,04-0,08 0,08-0,12 = 0-0,04 #6,04-0,{}8 0,08-0,12 = 0,12-0,14

Fig. 5. Maximum and standard deviations

Similar data characterizing the efficiency of stabilization with respect to the vertical, longitudinal
axis, as well as the influence of the parameters of nonlinearity and unsteadiness on the output
functions of the stabilization system with parameters

Jo =0.00003, m; =0.0667, J; =0.00009728, m, = 0.333, J, = 0.00345, a = 0.166667,
a, =1, y=0.01, p, =pg =4.098, p, =p; =9.553, p; =pg=7.687, p, =py =7.714,
Ds = P1o = 3.269, J1; = 0.002, Jo = 0.005, J, = 2, u; = 0.08, u, = 0.2, u3 = 0.04, p, = 0.05,
P11 = 0.05,p;; =1 (6)

are shown in fig. 6-8. Similarly to the previously discussed non-linear stabilization system allows
to compensate for the unwanted errors throughout the range of overload (see fig. 5, 6). The
greatest influence on the output vector function of the nonlinear HDS has the parameter u,, which
characterizes the unsteadiness of the system (see fig. 8).
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7. Efficiency analysis of parallel algorithms

Consider the effectiveness of the implementation on computer systems with coprocessors Intel
Xeon Phi parallel algorithm (2), (3) modeling the effect of typical nonlinearities and unsteadiness
on the output functions of the HDS. The data corresponding to the modeling of a nonlinear
stabilization system with parameters (5) are presented in Table 1. The calculations were performed
on a cluster of faculty of Computer Science and Informational Technologies and Volga Region
Center of New Information Technologies of SSU. The four-dimensional grid of change of
parameters uq, U,, Uz Uy dimension 6 X 9 X 9 x 9 was used.
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Table 1. Modeling of the impact of model nonlinearities and non-stationary, sec.

Grid6x9x9x9

Processor, serial/parallel Testl | Test2 | Test3 | Test4 | Tests

Intel Xeon E5-2603 v2, serial 16411 | 16325 | 16470 | 16531 | 16314

2 processors Intel Xeon E5-2603 v2, OpenMP. 2480 | 2471 2501 2492 | 2485
Coprocessor Intel Xeon Phi 5110P, OpenMP 1667 | 1635 1673 1649 | 1655

2 coprocessors Intel Xeon Phi 5110P, MPI-MAP/OpenMP 1023 | 1015 1032 1008 | 1040

As follows from the Table 1 results, in this case, the use of a single Intel Xeon Phi coprocessor is
more efficient than the use of two quad-core CPUs. The most profitable strategy of using
coprocessors is parallelization based on OpenMP inside the coprocessor and parallelization based
on MPI-MAP between coprocessors. Similar data for the stabilization system with parameters for
the stabilization system with a set of parameters (6) are presented in Table 2. And in this case,
using one Intel Xeon Phi processor is more efficient than using two quad-core CPUs. The most
profitable strategy for the use of coprocessors is the parallelization based on OpenMP within the
coprocessor and parallelization based on MPI-MAP between the coprocessors.

Table 2. Modeling of the impact of model nonlinearities and non-stationary, sec.

Grid6x9x9x9

Processor, serial/parallel. Testl | Test2 | Test3 | Test4 | Test5
Intel Xeon E5-2603 v2, serial. 9637 | 9597 | 9645 | 9657 | 9675
2 processors Intel Xeon E5-2603 v2, OpenMP 1443 | 1470 | 1430 1412 1467
Coprocessor Intel Xeon Phi 5110P, OpenMP 1052 | 1042 | 1063 | 1037 1055
2 coprocessors Intel Xeon Phi 5110P, MPI-MAP/OpenMP 703 699 710 707 705

Analogical evidence of the effectiveness of the implementation of the parallel algorithm (2), (3)
using a single Intel Xeon Phi coprocessor (OpenMP) and two Intel Xeon Phi coprocessors (MPI-
MAP — OpenMP) for a more detailed meshes, changing parameters pu,, u,, Uz W, are given in
Table 3 for stabilization system with parameters (5) and in Table 4 for the stabilization system
with parameters (6).

Table 3 - Modeling of the impact of model nonlinearities and non-stationary, sec.

Processor, serial/parallel. | Testl [Test2]| Test3 [ Test4 | Test5
Grid6 x 16 x 16 X 16

Coprocessor Intel Xeon Phi 5110P, OpenMP 8953 | 9005 | 8934 | 8902 | 8985

2 coprocessors Intel Xeon Phi 5110P, MP1-MAP/ OpenMP 4726 | 4753 | 4715 | 4703 | 4744
Grid12x 16 X 16 X 16

Coprocessor Intel Xeon Phi 5110P, OpenMP 18132 | 18243 | 18025 | 18187 | 18053

2 coprocessors Intel Xeon Phi 5110P, MPI-MAP/ OpenMP 9478 | 9529 | 9435 | 9501 | 9439

Table 4 - Modeling of the impact of model nonlinearities and non-stationary, sec.

Processor, technology of parallelization ‘ Test 1 ‘ Test 2 ‘ Test 3 ‘ Test 4 ’ Test 5
Grid6x 16 x16 X 16

Coprocessor Intel Xeon Phi 5110P, OpenMP 5671 | 5634 | 5654 | 5754 | 5698

2 coprocessors Intel Xeon Phi 5110P, MPI-MAP/ OpenMP 2988 | 2969 | 2967 | 3031 | 3002
Grid 12 x 16 X 16 X 16

Coprocessor Intel Xeon Phi 5110P, OpenMP 11205 | 11278 | 11154 | 11174 | 11237

2 coprocessors Intel Xeon Phi 5110P, MPI-MAP/ OpenMP 5777 | 5809 | 5735 | 5741 | 5798

As follows from the Table 3 and 4 results, with an increase in the average number of nodes on the
grid measurement, the multiplicative contribution to the acceleration of the MPI-MAP pattern
quickly tends to the number of coprocessors used.
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8. Conclusions

The proposed parallel algorithm is effective on cluster systems with nodes using processors with a
large number of cores. In particular, it is effective on cluster systems with Intel Xeon Phi
COprocessors.
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Appendix A.

The rotation of the coordinate system is characterized by angles a = (ay, a,, a3)T(in order
as, a,, aq), and

cosa; —sinaz cosa2 sma2
A(a) = [sinas cosoc3 cosor1 —smor1
0 —smoc2 cosoc2 sin@; cosa,

—sina,
B(a) = [ cosa, cosazsinal]
0 —sina; cosa,cosa;
In dimensionless variables and parameters the equations of motion of the HDS have the form

Q, = B(.U1B1)B1' Q, = AT (u18,)Q, + B(.ulBZ)BZ' Wo, = _Bo,zsm(.“lﬁo,s)
Wo,, = BO,ZCOS(#IBO,S)r Wy, = 30,3'7”1?1 = A B)Q(0, ) —
+a,[(1+my)A(u BP0, Bo) + mP(B1, Bo)]

@ (a,B) = 7 "(A(u1 AU B) — E)(1,0,0)" =

= (P,(a, B), P (at, B), P3(a, B)', E = diag{1,1,1},] D = diag{Jy, J1, J1}
Jo(@1 + 60) + DR, + 1191 X Jowo +/DQy) = M(0,) — (M, 0,0)7
Jo [Qly + woy + #1(Q1zwox - lea)oz)] =

= Méc) Cos(ﬂ1ﬁo,3) + Méc) Sin(ﬂlﬁos) Sin(ﬂlﬁo,z)

Jo [le + d’oz + U (lewoy - Qlywox)] = Méc) COS(HLBO,Z)

a; = —pit arcsin(u1¢3(Bz, 31)) J1(2) = tgz (7)
1 1 P2(B2, B1) 1 P37 (B2, By)
a3 = —arcsin——————, @, = ——arcsin————-—
H1 cos(u1az) M cos(u1az)

m,w, = a,m,[®(0, u; (0, ,32,2’.32,3)T) —®7(0, u1B1)] — A(ua (0, 32,2'.82,3)T)Q(1' t)
W, = AT BT + Q4 X Ry + 11 (Q1 - R)Q — 1, QF R, — 201,04 X B, + 1y
P, + 1,9, X JPQ, = —AT ((1182,1,0,0)IM(L, t) +
+(a,0,0)" x AT ((u1B82,1,0,0)")Q(L, £),J® = diag{/zk, J2, )2}
R, = (1+a,0,0)" + piry, @ (o, B) = pi ' (AT (u1 @) AT (11 B) — E)(1,0,0)" =
= (@7 (o, B), P3(et, B), P53 (cx, B))”
x = #1_1[(1 - ﬂ%(ulgzz +u'Z )1/2 = 1], Ly = .U1u’y:L31 = pyu',
Lyy=Q1-15 - L231)1/2'L33 =(1- L231)1/2:L12 = —Ly1/L33,Lyy = Ly1 /L33
Lyp = 0,Ly3 = —L31Lyy, Loz = LagLyg, ke = Uy (LioL 25 — LaoL's2)
u'y L'y

o ’ " " _ "
Ky = U Lyp L'y — Uy Loz — U L33, K3 = — +uyLy,

33
ily + (AT(#1B1)i:1) : (O,l,O)T - (/41Q1xuz - le(x + puy)) +
+uq[(x + ,ulux).le + l11uzQ1z]Q1y — pi (Q%x + Q%z)uy + 2wy (leuz -
—leux) = Lp1(Q"y + uy(12Q3 — K3Q2)) + L2 (Q'2 — p1 (k1 Q5 — k3Q1)) +
+Ly3(Q"3 + p1 (61Q2 — K2Q1)) — ax[®3(0,B1) + (M + 1 — x)u’y),]
i, + (AT (s B)F) - (0,07 + Oy, — Oy (x + ) + (®)
+u[(x + .U1ux)Q1x + ﬂ1qu1y]Q1z — pi (Q%x + Q%y)uz -2 (leuy -
_Q1yux) = L31(Q"y + 1 (x2Q3 — K3Q2)) + L33(Q's + p1()1Q2 — 12Q1)) —
a,[®3(0,B1) + ((m, + 1= )u’,) |
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Q”1 — i (5 +.3)Q1 = w{—a,(my, + 1 —x)(k5 +13) +Kk'3Q; —k',Q5 +
+2K3Q", — 216,Q" ; — pytey (1,Q2 + Kk3Q3) — ((Wy)? + (W'y)* + (W' ,)?) +
+( Q1 Lig + Oy Loy + Q L3;)* = (QF + ny +03)+

+2[L11(Q1yu"z - leu’y) - L21(leu"z - leu"x) + L31(leu"y - Q1yu.'x)]}

u,(0,t) = 0,u',(0,t) = 0,uy,(1,t) = y, — ad,(0,B),u’y(1,t) = cos(u ;) -

: #flSin(#1ﬁ2,3)'uz(0' t) =0,u',(0,t) = 0,u,(1,t) = z, — ad3(0, B,),

u',(L,t) = —ui'sin(iy B22), Xz = ue(1,t) + a®4(0, B2),

Q"1 (0,£) + 11 (12(0,£)Q3(0, ) — #5(0,£)Q, (0, £)) = 9
=1 - A( B1)(1,0,0)" + a,®1(0, B)

Q'1(Lt) + pa(r2(1,0)Q5(1, 1) — k3(1,0)Q2(1,8)) =

= a; @1 (B2, B1) + 1a(Qf, +03,) + (1,0,0)" - AT (s B2) W,

M, =1 (ﬁm + VBZ,l - fol K1dx)rM2 =Kz — Yd"z, M; = K3 + Vu.”y

Q2 = —M'5 + py (kK My — k. M), Q3 = M'; + py (kM — 16, M3)

B.(0) = 81(0) =B2(0) = Bz(o) = fo,2(0) = 30,2(0) = Po,3(0) = 30,3(0) =
=11(0) = 1,(0) = ¥,(0) = y,(0) = 2,(0) = 2,(0) = 11)

=uy,(x,0) =1u,(x,0) = u,(x,0) =1,(x,0) =0

Here (7) are ordinary differential equations, (8) are partial differential equations, (9) are boundary
conditions, (10) are constraint’s conditions, (11) are initial conditions, ()’ = 8()/0x.
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